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Introduction

Political scientists have recently debated whether MTurk 
workers’ behavior differs from that of respondents recruited 
using other means. MTurk workers are suspected of exhib-
iting greater compliance and attentiveness than undergrad-
uates and other online participants when performing tasks. 
Especially frequent MTurk participants—so-called “pro-
fessional Turkers”—are thought to be extremely attentive 
in order to maximize their chances of receiving payment 
(Hauser and Schwarz, 2016). This behavior is believed to 
occur in part because many veteran MTurk workers have 
completed hundreds of Human Intelligence Tasks (HITs)1 
containing “attention checks”: questions that measure 
respondents’ levels of engagement with survey content 
(Hauser and Schwarz, 2016; Hillygus et  al., 2014; 
Krupnikov and Levine, 2014; Mullinix et al., 2015).

Despite these concerns, the use of online respondents as 
experimental subjects in political science continues to grow 
in popularity. Some studies have shown that the unrepre-
sentative nature of these samples can be easily improved 
through the use of conventional weighting strategies and 
screening procedures (e.g., Berinsky et al., 2012; Huff and 

Tingley, 2015; Levay et  al., 2016; Thomas and Clifford, 
2017). This literature also provides some evidence that 
experimental effect sizes in MTurk experiments are compa-
rable to representative national surveys (but see Krupnikov 
and Levine, 2014).

However, MTurk is no longer the only option for 
researchers hoping to conduct low-cost survey experi-
ments. In response to the growing demand for such data, 
new platforms for survey deployment have also recently 
arisen. One notable platform increasingly used by social 
scientists has recently been launched by Qualtrics, Inc. This 
platform, called “qBus” to indicate its function as a survey 
omnibus, enables low-cost access to national convenience 
samples. These samples feature demographic profiles that 
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approximate Census estimates of age, income, gender and 
race. At the time of this writing, the cost of a simple survey 
experiment on a qBus module is not substantially more 
than the deployment of a survey on MTurk. This is because 
many basic demographic questions that would otherwise 
extend the length of an MTurk survey are included for free 
as a part of the qBus omnibus.2

Existing research on low-cost survey participants—spe-
cifically MTurk workers—demonstrates high levels of 
attentiveness relative to student samples (e.g., Hauser and 
Schwarz, 2016). However, current research has been una-
ble to distinguish whether effort differences arise because 
MTurk samples are unrepresentative or because the MTurk 
platform incentivizes high levels of attention. Further, no 
study has yet compared the effort levels observed across 
low-cost platforms. An inquiry in this vein can shed light 
on the ways in which the incentive structures of (and par-
ticipation in) different online platforms can influence 
respondent behavior.

The present study has three objectives. First, I introduce 
the Qualtrics qBus platform and compare it to Amazon 
AWS’s MTurk. Second, I examine the effects of platform 
type and frequency of survey participation on the effort 
exerted by low-cost online survey participants. Finally, on 
the basis of these findings, I assess the utility of Amazon 
MTurk and the Qualtrics qBus platform for contemporary 
practitioners.

Drawing on data from two samples of MTurk work-
ers and two national online convenience samples of par-
ticipants recruited by Qualtrics, Inc., I use calipered 
genetic matching techniques to compare respondent 
effort across platform and participation frequency. The 
results demonstrate that MTurk workers provide greatly 
increased attention check accuracy and content quantity 
relative to demographically-matched Qualtrics pan-
elists. They also demonstrate that highly-active workers 
show virtually no differences in effort relative to par-
ticipants with low participation rates. In a concluding 
section, I argue that a self-selection mechanism may be 
at play among online survey participants. This selection 
mechanism is likely the product of differing incentives 
and recruitment methods across the two platforms. 
While MTurk participants sign up as workers in order to 
earn cash payments, qBus respondents are recruited via 
social media accounts and receive cash equivalents 
rather than cash as payment.

Finally, the results also show that participants in qBus 
studies exhibit surprisingly low levels of effort regardless 
of prior survey experience. Relative to MTurk workers, 
participants on qBus platforms fail Instructional 
Manipulation Checks (IMCs) at a much higher rate. Further, 
these participants exerted less effort on an explicitly politi-
cal task, meaning that qBus samples may be less appropri-
ate than MTurk samples for political science studies 
measuring subtle experimental treatments.

MTurk and Qualtrics qBus: a 
preliminary comparison

Existing literature on MTurk has effectively described the 
processes of recruitment, payment and participation on that 
platform (e.g., Berinsky et  al., 2012). However, no study 
has detailed the survey experience among Qualtrics partici-
pants. According to Qualtrics’ European Society for 
Opinion and Marketing Research (ESOMAR) documenta-
tion, qBus participants are recruited using ‘traditional, 
actively managed market research panels’ (Qualtrics, 2014: 
3) in addition to social media recruitment methods. Much 
like Survey Sampling International (SSI), another firm that 
provides access to survey participants, the third-party pan-
els used by Qualtrics have been certified for quality by 
Mktg Inc.’s Grand Mean Certification Program. A list of 
Grand Mean certified survey firms is available at www.
mktginc.com.

Qualtrics selects adult panelists residing in the US to 
participate in surveys. They are sampled on the basis of 
demographic quotas; this demographic information is col-
lected through initial screening surveys. Panelists are con-
tacted by Qualtrics via email or social media accounts, 
inviting them to participate in a survey for research pur-
poses only. The Qualtrics documentation states that 
respondents’ rewards for survey participation include “air-
line miles, gift cards, redeemable points, sweepstakes 
entrance and vouchers” (Qualtrics, 2014: 5). In addition, 
Qualtrics seeks to limit frequency of participation by ensur-
ing that historical records are maintained for each panelist. 
This reduces the ability of qBus participants to act like 
“professional panelists” as the number of invitations they 
receive is necessarily limited.

qBus omnibus surveys normally include questions from 
three to five different researchers, most of whom are mar-
keting researchers. These surveys include a battery of basic 
demographic questions, which can be modified to include 
political questions like partisanship and ideology. Each 
researcher’s question block is presented to respondents in 
random order.

Importantly, Qualtrics makes a concerted effort to moni-
tor and safeguard against respondent inattentiveness and 
lack of effort. Unlike the MTurk platform, qBus removes 
respondents who exhibit evidence of extreme “speeding” 
behavior (answering survey questions too quickly). 
However, given the high levels of attentiveness exhibited 
by MTurk workers, it is currently unclear whether these 
strategies help qBus samples to outperform MTurk samples 
in terms of average effort.

Explaining effort in the survey 
response

Individual survey respondents vary in the amount of effort 
they are willing to devote to survey participation. As 
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respondents engage with a survey task, their cognitive 
resources deplete, yielding decreased effort (Krosnick, 
1991; Narayan and Krosnick 1996). In the present study I 
consider two operationalizations of this so-called “satisfic-
ing” behavior. One is the failure of Instructional 
Manipulation Checks (IMCs). These tasks often tap 
respondents’ attentiveness by asking them to give answers 
that would be uncommonly selected if not for seemingly 
inconsequential directions (Oppenheimer et  al., 2009; 
Lelkes et  al., 2012). The quantity of responses to open-
ended questions also serves as a second relevant operation-
alization (Cerasoli et al., 2014).

Unpacking the “MTurk effect”

Despite recent advances, existing research on effort in low-
cost survey samples has not clearly distinguished the effects 
of several determinants. These include the effects of plat-
form experience, respondent self-selection and cross-sam-
ple demographic differences. Existing research has 
compared MTurk workers to college students, who do not 
demographically approximate the average MTurk sample 
(Hauser and Schwarz, 2016). This is especially problematic 
because effort is conditioned by individual-level attributes 
such as education (e.g., Krosnick, 1991).

Further, it is currently unclear if MTurk workers are 
more effortful because they have learned to exhibit such 
behavior through their experience on the platform. Some 
scholars have asserted an “MTurk effort thesis”, which 
states that workers’ prior experience on the MTurk platform 
causes them to exert high levels of effort (Berinsky et al., 
2012; Berinsky et al., 2014; Brüggen and Dholakia, 2010; 
Goodman et al., 2013; Oppenheimer et al., 2009). Lastly, 
we do not know if effort is influenced by self-selection 
effects derived from platform incentives and recruitment 
strategies.

Sources of cross-platform variation in effort

One way to think about sources of variation in respondent 
effort is from the perspective of the Neyman–Rubin poten-
tial outcomes framework (e.g., Imai et al., 2008; Morgan 
and Winship, 2007; Rubin, 2005). From this perspective, 
differences in respondent effort levels could stem from the 
experiences of individuals who have been “treated” to the 
MTurk platform relative to members of the population who 
have instead experienced the qBus platform. The effect of 
platform experience is therefore the average treatment 
effect or ATE, specified as follows:

ATE
N

Y MTurk Y qBus
i

N

i i= ( ) − ( )
=
∑1

1

( )

The measurement of the “true” ATE is theoretical, given 
that Yi  is observable in only one of the two conditions. As 

a result, estimation of the “MTurk effect” (ATE) relies on a 
comparison of different groups of treated and untreated 
units. However, as mentioned above, these estimates are 
confounded by demographic imbalance and self-selection. 
Differences in the effort levels of samples can be repre-
sented by ATE ATE = − ∆ (Imai et al., 2008). Differences 
between MTurk and qBus respondents’ effort levels are 
therefore attributable to one of three determinants: ATE , 
the true effect of the experience of MTurk participation on 
behavior; ∆S, the effects of self-selection into platform par-
ticipation; and ∆T, effects that arise from demographic 
“treatment imbalance” across the groups.3

Effort and self-selection

Among these three components, I anticipate that self-selec-
tion is the most important driver of cross-platform differ-
ences in respondent effort. While many commentators have 
recently voiced concerns about the existence of savvy “pro-
fessional Turkers” who discuss strategies for low-effort 
responses on forums, such shirking strategies are probably 
rare. On the qBus platform, workers are recruited via social 
media accounts, and are compensated in the form of gift 
cards and other cash-like forms of payment. MTurk work-
ers are paid in dollar amounts to complete surveys, and are 
not recruited by social media invitation. These differences 
in recruitment method and payment method are likely to 
mean that MTurk workers possess greater intrinsic effort. 
This assertion stands in contrast to more conventional 
learning-based theories, which argue that online respond-
ents become increasingly effortful as they learn to avoid 
attention checks.

Given the observational nature of the present study, 
blocking on demographic covariates can help to compen-
sate for the effects of ∆T, or treatment imbalance on the 
basis of observables. While we cannot fully disentangle the 
effects of survey experience from self-selection in this 
study, we can measure the effects of increased survey par-
ticipation rates on effort levels. If we observe few differ-
ences in respondents’ effort levels across survey 
participation rates, ∆S, the effect of self-selection is likely 
to be substantial.

The above discussion leads to the following set of 
expectations:

H1: Among online survey respondents, participation on the 
MTurk platform will be associated with a higher likelihood of 
IMC success than participation in the qBus online omnibus 
program.

H2: Among online survey respondents, increased survey 
experience will not be associated with changes in the likelihood 
of IMC success.

H3: Among online survey respondents, participation on the 
MTurk platform will be associated with increased response 
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quantity compared to participation in the qBus online omnibus 
program.

Research design

In 2017 I performed a series of experiments (hereafter 
Study 1) which measured respondents’ self-perceptions of 
political knowledge before and after exposure to various 
experimental treatments. Studies of identical design were 
fielded on a Qualtrics qBus omnibus (overall N = 1,047; 
present study N = 503) in May 2017 and through the MTurk 
platform (N = 1,559) in June 2017. Following existing 
work which compares MTurk samples to other samples, an 
HIT completion rate of 90 percent or higher was required 
(Hauser and Schwarz, 2016). The qBus omnibus is a 
national sample of respondents selected in a representative 
fashion on the basis of Census percentages for age, gender, 
ethnicity, household income and region. Qualtrics recruits 
respondents using actively-managed social media recruit-
ment tools and other sources, according to their official 
documentation. qBus studies include pre-test demographic 
question batteries. The qbus module designed by the 
researcher included an IMC for 503 randomly-selected 
respondents, along with a question that asked respondents 
how many surveys they had completed in the past week. 
The IMC asked respondents to rank four objects from larg-
est to smallest. While IMCs may be included on other 
omnibus users’ question batteries, it does not appear that 
Qualtrics includes such tasks on qBus instruments itself. 
However, an initial survey question asks respondents to 
agree to provide responses that reflect their best effort. See 
the Supplementary Information (hereafter SI) for more 
details about the surveys, including demographic compari-
sons and question wording.

In 2016, another pair of experiments (hereafter Study 2) 
examined satisficing in an explicitly political context. The 
experiment was designed to measure priming effects on the 
accuracy of respondents’ electoral forecasts. See Anson 
(n.d.) for a complete description of the theoretical approach. 
In August 2016, I reached a sample of 1,502 respondents 
through Amazon MTurk, and randomly exposed 512 of 
them to a treatment that contained an open-ended question 
asking why they felt a Presidential candidate would win the 
election. This survey also included an additional set of 
demographic and political questions. Then, in late October 

2016, I reached a sample of 1,046 online respondents 
through a qBus omnibus survey administered by Qualtrics, 
341 of whom received the writing task treatment.4 Due to 
space constraints, please see the SI for a fuller description 
of this second study. In Study 1, effort was captured by a 
binary measurement that assessed the successful comple-
tion of a standard IMC task. In Study 2, effort was meas-
ured by the length of text provided in response to an 
open-ended political question.

Methods

In order to distinguish platform effects from demographic 
effects, I rely on matching techniques pioneered by 
Diamond and Sekhon (2013) to produce matched average 
treatment effect (ATE) estimates of the “treatment” of 
MTurk panel participation on the dependent variables in the 
study. Covariates including age, gender, education level, 
race, income and party identification were used in both 
studies to achieve matching. In Study 1 we also benefit 
from the inclusion of a measure of political knowledge. See 
the SI for sensitivity analyses that demonstrate that the pre-
sent findings are likely robust to the influence of powerful 
unobservables (e.g., DiPrete and Gangl, 2004).

For each dependent variable of interest, I present a 
genetic matching analysis that relies on weights computed 
by the “GenMatch” software for the R programming envi-
ronment (Sekhon, 2011). In the SI, additional models are 
presented as robustness checks, alongside evidence of 
match balance. The models presented below employ cali-
per boundaries of 1 standard deviation to sufficiently 
exclude pairs with low common support.

Study 1

Initial results from Study 1 are presented in Table 1. They 
demonstrate that matched MTurk respondents were much 
more likely to pass an IMC than their demographically-
similar qBus counterparts. It appears that matched respond-
ents in the MTurk sample were roughly 20.3% more likely 
than the qBus respondents to successfully complete the 
IMC, even after matching on demographics and short-term 
survey participation rates. This difference is striking, as it 
reflects an average increase in accuracy from around 55% 
to around 75%. Compensating for demography and the fre-
quency of survey participation, qBus respondents were 
relatively poor performers on the IMC, which was not a 
particularly difficult task. Respondents were asked to rank 
objects from smallest to largest, including a pineapple, a 
tree, a mouse and a pea. The fact that almost half of the 
qBus participants failed this task is an alarming indication 
of the overall level of effort in this sample.

We next turn our attention to the reasons for variation 
within and across the samples. Table 2 presents the results 
of logistic regression models predicting effort. These 

Table 1.  Results of matching analysis comparing IMC success 
rates, MTurk and qBus samples.

qBus ATE t p-value

t-test −0.197 −7.988 p < 0.001
Matched est. −0.203 −8.05 p < 0.001

Note: Single nearest-neighbor genetic matching, caliper(1). Treated  
N = 503, matched N = 2446.
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models allow us to estimate the interaction between survey 
mode and the number of surveys that respondents reported 
completing in the past week.

Table 2 presents models predicting IMC success for the 
combined samples (Model 1), the MTurk sample alone 
(Model 2) and the qBus sample (Model 3). The results in 
the ‘Model 1’ column demonstrate that the frequency of 
survey completion has almost no effect on IMC accuracy 
when considering the full sample. In addition, this model 
shows that an interaction between MTurk participation and 
the rate of survey participation also has virtually no distin-
guishable effect—an indication that more experienced 
MTurk and qBus workers are no more or less likely than 
relatively inexperienced respondents to fail IMCs. These 
results hold for Models 2 and 3, respectively, which exam-
ine the two surveys separately.

The only theoretically-relevant significant effect across 
the models is the baseline difference between MTurk and 
qBus IMC success rates. According to Model 1, qBus 
respondents are around 2.06 times more likely than MTurk 
respondents to fail the IMC (p < 0.001; an effect size that is 
somewhat larger than that seen in the matched results above 
in Table 1). However, this result provides a robustness check 
that works to confirm the wide gap in IMC attentiveness 
across survey platforms, net of relevant demographics.

Study 1 also allows us to assess H2. These results show 
the relatively small impact of “professional” online survey 
participation status on IMC success rate across both qBus 
and MTurk samples. Figure 1 shows this relationship in 
more fine-grained detail, through a Loess-smoothed plot of 
survey participation rates on IMC success rate. The plot 
shows the predicted success rate with a 95% confidence 
interval represented by the shaded area.

The results once again confirm that very frequent survey 
participants are no better or worse than average or even 
very infrequent survey-takers, despite a slight (though  
statistically non-significant) positive slope for qBus  
participants across the range of the weekly survey  
completion variable ( βMTurk p= − =0 00001 0 98. , . ; 
βqBus p= =0 001 0 79. , . ). The major differences to emerge 
in the study thus far are instead found when comparing 
respondents across the platforms. Low levels of effort 
among qBus respondents are made clear by Figure 1: the 
predicted likelihood of IMC success for MTurk workers at 
any point in the graph stands above 70%, whereas even the 
most savvy qBus participants’ success rates are closer to 
50% on average.

Thus far, we have observed evidence in support of H1, 
which argues that MTurk workers will exhibit greater atten-
tiveness than qBus panelists. We also observe evidence in 
support of H2, which states that survey participation rates 
will not affect effort levels. It is still unclear whether cross-
platform differences are unique to IMC tasks, however, as 
MTurk workers may quickly learn to identify these items 
through early exposure to the platform.

Study 2

In Study 2, I assess H3 by examining whether MTurk 
respondents provided more detailed written responses 
than qBus respondents to a substantive, open-ended 
political question. This question is unlikely to be inter-
preted as an IMC. In this open-ended response, partici-
pants were asked to explain their expectations regarding 
the eventual outcome of the 2016 Presidential election. 
Table 3 presents the results of a calipered genetic match-
ing comparison of logged response length to this political 
question.

The results of this additional analysis demonstrate that, 
again, qBus respondents were substantially less effortful in 
their participation in the open-ended political item than 
were MTurk workers. It appears that matched respondents 

Table 2.  Logistic regression models predicting likelihood of 
IMC success, Study 1.

Model 1 Model 2 Model 3

  Combined MTurk sample qBus sample

qBus 
respondent

−0.694***  

  (0.131)  
Survey 
participation 
rate

−0.00005 −0.0001 0.001

  (0.001) (0.001) (0.003)
Male −0.203 −0.180 −0.194
  (0.104) (0.125) (0.203)
Nonwhite −0.153 −0.238 −0.033
  (0.116) (0.142) (0.213)
Democrat −0.312** −0.239 0.525
  (0.118) (0.140) (0.222)
Republican −0.296* −0.222 −0.459
  (0.141) (0.173) (0.259)
Income −0.208** −0.135 −0.333*
  (0.073) (0.090) (0.135)
Education 0.025 0.035 0.018
  (0.039) (0.050) (0.065)
Age −0.002 −0.005 0.003
  (0.004) (0.006) (0.006)
Political 
knowledge

0.235*** 0.238*** 0.230**

  (0.044) (0.053) (0.079)
qBus resp. x 
survey rate

0.001  

  (0.003)  
Constant 1.030*** 0.928** 0.515
  (0.240) (0.321) (0.392)
N 2013 1510 503
Log likelihood −1154.996 −820.115 −332.342
AIC 2333.992 1660.23 684.685

Note: Standard errors in parentheses. ***p < 0.001; **p < 0.01;  
*p < 0.05.
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in the MTurk sample wrote around 121 characters on aver-
age, compared to an average response length of roughly 68 
characters for the qBus sample. This difference of around 
53 characters represents the length of an additional short 
sentence. In addition to the successful completion of IMCs, 
which even novice Turkers may come to quickly recognize, 
the effort devoted to an open-ended substantive task shows 
evidence of increased effort among MTurk workers relative 
to qBus respondents.

Conclusions

At first glance, the present findings work to confirm a sus-
pected pattern: MTurk respondents proffer a greater amount 
of effort than comparable online survey panelists. This pat-
tern holds for open-ended responses and IMC tasks. Based 
on these findings alone, the “MTurk effect” thesis finds 
support: after compensating for demographic differences, 
MTurk respondents still provide greater effort on a variety 
of tasks than workers on the qBus platform.

But in contrast to the conventional wisdom regarding the 
“MTurk effect”, the results also show that the frequency of 
participation on online survey platforms has little effect on 
effort levels. Both qBus and MTurk respondents with high 
amounts of survey participation are no less effortful than 
participants with almost no recent survey experience on 
each platform. Scholarship is poised to further investigate 

why this is the case. The existing literature on IMCs sug-
gests that both qBus and MTurk respondents should exhibit 
increased attentiveness and successful IMC completion 
rates as they gain experience in the survey setting. However, 
as this pattern is not supported by the data, the ATE esti-
mates observed in Studies 1 and 2 are more likely caused by 
strong self-selection effects. As recruitment and payment 
methods differ across the two platforms, respondents are 
differentially motivated to provide their best efforts when 
engaging with the survey task.

This study possesses several important limitations. 
Perhaps most importantly, general inferences about the 
nature of “MTurk workers” or “qBus panelists” writ large 
are dubious when relying on data from just four samples—
despite recent evidence that MTurk samples are more stable 
in composition than previously assumed (Clifford et  al., 
2015; Shapiro et  al., 2013). Additional shortcomings 
include the relatively small sample sizes and the limited 
number of demographic variables observed in both sur-
veys. And while the number of surveys per week is a useful 
indicator of survey takers’ intensity of platform usage, this 
variable does not fully capture respondents’ historical usage 
of a platform.5

However, these findings do provide us with several 
broad takeaways for researchers hoping to perform low-
cost survey experiments. First, we now know that increased 
survey participation among MTurk workers does little to 
influence attention levels. MTurk workers are notably 
effortful regardless of the inclusion of IMCs in a given 
study, and regardless of whether or not they have recently 
completed hundreds of surveys on the platform. We also 
observe very low baseline effort levels among qBus pan-
elists, a finding that detracts from this service’s appeal for 
contemporary experimental research. Finally, the results 
show that increasing the representativeness of MTurk sam-
ples, à la Levay et al. (2016), represents a promising way 
forward for political scientists seeking to perform low-cost 
survey experimental research.6
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Table 3.  Results of matching analysis comparing number of 
characters written (logged), MTurk and qBus samples.

qBus ATE t p-value

t-test −0.541 −9.102 p < 0.001
Matched est. −0.561 −8.52 p < 0.001

Note: Single nearest-neighbor genetic matching, caliper(1). Treated  
N = 340, matched N = 600.
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Notes

1.	 Amazon MTurk uses the term HIT to refer to any task per-
formed by MTurk workers, including surveys.

2.	 The present study presents the results of two MTurk and 
two qBus survey deployments. While qBus generally adver-
tises a rate of around $250 per question, the cost of the qBus 
deployments exceeded the analogous MTurk deployments in 
each case only by around $400 and $500, respectively, given 
that our MTurk respondents were paid for their time at a rate 
consistent with the statewide minimum wage in — (redacted 
state). Another advantage of the qBus program is the fact 
that surveys created using Qualtrics’s online platform can be 
accessed directly by Qualtrics employees through the online 
interface. This means that users’ survey designs are copied 
directly into the qBus module, guaranteeing their accuracy.

3.	 Decomposing ∆, ∆ = ∆S + ∆T, = ∆SX
 + ∆SU

+ ∆TX
 + ∆TU 

where ∆SX 
corresponds to sample selection bias based on 

observables; ∆SU 
corresponds to sample selection bias based 

on unobservables; and ∆TX
 and ∆TU

 signify treatment imbal-
ance based on observables and unobservables, respectively.

4.	 As these groups were properly randomized, we should not 
expect this decision to affect the results.

5.	 I thank an anonymous reviewer for this point.
6.	 In the Appendix, I use post-stratification weighting of the 

MTurk surveys to approximate the demographic profile of 
the qBus surveys. Results show that after weighting, cross-
sample comparisons of effort are consistent with the results 
seen above. This supplemental analysis shows that the 
approach used by Levay et al. (2016) is preferable to the use 
of qBus panels for experimental research.
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