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The ultimate goal of fault detection and isolation is to maximize the life span of 

equipment and minimize the cost of maintenance. The development of intelligent 

diagnostic, prognostic, and health management technology has proven to be important 

for industrial and defense maintenance procedures in recent years. While diagnostic 

technology for aircraft have existed for more than 50 years, modern CPUs permit on-

board intelligent and estimation-based fault detection methods.  This thesis discussed 

two strategies in particular: artificial neural networks and smooth variable structure 

filters. The purpose of this thesis is to propose a method of health state awareness for 

a helicopter blade using an artificial neural network as well as develop a variable 

structure-based fault detection and diagnosis strategy for an electromechanical 

actuator. 
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Chapter 1: Introduction 

1.1 Overview 

The development of intelligent diagnostic, prognostic, and health management 

technology has proven to be important for industrial and defense maintenance 

procedures in recent years [1]. Fault detection technology is evolving at a rapid pace 

along with expanding application domains and an increasing customer base [1]. 

However, the implementation of fault diagnosis, prognosis, and maintenance 

techniques can be difficult as it is often an interdisciplinary process involving 

mechanical, electrical, and computer engineering with in-depth knowledge on fault 

mechanisms and signal acquisition/processing techniques.  

The ultimate goal of fault diagnosis and prognosis is to maximize the life-span 

of equipment and minimize the cost of maintenance [1]. With the increasing complexity 

and cost of machinery, there is a need for innovation in order to achieve an accurate 

fault diagnosis and prognosis. Many everyday systems are comprised of dense 

electronic circuitry and intricate mechanical interactions between components. A 

typical automobile consists of approximately 2,000 functional components, 30,000 

parts, and 10 million lines of software code [2,3]. In the past, fault detection consisted 

mainly of planned maintenance schedules which were time consuming and labor 

intensive. Like many tasks, fault detection is now trending towards automation.  

Diagnostic technology for aircraft have existed for more than 50 years in some 

capacity [1]. Improvements in diagnostic capability for aircraft have largely been due 
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to advances in computing technology. Modern CPUs with small form factors allow for 

on-board processing of data which prevents data loss or incorrectly processed data at 

the ground station [1]. In addition, modern CPUs are powerful enough to process the 

large volume of data made available by Multiplex data buses on aircraft for fault 

detection [1]. Intelligent methods such as artificial neural networks (ANN) can be used 

to find relationships within rich data sets to infer upon the presence of fault precursors.  

1.2 Research Objectives and Goals 

There are many fault detection techniques with an even broader amount of 

applications and viable system environments. This thesis will discuss two strategies in 

particular: artificial neural networks and smooth variable structure filters (SVSF). The 

goal of this thesis is to propose a method for health state awareness of a helicopter 

blade using an artificial neural network as well as develop a variable structure-

based fault detection and diagnosis strategy for an electromechanical actuator [4, 

5]. 

The proposed experimental setup for a helicopter blade uses a single axis 

electrodynamic shaker to subject a scale aluminum helicopter blade to transverse 

vibratory excitation at the hub [4]. Data collected from an array of accelerometers, 

piezo electric transducers, and strain gauges embedded along the blade would be used 

to train a neural network for fault detection and diagnosis. The training phase would 

include healthy samples as well as samples with known fault types and locations. In 

order to test the efficacy of the proposed setup, a preliminary study was performed 

using an accelerometer adhered to an aluminum cantilever beam. Vibrational data was 

recorded after the cantilever beam was released from an initial deflection.  
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In addition to ANN, a variable structure based approach was used for fault 

detection in am electromechanical system. The Kalman filter (KF) is one of the most 

popular methods used for state estimation and signal processing [5]. However, this 

method requires strict assumptions in order to provide an optimal solution to the 

estimation problem [5]. The smooth variable structure filter (SVSF) provides a solution 

to overcome robustness issues. This thesis uses the SVSF on a dynamic model of an 

electrohydrostatic actuator (EHA) for fault detection and diagnosis. 

1.3 Organization of Thesis 

The thesis is organized into the following chapters. Chapter 2 contains a 

literature review of aerospace fault detection, ANN strategies, and estimation based 

techniques. Chapter 3 contains a proposed methodologies for using an ANN for health 

state awareness of a helicopter blade. The proposed setup is justified by a preliminary 

setup showing the efficacy of the ANN. Chapter 4 explores the application of a SVSF 

for fault detection of an electromechanical actuator. Finally, Chapter 5 contains 

concluding remarks of the presented work and possible improvements for future study. 
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Chapter 2: Literature Review 
 

This chapter provides a summary of the main literature used to support research 

in this thesis. Section 2.1 provides background of fault detection in the automotive and 

aerospace sector. Section 2.2 highlights examples of ANNs in fault detection 

applications. Section 2.3 gives an overview of estimation-based strategies such as the 

Kalman filter (KF) and SVSF.  

2.1 Fault Detection and Isolation 

Fault detection and isolation (FDI) refers to the monitoring of a system in order 

to identify when a fault has occurred as well as ascertaining the location of the fault. 

There is a strong demand for reliability in and safety in automotive and aerospace 

engineering as automated systems become more prevalent. Artificial intelligence (AI) 

methods such as fuzzy logic and neural networks are widely used in FDI systems in an 

effort to provide improved reliability and a reduction in the probability of false 

positives.   

 There are three main categories of FDI techniques: signal-based fault detection, 

model-based fault detection, and artificial intelligent techniques [6]. Signal-based fault 

detection works by extracting by extracting the fault signature and comparing the 

systems against healthy operational trends [6]. Useful data is extracted in the time-

domain, frequency-domain or time-frequency domain for extracting fault signatures [6, 

7]. Common signals used in FDI techniques to detect faults include vibration signals, 

pressure signals, and noise levels. One of the most widely used feature extraction 



 

 

5 

 

techniques is qualitative trend analysis (QTA) [6]. This is a data-driven FDI 

methodology in which features (trends) are extracted form measured signals in order 

to determine necessary countermeasures. This methodology is explored further in 

Chapter 3.  

QTA has been applied extensively as a means of FDI [6, 8]. In addition, features 

can be extracted using discrete wavelet-based techniques (DWT) [6, 9]. Fault detection 

using DWT was broadly deliberated by Postalcioglu et al. [6, 10]. DWT can be divided 

into two major processes: measured signal decomposition, followed by signal edge 

detection that may occur due to faults [6]. Model-based FDI is mainly based on residual 

generation which represent inconsistencies between the actual physical system 

measurements and the mathematical model of the system [6]. Model-based FDI 

techniques can generate residuals by using parameter estimation, observers, and parity 

space comparison [6]. Fault detection strategies are widely used in the automotive and 

aerospace sectors. 

2.1.1 Fault Detection in the Automotive Sector 

Signal-based FDI techniques for internal combustion engine fault detection 

have been explored extensively [6, 11, 12]. FDI techniques frequently use noise 

levels, as well as pressure or vibration signals, in order to detect faults [6]. Chung et 

al. implemented an engine fault detection methodology using sound measurements by 

acquiring sound intensities using microphones in 1979 [6, 13, 14]. This particular 

method is one of the oldest techniques that were utilized at the General Motors 

research laboratories [6, 13]. The microphones were able to effectively generate a 
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detailed mapping of engine noise using cross-spectral analysis [6, 13]. By using a 

noise source ranking methodology, this technique is able to identify the noise source 

[6, 13]. Leitzinger provided a comparison between accelerometers, microphones, and 

laser Doppler vibro-meters, to identify engine faults [6, 14, 15]. According to the 

research, microphones provide an easy, contactless measuring system. However, it is 

possible generate inconsistent results and produce false alarms [6, 15]. Furthermore, 

the study concluded that accelerometers and laser Doppler vibro-meters were able 

provide more reliable measurements [6, 15]. Acoustic tests on internal combustion 

engines in a production environment using two overhead microphones to measure 

sound pressure are described by Jonuscheit [6, 16]. Rizzoni and Min used a real time 

model-based technique in order to diagnose sensor failures in automotive engine 

control systems [6, 17]. Faults considered include the manifold absolute pressure and 

throttle position sensors and experimental results demonstrate the effectiveness of the 

proposed technique [6, 17]. 

2.1.2 Fault Detection in the Aerospace Sector 

There has been steady progression in aerospace fault diagnosis and prognosis. 

Implementations have evolved from manual to semi-automated and fully automated 

methods. Early generations of aircraft depended on manual fault detection and health 

management on the ground [1, 18]. The aircraft systems were mostly analog and 

independent from one another. These systems required voltmeters and schematics in 

order to troubleshoot their problems [1, 19].  

In the 1950s and 1960s, aircraft systems eventually incorporated built-in test 

equipment (BITE) such as alarms and simple trending analysis in order to notify 



 

 

7 

 

operators of critical failures [1, 20]. Eventually, original equipment manufacturers 

started placing fault indicators directly on line-replaceable units. Many line-replaceable 

units contained a self-test switch with LED fault indicators. BITE replaced many 

ground support testing procedures and in some cases the BITE showed the location of 

the fault as well [1]. 

 When computer systems were integrated with BITE in the 1970s they became 

known as digital BITE [1, 19]. Numeric codes were displayed on the front panel of the 

line-replaceable units that corresponded to specific faults that could be looked up in a 

manual [1, 18].  Digital BITES were employed by many planes such as the Boeing 

757/767 and the Airbus A300/310 [1].  

 As aircraft technology became more complex, the number of systems that 

needed to be monitored increased. There were numerous line-replaceable units in a 

single aircraft, each with its own unique fault detection display method. Monitoring all 

the separate units was cumbersome. Thus, a centralized system became necessary. 

Digital data buses like the ARINC 429 (Mark 33 Digitial Information Transfer System) 

allowed for autopilot systems to communicate with sensor data from other subsystems 

[1, 20]. The Boeing 767 had a maintenance control panel that enabled automatic 

landing by combining the maintenance functions of related systems [1].   

 In 1986, the ARINC 604 established a central fault display system (CFDS) 

which aggregated all maintenance indication into a single interface [1, 21]. Figure 1 

shows the network between the central fault detection interface unit (CFDIU) and other 

systems.  This streamlined the fault monitoring process and eliminated the need for 
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front panel displays on individual line-replaceable units. This system was incorporated 

into several aircraft including the Boeing 737 and the Airbus A320/330/340 [1].  

 

Figure 1: The FAC sends BITE data to the CFDIU to be displayed: tests can then be 

triggered accordingly [21]. 

As systems became increasingly complex, faults in one system could trigger 

fault indications in several other systems. Thus, it was often difficult for mechanics to 

identify the true source of the fault. This issue was mitigated the ARINC 624 in the 

1990s [1]. This new standard consolidated fault indication from multiple subsystems 

and added additional functionality to support condition-based maintenance [1]. This 

reduced the need for ground testing even further.  

There are many instances in which the specific unit that is the source of the fault 

can be identified through the CFDS. However, there are equally as many situations 
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such as structural health monitoring where it is not possible without the aid of 

additional sensors or wiring. This particular application is important because failure of 

a wing or helicopter blade can be catastrophic.  

Structural health monitoring involves mounting or imbedding sensors into a 

structure in order to detect faults and fatigue earlier than manual inspection [22].  By 

creating a network of sensors mounted on an aircraft, an operator would be able to 

monitor the structural health constantly in real time, eliminating the need for periodic 

checkups [22]. One of the sensors of interest in structure health monitoring is the 

piezoelectric transducer.  Piezoelectric materials such as Lead Zirocondate Titanate 

(PZT) generate an electrical charge under mechanical stress.  Conversely, the material 

will experience a geometric change when a voltage is applied. This property makes 

piezoelectric materials suitable as both actuators and sensors for vibrational data 

acquisition. Figure 2 depicts researchers mounting piezo electric sensors on a printer 

circuit board on an aircraft structure [23]. 
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Figure 2: Dennis Roach and Ciji Nelson mounting piezoelectric sensor to a 

commuter jet at Sandia National Laboratory [23]. 

 In addition to piezoelectric transducers, accelerometers and strain gauges could 

provide additional information about the structural health of an aircraft. Useful 

information can be extracted from the electrical data such as natural frequency and 

vibrational amplitudes and fed into an artificial neural network. 

2.2 Artificial Neural Networks 

ANNs are proven to be an effective tool for FDI [6,24]. This is attributed to 

several characteristics of ANNs: they have powerful self-learning and self-adapting 

characteristics, effective online adaptation algorithms (besides their parallel and 

pipeline processing characteristics), good noise rejection capabilities, and excellent 

nonlinear approximation properties [6, 25]. In addition, ANNs provide the ability to 

include models with only partly known physical structure, resulting in semi-physical 

models [6, 26].   
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Since ANN-based fault detection technique represents a black-box approach 

applied to any fault condition without the need to know the specific crack angle where 

the fault occurs or a specific frequency, ANN-based fault detection has a competitive 

advantage over other FDI techniques such as Wavelet analysis [6, 14]. Thus, additional 

fault conditions can be further added to the algorithm. Finally, as more data sets become 

available, the ANN learning capability increases significantly and potentially produce 

higher classification accuracy [6].  

2.2.1 Fault Detection Using ANN Techniques 

Yedavalli details a neural network-based adaptive observer for aircraft engine 

parameter estimation [6, 27]. This adaptive observer combines the KF with ANNs and 

is able to compensate for nonlinearities that cannot be handled simply by the filter [6]. 

Patton and Chen introduced a new approach to the design of optimal observer-based 

residual generators for detecting incipient faults in flight control [6, 28]. This method 

reduced the risk of generating false positives of fault detection [28]. In addition, an 

observer-based fault detection system in robots using nonlinear and fuzzy logic residual 

evaluation is discussed by Schneider and Frank [6, 29]. Yedavalli and Rama presented 

a fault diagnostic scheme for aircraft engine sensor fault [6, 30]. The proposed 

algorithm can distinguish between modeling uncertainties and occurrence of faults in 

order to reduce false positives [6]. Vinsonneau et al. presented an observer-based FDI 

for the drive-train of a Jaguar vehicle involving an automatic transmission [31]. A 

model representing the drive-train of the vehicle is derived using nonlinear polynomials 

that relate manifold pressure, engine speed, and the wheel speed [6].  
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2.2.2 Multi-Layered Neural Networks 

A multi-layered neural network (MNN) as shown in Figure 3, usually consists of an 

input layer of a set of sensory units or source nodes, L-1 hidden layers of neurons, and 

an output layer of neurons [32]. The input signal propagates through the network on a 

layer-to-layer basis in the forward direction. Each neuron actuates a response using 

sigmoidal activation function [32]. MNNs have been successfully applied in solving 

some difficult problems by training them in a supervised manner with the error back-

propagation algorithm [32].  

 

Figure 3: An L-layered neural network [32] 

The synopsis of the notations used to represent an MLN with L layers is as follows: 

   x  𝑚-by-1 input vector 

   𝑦  𝑛-by-1 output vector 

   i𝑘  𝑘 = 1,… . , 𝐿: index for representing a neuron in the kth layer 

   i0  index for representing a neuron in the input layer 

   Wi𝑘i𝑘−1
 Weight connecting 𝑖𝑘

𝑡ℎ neuron of the kth layer and 𝑖𝑘−1
𝑡ℎ  of the k-1th layer 
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2.3 Estimation-Based Strategies 

The process of extracting the value of a hidden quantity from indirect, inaccurate, 

or uncertain measurements is known as estimation. The hidden quantity may be a 

parameter or a state variable. The term parameter refers to a time-invariant physical 

quantity that may be a scalar, a vector, or a matrix. Although the term time-varying 

parameter may be appear in some texts, its variations must be slow in comparison to 

changes in the state variable [33]. The term state refers to a vector that evolves over time 

by the use of an equation which describes the dynamics of a system [33, 34]. The two 

different classes of estimators include the parameter estimator and the state estimator. 

The main goal of the estimation task is to minimize the state or parameter estimation 

error while being robust to uncertainties, noise, and perturbations. Noise and 

perturbations are inherently present in the measurement process, and are caused by 

instrument and environmental factors. System uncertainties are usually caused by 

inaccuracies in modeling the process, approximations, nonlinearities, and variations in 

physical parameters of the system [33]. 

Beginning in the fifteenth century, major contributions to the estimation field were 

made by a large number of contributors from a variety of backgrounds. The first major 

contributor to this field, Thomas Bayes, introduced the famous Bayesian rule for 

statistical inference that provides the basic formula for Bayesian estimation methods [33, 

35]. Carl Friedrich Gauss pioneered the study that provides an optimal estimate from 

noisy data [33]. He invented the famous least square estimation method in 1795 and used 

it to solve nonlinear estimation problems in mathematical astronomy [33, 36]. Later on, 

Andrei Markov introduced the Markov process and Markov chain theories based on 
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probability and statistical methods [33, 37]. The Markov theories formulate transitions 

in random processes from one state to another, between a finite or countable number of 

possible states [33]. He proved that the probability distribution of states may be 

calculated using its current distribution that contains the effects of all the past events of 

the system [33, 34]. In 1933, Andrei Kolmogorov laid down the modern axiomatic 

foundations of probability theory. Sydney Chapman continued the research on the 

Markov processes. Chapman and Kolmogorov independently presented the Chapman-

Kolmogorov equations used for solving basic equations in estimation theory [33, 37]. 

Ronald Aylmer Fisher is known for the Fisher information matrix which represents 

a measure of the amount of information extracted from a sample of values with a given 

probability distribution [33, 37]. In 1949, Norbert Wiener introduced the Wiener filter 

formulation for signal processing applications [33]. This filter reduces the amount of 

noise present in a signal in comparison with an estimation of the desired noiseless signal 

[33, 38]. Kolmogorov along with Wiener, made the foundation of estimation theories 

that were used later to develop the theory of prediction, filtering, and smoothing [33]. 

His research ultimately led to the derivation of an optimal estimator, which was 

formulated for continuous-time systems [33, 39] Meanwhile, Kolmogorov 

independently derived an optimal linear predictor for discrete-time systems [33, 40]. 

Their research would later become famous, known as the Wiener-Kolmogorov filter 

(WF) which is a predecessor to the Kalman filter [33, 35]. 

 

http://en.wikipedia.org/wiki/Noise
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2.3.1 Kalman Filter 

In 1960, Rudolf Kalman, building on the work his predecessors, introduced a 

new approach to linear filtering and prediction problems which later became known as 

the Kalman filter [33, 34]. The Kalman filter was successfully applied by NASA for the 

Apollo’s guidance and navigation system and quickly became popular as the most 

practical method for state estimation [33, 34, 41]. The Kalman filter (KF) uses a linear 

dynamic model and sequential measurements of the system to provide an optimal state 

estimate in the presence of Gaussian noise (which is white with a mean of zero). A 

continuous version of the KF was later developed by Kalman and Bucy which later 

became known as the Kalman-Bucy filter [33, 42]. Some extensions to the KF 

formulation, such as linearization and approximation, led to the extended Kalman filter 

(EKF) and the unscented Kalman filter (UKF), respectively. These extensions allowed 

the KF to be implemented on nonlinear systems for the purpose of state and parameter 

estimation. Other advanced variants of the Kalman filter include the quadrature Kalman 

filter (QKF) [33, 43, 44], mixture Kalman filter (MKF) [33,46], and the cubature Kalman 

filter (CKF) [47].  

2.3.2 Kalman Filter [KF] Equations 

The KF has been broadly applied to problems covering state and parameter 

estimation, signal processing, target tracking, fault detection and diagnosis, and even 

financial analysis [48, 49, 50]. The success of the KF comes from the optimality of the 

Kalman gain in minimizing the trace of the a posteriori state error covariance matrix 

[48, 51, 52]. The trace is taken because it represents the state error vector in the 

estimation process [48, 53]. The following five equations form the core of the KF 
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algorithm, and are used in an iterative fashion. Equations (1.1) and (1.2) define the a 

priori state estimate 𝑥𝑘+1|𝑘 and the corresponding state error covariance matrix  𝑃𝑘+1|𝑘, 

respectively. 

Equation 1.1-1.5: Kalman Filter 

𝑥𝑘+1|𝑘 = 𝐴𝑥𝑘|𝑘 + 𝐵𝑢𝑘 (1.1) 

𝑃𝑘+1|𝑘 = 𝐴𝑃𝑘|𝑘𝐴𝑇 + 𝑄𝑘 
(1.2) 

 

 The Kalman gain 𝐾𝑘+1 (1.3) is used to update the state estimate 𝑥𝑘+1|𝑘+1 as per 

(1.4). The gain makes use of an innovation covariance  𝑆𝑘+1, which is defined as the 

inverse term found in (1.3). 

𝐾𝑘+1 = 𝑃𝑘+1|𝑘𝐶𝑇[𝐶𝑃𝑘+1|𝑘𝐶𝑇 + 𝑅𝑘+1]
−1

 1.3) 

𝑥𝑘+1|𝑘+1 = 𝑥𝑘+1|𝑘 + 𝐾𝑘+1[𝑧𝑘+1 − 𝐶𝑥𝑘+1|𝑘] 
(1.4) 

 

 The a posteriori state error covariance matrix 𝑃𝑘+1|𝑘+1 is then calculated (1.5), 

and is used iteratively, as per (1.2). 

𝑃𝑘+1|𝑘+1 = [𝐼 − 𝐾𝑘+1𝐶]𝑃𝑘+1|𝑘[𝐼 − 𝐾𝑘+1𝐶]𝑇 + 𝐾𝑘+1𝑅𝑘+1𝐾𝑘+1
𝑇  (1.5) 

  

 A number of different methods have extended the classical KF to nonlinear 

systems, with the most popular and simplest method being the extended Kalman filter 

(EKF) [48, 54, 55]. The EKF is conceptually similar to the KF; however, the nonlinear 

system is linearized according to its Jacobian. This linearization process introduces 

uncertainties that can cause numerical instability and inaccurate estimates [48, 55]. 
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2.3.3 Smooth Variable Structure Filter [SVSF] 

When given an upper bound on the level of unmodeled dynamics and noise, the 

SVSF is stable and robust to modeling uncertainties, noise, and disturbances [48, 56, 

57, 58]. The SVSF method is model-based and may be applied to differentiable linear 

or nonlinear dynamic equations [48, 59, 60]. The basic estimation concept of the SVSF 

is shown in Figure 4. 

 

Figure 4: Standard SVSF estimation concept [51] 

 

 The SVSF estimation process is similar to the KF, with the main exception 

being the gain calculation [48, 61]. The predicted state estimates 𝑥𝑘+1|𝑘  and state error 

covariance 𝑃𝑘+1|𝑘 are first calculated as per (1.1) and (1.2). Utilizing the predicted state 

estimates 𝑥𝑘+1|𝑘, the corresponding predicted measurements 𝑧̂𝑘+1|𝑘  and measurement 

errors 𝑒𝑧,𝑘+1|𝑘 may be calculated: 
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Equation 2.1-2.7: Smooth Variable Structure Filter 

𝑧̂𝑘+1|𝑘 = 𝐶𝑥𝑘+1|𝑘 

 

(2.1) 

𝑒𝑧,𝑘+1|𝑘 = 𝑧𝑘+1 − 𝑧̂𝑘+1|𝑘 (2.2) 

  

The SVSF gain is a function of: the a priori and the a posteriori measurement 

errors 𝑒𝑧,𝑘+1|𝑘 and 𝑒𝑧,𝑘|𝑘; the smoothing boundary layer widths 𝜓; and the ‘SVSF’ 

memory or convergence rate 𝛾. The SVSF gain 𝐾𝑘+1 is defined as follows [48, 51, 62]: 

𝐾𝑘+1 = 𝐶𝑘
+𝑑𝑖𝑎𝑔 [(|𝑒𝑧𝑘+1|𝑘

| + 𝛾 |𝑒𝑧𝑘|𝑘
|) ∘ 𝑠𝑎𝑡 (𝜓̅−1𝑒𝑧𝑘+1|𝑘

)] 𝑑𝑖𝑎𝑔 (𝑒𝑧𝑘+1|𝑘
)
−1

 (2.3) 

  

where ∘ signifies Schur (or element-by-element) multiplication and the superscript + 

refers to the pseudoinverse of a matrix. The saturation function of (2.3) is defined by 

the following: 

𝑠𝑎𝑡 (𝜓̅−1𝑒𝑧𝑘+1|𝑘
) = {

1, 𝑒𝑧𝑖,𝑘+1|𝑘/𝜓𝑖 ≥ 1

𝑒𝑧𝑖,𝑘+1|𝑘/𝜓𝑖, −1 < 𝑒𝑧𝑖,𝑘+1|𝑘/𝜓𝑖 < 1

−1, 𝑒𝑧𝑖,𝑘+1|𝑘/𝜓𝑖 ≤ −1

 (2.4) 

  

where 𝜓̅−1 is a diagonal matrix constructed from the elements of the smoothing 

boundary layer vector 𝜓: 

𝜓̅−1 =

[
 
 
 
 
1

𝜓1
0 0

0 ⋱ 0

0 0  
1

𝜓𝑚]
 
 
 
 

 (2.5) 
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 The state estimates 𝑥𝑘+1|𝑘 and state error covariance matrix 𝑃𝑘+1|𝑘 are updated 

respectively as per (1.4) and (1.5). Finally, the updated measurement estimate 𝑧̂𝑘+1|𝑘+1 

and measurement errors 𝑒𝑧,𝑘+1|𝑘+1 are calculated, and are used in later iterations: 

𝑧̂𝑘+1|𝑘+1 = 𝐶𝑥𝑘+1|𝑘+1 (2.6) 

𝑒𝑧,𝑘+1|𝑘+1 = 𝑧𝑘+1 − 𝑧̂𝑘+1|𝑘+1 (2.7) 

  

 The existence subspace shown in Figure 4 represents the amount of 

uncertainties present in the estimation process, in terms of modeling errors or the 

presence of noise. The width of the existence space 𝛽 is a function of the uncertain 

dynamics associated with the inaccuracy of the internal model of the filter as well as 

the measurement model, and varies with time [48, 62]. Typically this value is not 

exactly known but an upper bound may be selected based on a priori knowledge. When 

the smoothing boundary layer is defined larger than the existence subspace boundary, 

the estimated state trajectory is smoothed. However, when the smoothing term is too 

small, chattering remains due to the uncertainties being underestimated. 

2.4 Summary 

This chapter presented intelligent (ANN) and estimation-based methods (KF, 

SVSF) used in to address issues in FDI in literature. The following chapters will 

expand upon these concepts. Chapter 3 will propose a methodology for using an ANN 

for structural health monitoring of helicopter blades. Chapter 4 develops a SVSF 

strategy for FDI applications in an electromechanical system. 
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Chapter 3: Proposed Health State Awareness of Helicopter Blades 

 

The proposed experimental setup uses multiple sensors such as 

accelerometers, piezoelectric transducers, and strain gages in order to extract relevant 

data to be fed into an ANN for FDI applications. In order to test the efficacy of the 

ANN, a preliminary study was conducted using only an accelerometer and aluminum 

cantilever beam specimens. Section 3.1 discusses instances where catastrophic failure 

of helicopter blades have occurred during operation. Section 3.2 gives an overview a 

feed-forward multilayer neural network. Section 3.3 proposes a method for structural 

health awareness while Section 3.4 contains the results of the preliminary study.  

3.1 Motivation for Research 

There has been considerable progress in the area of fault detection and isolation 

resulting in several possible approaches [63, 64, 65, 66, 67]. In the case of helicopter 

blades, early fault detection is vital in the prevention of catastrophic and possibly fatal 

mechanical failures. Amura et al. carried out an investigation of a military helicopter 

crash that resulted in the fatality of the entire crew [63, 68]. While four main rotor 

blades were found close to the impact point, a fifth blade was found approximately 900 

m away from the wreck leading Amura et al. to conclude that the cause of the crash 

had been the failure of this blade. The rotor blade consists of a long hollow 6061-T6 

aluminum extrusion. Visual examination of the fracture surface of the aluminum 

extrusion indicated fatigue crack growth followed by ductile overload separation. 
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Examination by optical and electronic microscopy of the fatigue fracture revealed an 

abnormal incision that appeared to be the fracture origin site. Further examination 

through electronic microscopy with X-EDS analyzer showed evidence the crack origin 

was the result of an inappropriate tool used to remove pockets during maintenance 

activities [63, 68].  In this instance, a neural network strategy may have proven useful 

as part of an NDT (non-destructive testing) regimen for early fault detection. While 

neural networks can be used simply as a fault detection device the ultimate goal is to 

devise a robust fault tolerant system as part of a hierarchical control scheme. 

3.2 Overview of ANN Strategy 

In general, there are two methods of approaching the analytical fault detection 

problem: the model-based approach and the signal-based approach. In the model-based 

approach, the engineer has access to an analytical or knowledge based model of the 

system whose behavior is being monitored. These models usually consist of linear 

systems which are more easily characterized. The data based approach bypasses the 

step of obtaining a mathematical model and deals directly with the data. This method 

has greater viability due to the non-linearity of a helicopter blade rotor system. One 

particular application of a neural network is monitoring a specimen in order to detect 

major changes in the operating system. In this case, the neural network is trained on a 

well-behaving system in order to detect anomalies in the output of the system being 

monitored. This paper proposes training a neural network on a system with known 

faults in parallel with a healthy system known as supervised learning. This method 

presents a challenge, however, in that it requires a representative sample of all faults in 

a training set in order to work properly [63, 69]. Helicopter blades have a wide spectrum 
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of faults with varying degrees of severity. Thus, adequate training may prove resource 

and time intensive. 

Neural networks are typically implemented in applications such as automatic 

vehicle control [63, 70], pattern recognition [63, 71, 72] function approximation, and 

robotics applications [63, 73]. As described in [64, 74, 75] a multi-layer feed-forward 

network consists mainly of sensory units that constitute the input layer, one or more 

hidden layers and an output layer. 

 
Figure 5: Schematic of feed-forward multilayer perceptron network [76] 

 

As shown in Figure 5 and described in [74, 75], each node is connected to all 

nodes in the adjacent layer by links (weights), and computes a weighted sum of the 

inputs. An offset (bias) is added to the resultant sum followed by a nonlinear activation 
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function application. The input signal propagates through the network in a forward 

direction on a layer-by-layer basis. Consequently, the network represents a static 

mapping between inputs and outputs. 

As per [74, 75],  let 𝑘 denote the total number of layers, including the input and 

output layers. Node(𝑛, 𝑖) denotes the  𝑖𝑡ℎ node in the 𝑛𝑡ℎ layer, and 𝑁𝑛 − 1 is the total 

number of nodes in the 𝑛𝑡ℎ layer. As shown in Figure 6, the operation of node(𝑛 + 1, 𝑖) 

is described by the following equation [13]: 

Equation 3.1-3.3: Feed-Foward Neural Network 

𝑥𝑖
𝑛+1(𝑡) = 𝜑 ( ∑ 𝑤𝑖,𝑗

𝑛

𝑁𝑛−1

𝑗=1

𝑥𝑗
𝑛(𝑡) + 𝑏𝑖

𝑛+1) 
(3.1) 

  

where, 𝑥𝑖
𝑛(𝑡) denotes the output of 𝑛𝑜𝑑𝑒(𝑛, 𝑗) for the 𝑡 training pattern, 𝑤𝑖,𝑗

𝑛  denotes the 

link weight from node(𝑛, 𝑗) to the node(𝑛 + 1, 𝑖). 𝑏𝑖
𝑛 is the node offset (bias) for node(𝑛, 𝑖) 

[76]. 

 
Figure 6: Node (n+1,i) representation [76] 

The function 𝜑(. ) is a nonlinear sigmoid activation function defined by [76]: 
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𝜑(𝑤) =
1

1 + 𝑒−𝑎𝑤
         𝑎 > 0 and − ∞ < 𝑤 < ∞ (3.2) 

  

 For simplicity, the node bias is considered as a link weight by setting the last 

input 𝑁𝑛 to 𝑛𝑜𝑑𝑒(𝑛 + 1, 𝑖) to the value of one as follows [76]: 

 
 𝑥𝑁𝑛

𝑛 (𝑡) = 1,                  1 ≤ 𝑛 ≤ 𝑘 
       𝑤𝑖,𝑁𝑛

𝑛 = 𝑏𝑖
𝑛+1,             1 ≤ 𝑛 ≤ 𝑘 − 1 

 

 

 

Consequently, (3.1) can be rewritten in the following form [76]: 

 𝑥𝑖
𝑛+1(𝑡) = 𝜑 (∑ 𝑤𝑖,𝑗

𝑛

𝑁𝑛

𝑗=1

𝑥𝑗
𝑛(𝑡)) 

 

(3.3) 

 In general, raw data should not be directly applied to the input layer of a 

neural network. If the data given is high dimensional or contains large amounts of 

raw/unprocessed data, it will increase the number of weights in the neural network 

and slow down the training algorithm. Pre-processing the data in order to obtain 

important features, thus reducing the dimensionality of the training data and the 

number or required weights. A basic algorithm for applying neural networks to fault 

detection consists of using a signal processing technique to obtain a figure of merit 𝑓 

for the different time signals. If 𝑓 is highly dimensional, a feature extraction 

algorithm to reduce its dimensionality with keeping most of its information content 

transforming 𝑓 into 𝑓𝑒. Finally, the neural network is trained on 𝑓𝑒 in either 

supervised or unsupervised mode. The following sections will discuss the figures of 

merits used and the accompanying pre-processing technique [63, 69]. 
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3.3 Proposed Experimental Setup 

The experimental setup consists of a scale aluminum helicopter blade (Figure 7 

and 8) exposed to transverse vibratory excitation at the hub using single axis 

electrodynamic shaker as shown in Figure 9. The data acquisition will feature a number 

of hardware redundancies including accelerometers, piezo electric transducers, and 

strain gauges in order to improve the efficacy of the neural network training and 

accuracy of the outputs as shown in Figure 10. The training phase will consist of using 

known healthy systems in parallel with a wide range of faulty systems from damage 

precursors to catastrophic failure. Over the course of the study, different data 

processing algorithms and input features/classifiers (such as natural frequencies, modal 

shapes, etc.) will be used to train the neural network until satisfactory fault 

characterization is achieved as shown in Figure 11. Accurate fault classification is 

important as it will eventually be used in a hierarchical control system to apply the 

correct counter measures to mitigate further damage and fatigue. 

 

 

Figure 7: Top view of scale aluminum helicopter blade 

 

 

Figure 8: Cross-section of scale aluminum helicopter blade 



 

 

26 

 

 

 

Figure 9: Scale helicopter blade and head expander fixed to the electrodynamic 

shaker 

 

 

        Figure 10: Proposed experimental setup 
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                     Figure 11:  Neural network training flowchart 

 

3.4 Preliminary Study 

The following sections contain the preliminary study results used to justify the 

proposed experimental setup. The preliminary study was conducted at the University 

of Maryland Baltimore County while the proposed experimental setup is funded 

through the Army Research Lab in Aberdeen Proving Ground.  
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3.4.1 Methods 

A preliminary study was performed on a 12” x 1” x 1/16” 6061-T6 aluminum 

cantilever beam as shown in Figure 12 with large relative faults in order to examine 

neural network strategies. The faults consisted of a ½” diameter hole located 2” from 

the fixed end and a ½” transverse crack located 2” from the fixed end. The beam end 

was deflected by ½” and released. The resulting vibration data was acquired using an 

ADXL335 accelerometer located at the free end of the cantilever beam and 

ATmega328 microcontroller as shown in Figure 13. Vibration data was collected from 

100 healthy, cracked, and hole specimens in a vibration isolated environment and a 

non-isolated environment. The natural frequency, settling time, and damping ratio of 

each data set was collected. Figure 14 shows a sample of the data collected. 

 

Figure 12: Engineering drawing of aluminum cantilever beam specimens. The top 

specimen contains a transverse crack, the middle specimen is healthy, and the bottom 

specimen contains a hole. 
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Figure 13: Experimental setup for the preliminary study 

 

 

Figure 14: Vibration data collected at a sample rate of 1 kHz for healthy and faulty 

specimens 

 

3.4.2 Data Pre-Processing 

Raw vibration data consists of accelerometer data for a duration of 

approximately 15 seconds at a sampling rate of 1 kHz. Feeding this data directly into 

the neural network input would cause tremendous strain on the training phase. Thus, 

relevant characteristics such as natural frequency, settling time, and damping ratio were 
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extracted from the data. The log decrement method was used to calculate the damping 

ratio where 𝑥(𝑡) is the amplitude at time 𝑡, 𝑇 is the period, and 𝑛 is the number of peaks 

away from 𝑥(𝑡). 

Equation 4.1-4.2: Log decrement method for damping ratio 

𝛿 =
1

𝑛
𝑙𝑛

𝑥(𝑡)

𝑥(𝑡 + 𝑛𝑇)
 

(4.1) 

𝜉 =
1

√1 + (
2𝜋
𝛿

)
2
 

(4.2) 

The natural frequency and second order approximation of the system were 

modeled using equations (5.1) and (5.2), respectively. 

Equation 5.1-5.2: Second order approximation of the system 

𝜔𝑛 =
𝜔𝑑

√1 − 𝜉2
 

(5.1) 

𝑌(𝑠)

𝑈(𝑠)
=

𝜔𝑛
2  

𝑠2 + 2𝜉𝜔𝑛 + 𝜔𝑛
2 

 (5.2) 

The normal distribution of these parameters was created in order to assess the 

viability of a neural network for fault detection using these properties as shown in 

Figure 15. 

 
Figure 15: Normal distribution of different parameters for healthy and faulty specimens 
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The parameter with greatest distinction for different health states is natural 

frequency. While settling time and damping ratio show significant overlap in their 

distributions, there is still a consistent trend allowing for added redundancy. 

3.4.3 Neural Network Training 

The normal distributions were used to simulate 2,000 healthy samples and 2,000 

samples of each type of fault (hole and crack). A supervised learning method was used 

to train the neural network with these samples in which the healthy and faulty samples 

were known. The output target classification of the known samples consisted of a 1x3 

binary logic matrix in which a healthy sample was denoted by [1 0 0], a cracked sample 

was denoted by [0 1 0], and a sample with a hole was denoted by [0 0 1]. Figure 16 

shows the basic neural network structure in with three inputs (natural frequency, 

settling time, and damping ratio) and an output classifying the system as being healthy, 

having a transverse crack, or having a hole. In order to test the neural network, an 

unknown sample was used and the neural network was tasked with correctly classifying 

the health state. 

 

Figure 16: Basic structure of the neural network 
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3.4.4 Results of Preliminary Study 

 

Hidden layers exist between the input and output layer as explained in Section 

2.2.2. The connection between the hidden layers are modified through weight 

assignments. These weights are adjusted until classification accuracy is optimized.  

Increasing the number of hidden layers can increases classification accuracy because 

each layer adds its own level of non-linearity which cannot be contained in a single 

layer since each layer’s inputs are linearly combined. 

 The number of hidden layers was varied until the neural network was able to 

correctly identify all test samples. The confusion matrix is a tool used to measure the 

performance of the ANN classification algorithm. Figure 17 shows the confusion 

matrices for each number of hidden layers used. In this case, the target classes 1, 2, and 

3 represent the true state of the helicopter blade which are healthy, crack, and hole 

respectively. The output class shows the classification of each sample made by the 

ANN. Thus, the confusion matrix illustrates the percentage of correct output 

classifications for each target class. With 1 hidden layer, the ANN classified all samples 

as having a hole. Logically, this results in a 33.33% accuracy which is no better than a 

random guess.  
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Figure 17: Confusion matrices for three types of hidden layers 

 

Choosing the correct number of hidden layers is vital in optimizing limited 

computing resources. The results show that one hidden layer is insufficient for 

identifying the health state of the specimens. However, with two hidden layers, the 

neural network achieved an overall 98.4% success rate in correctly identifying the 

health state of the aluminum cantilever beam. At three hidden layers, the neural 

network was able to identify the health state with 100 percent accuracy. 

An epoch refers to one forward pass and backward pass of all training samples. 

The weights of the ANN are adjusted after each epoch in order to minimize the 

classification error. After a number of epochs are performed (which can be set by the 

user) the ANN selects the weights associated with the local means squared error (MSE) 

minima. Figure 18 shows that the neural network achieved the best validation 

performance at epoch 60 through batch training. Even by the 30th epoch, the MSE was 

below 0.001.  
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Figure 18: Validation performance at three hidden layers through 

minimization of the validation MSE 

 

3.5 Summary 

The preliminary study used natural frequency, damping ratio, and settling time 

extracted from vibration data. The data was collected from aluminum cantilever beams 

that were deemed healthy, contained a hole, and contained a transverse crack. The ANN 

was trained to identify the health state of the cantilever beam based on the vibration 

data. Despite significant overlap in the distribution of several parameters (mainly 

damping ratio and settling time) the ANN was able to identify the health state of the 

aluminum beam with high accuracy when 3 hidden layers were used. These results 

support the implementation of sensor redundancy to aid in ANN output accuracy. 
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Chapter 4: A Variable Structure-Based Strategy Applied to an 

Electromechanical System 

This paper proposes the use of a variable structure-based estimation method, referred 

to the smooth variable structure filter (SVSF), in an effort to detect and identify changes or 

faults experienced by an electromechanical system. The proposed fault detection and diagnosis 

strategy is presented in Section 4.1. The electromechanical system is presented in Section 4.2, 

and the results are discussed in detail in Section 4.3.  

4.1 Overview of Fault Detection Strategy 

The partial derivative of the a posteriori covariance (trace) with respect to the 

smoothing boundary layer term 𝜓𝑘+1 is the basis for obtaining a time-varying strategy for the 

specification of  𝜓𝑘+1. In linear systems, this smoothing boundary layer yields an optimal gain 

(exactly the KF) [48, 51]. Previous forms of the SVSF included a vector form of 𝜓, which had 

a single smoothing boundary layer term for each corresponding measurement error [48, 62]. 

Essentially, the boundary layer terms were independent of each other such that the 

measurement errors would not mix when calculating the corresponding gain, leading to reduced 

estimation accuracy. In an effort to obtain a smoothing boundary layer equation that yielded 

more accurate state estimates, a full smoothing boundary layer matrix was proposed in [48, 51, 

77]. Hence, consider the following smoothing boundary layer form: 
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Equation 6.1-6.5:Smoothing Boundary Layer 

𝜓 = [

𝜓11 𝜓12 ⋯ 𝜓1𝑚

𝜓12 𝜓22 ⋯ 𝜓2𝑚

⋮ ⋮ ⋱ ⋮
𝜓𝑚1 𝜓𝑚2 ⋯ 𝜓𝑚𝑚

] 
(6.1) 

 This definition includes terms that relate one smoothing boundary layer to another (i.e., 

off-diagonal terms). To solve for the time-varying smoothing boundary layer based on (4.1), 

consider the following in conjunction with (1.5): 

𝜕(𝑡𝑟𝑎𝑐𝑒[𝑃𝑘+1|𝑘+1])

𝜕𝜓
= 0 (6.2) 

As described in [32], a solution for the smoothing boundary layer from (3.2) is defined as 

follows: 

𝜓𝑘+1 = (𝐸̅−1𝐶𝑘𝑃𝑘+1|𝑘𝐶𝑘
𝑇𝑆𝑘+1

−1 )
−1

 (6.3) 

where 𝑆𝑘+1 and 𝐴 are defined respectively by: 

𝑆𝑘+1 = 𝐶𝑘𝑃𝑘+1𝐶𝑘
𝑇 + 𝑅𝑘+1 (6.4) 

𝐸 = (|𝑒𝑧𝑘+1|𝑘
| + 𝛾 |𝑒𝑧𝑘|𝑘

|) (6.5) 

This paper proposes the use of (6.3) to determine the presence of modeling 

uncertainty which can be detected and identified as faults. For example, as discussed 

previously, the width of the smoothing boundary layer provides an indicator of 

performance in terms of the estimation accuracy. If the width or value is small, the 

system used by the SVSF closely matches that of the true system. Whereas if the 

width is large, the system used by the SVSF does not match the true system. If a finite 
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number of system operations or models are known, then a bank of filters can be 

implemented and (6.3) can be used to accurately and quickly detect and identify the 

correct mode of operation. This concept is illustrated in Section 4.2. 

4.2 Electromechanical System and Simulation Results 

In this paper, an electromechanical system based on a type of aerospace actuator 

was studied [48, 78]. An electrohydrostatic actuator (EHA) is typically used in the 

aerospace industry for aircraft maneuvering by controlling flight surfaces. EHAs are 

self-contained units comprised of their own pump, hydraulic circuit, and actuating 

cylinder [48, 62]. The main components of an EHA include a variable speed motor, an 

external gear pump, an accumulator, inner circuitry check valves, a cylinder (or 

actuator), and a bi-directional pressure relief mechanism. A mathematical model for 

the EHA has been described in detail in [48, 79, 51]. For the purposes of this paper, 

only the main state space equations will be explored. The input to the system is the 

rotational speed of the pump 𝜔𝑝, with typical units of 𝑟𝑎𝑑/𝑠. In this setup, the sample 

rate for this simulation was defined as 𝑇 = 0.1 𝑚𝑠. The state space equations are defined 

as follows: 

 
Equation 7.1-7.6: System Equations 

𝑥1,𝑘+1 = 𝑥1,𝑘 + 𝑇𝑥2,𝑘 + 𝑇𝑤1,𝑘 
(7.1) 

 𝑥2,𝑘+1 = 𝑥2,𝑘 + 𝑇𝑥3,𝑘 + 𝑇𝑤2,𝑘 (7.2) 
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𝑥1,𝑘+1 = [1 − 𝑇 (
𝐵𝑉0 + 𝑀𝛽𝑒𝐿

𝑀𝑉0

)] 𝑥3,𝑘 − 𝑇
(𝐴2 + 𝐵𝐿)𝛽𝑒

𝑀𝑉0

𝑥2,𝑘

− 𝑇 [
2𝐵2𝑉0𝑥2,𝑘𝑥3,𝑘

𝑀𝑉0

+
𝛽𝑒𝐿(𝐵2𝑥2,𝑘

2 + 𝐵0)

𝑀𝑉0

] 𝑠𝑖𝑔𝑛(𝑥2, 𝑘)

+ 𝑇
𝐴𝐷𝑝𝛽𝑒

𝑀𝑉0

𝑢𝑘 + 𝑇𝑤3,𝑘 

(7.3) 

Note that 𝐴 (in this case) refers to the piston cross-sectional area, 𝐵2 represents the load 

friction present in the system, 𝛽𝑒 is the effective bulk modulus (i.e., the ‘stiffness’ in 

the hydraulic circuit), 𝐷𝑝 refers to the pump displacement, 𝐿 represents the leakage 

coefficient, 𝑀 is the load mass (i.e., weight of the cylinders), and 𝑉0 is the initial cylinder 

volume. Two more models were created based on a severe friction fault (the friction 

was increased 3 times) and a severe leakage fault (the leakage coefficient was increased 

4 times). The normal, friction fault, and leakage fault system matrices (𝐴1, 𝐴2, and 𝐴3) 

are respectively defined as follows: 

 𝐴1 = [
1 0.0001 0
0 1 0.0001
0 −41.0258 0.6099

] (7.4) 

 𝐴2 = [
1 0.0001 0
0 1 0.0001
0 −51.8627 0.2226

] (7.5) 

 𝐴3 = [
1 0.0001 0
0 1 0.0001
0 −73.5364 0.6015

] (7.6) 

Note that all three input gain matrices remained the same, and were calculated as 

follows: 
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 𝐵 = [
0
0

0.0135
] (7.7) 

Note also that artificial system and measurement noise was added to the 

simulation problem to make it more challenging. The zero-mean Gaussian noise was 

generated using system and measurement noise covariance’s 𝑄 and 𝑅 which were 

diagonal matrices with elements equal to 1 × 10−6. The desired position, velocity, and 

acceleration trajectories are shown in the following three figures (Figure 19-21). 

 

Figure 19: Desired EHA position trajectory 
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Figure 20: Desired EHA velocity trajectory 

 

Figure 21: Desired EHA acceleration trajectory 
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Note that for the first 4 seconds, the system behaved normally. A friction fault 

was injected at 4 seconds and lasted for 4 seconds. At 8 seconds, the friction fault was 

remove and a 2 second leakage fault was implemented.  

 

 

Figure 22: Calculated system input from PID controller 

 

4.3 Estimation and Fault Detection Results 

The following three figures (Figs. 23-25) show the results of applying the KF 

and SVSF estimation strategies on the aforementioned electromechanical system. The 

estimation results for the KF and SVSF were nearly identical for the first two states. 

However, for the third state, the KF estimate was slightly noisier, whereas the SVSF 

smoothed out the estimated acceleration. 
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Figure 26 illustrates the acceleration state boundary layer values for each mode 

of operation. Recall that the system behaved normally for the first four seconds (𝐴1), 

followed by a four second friction fault (𝐴2), and finally a two second leakage fault 

(𝐴3). The magnitude of the calculated boundary layer, based on the SVSF gain and state 

error covariance matrix, provides a method for detecting system changes. A small 

magnitude indicates that the system behaviour closely matches the model used by the 

SVSF. Therefore, the 𝑃𝑠𝑖𝐴1
 term is expected to be smaller than the other two boundary 

layer terms for the first four seconds, and is verified in Figure 26. During the next four 

sections, the system operates in the presence of a friction fault (𝐴2), and the 𝑃𝑠𝑖𝐴2
 term 

is found to be the smallest of the three. Finally, the system operates with leakage (𝐴3), 

and is verified since the magnitude of the 𝑃𝑠𝑖𝐴3
 term is the smallest. The time-varying 

boundary layer that was derived in Section 4.1 is shown to be a viable term for fault 

detection and diagnosis. However, this method requires that the system behaves 

according to a finite number of models that the user or engineer can describe 

mathematically. 

Another interesting property of the SVSF is observed when a spectrogram of 

the acceleration boundary layer values is created for each of the three modes of 

operations (Figs. 27-29). A spectrogram is a visual representation of the spectrum of 

frequencies in a signal as they vary with time or some other variable. In this case, the 

signal is based on the calculated time-varying boundary layer. Visual patterns appear 

in each figure based on the ratio of power and frequency (𝑑𝐵/𝐻𝑧 ). Similar to the study 

of the boundary layer magnitudes, in this case, the smaller the ratio the better match in 

terms of system operation and the model used by the SVSF. 
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Figure 23: Estimated position trajectory using the KF and  

SVSF strategies 

 

 

Figure 24: Estimated velocity trajectory using the KF and  

SVSF strategies 
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Figure 25: Estimated acceleration trajectory using the KF  

and SVSF strategies 

 

 

Figure 26: Acceleration state boundary layer values for each  

mode of operation 
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Figure 27: Spectrogram of the acceleration boundary layer  

values using the normal system model                  

 

Figure 28: Spectrogram of the acceleration boundary layer  

values using the friction fault model 
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          Figure 29: Spectrogram of the acceleration boundary layer 

          values using the leakage fault model 

 

Figure 30 is a combination of Figs. 27-29 at low frequencies (less than 35 𝐻𝑧). 

This figure clearly shows the presence of faults (low vs high power and frequency 

ratio). Based on knowledge of the system, the correct operating mode can easily be 

identified. For example, as per 𝑃𝑠𝑖𝐴1
, the system is shown to operate normally for four 

seconds, and then abnormally for the remainder of the simulation. The leakage fault 

(𝐴3) is shown to exist between 8 and 10 seconds, as per 𝑃𝑠𝑖𝐴3
. 



 

 

47 

 

 

Figure 30: Low frequency spectrogram of the acceleration  

boundary layers for all three models 

 

4.4 Summary 

The smooth variable structure filter (SVSF) is a sub-optimal filter but is 

considerably more robust than the KF [48]. In this paper, properties of the SVSF were 

explored in an effort to detect and diagnosis faults in an electromechanical system 

[48]. It was determined that the definition for the time-varying smoothing boundary 

layer may be used to accurately and quickly detect and identify changes in a system 

[48].  
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Chapter 5:  Concluding Remarks 

5.1 Summary of Thesis 

The ultimate goal of FDI is to maximize the life-span of equipment and 

minimize the cost of maintenance [1]. The development of intelligent diagnostic, 

prognostic, and health management technology has proven to be important for 

industrial and defense maintenance procedures in recent years, particularly in 

aerospace. While diagnostic technology for aircraft have existed for more than 50 

years, modern CPUs permit on-board intelligent and estimation-based FDI methods.  

This thesis discussed two strategies in particular: artificial neural networks and 

smooth variable structure filters (SVSF). The purpose of this thesis is to propose a 

method of health state awareness for a helicopter blade using an artificial neural 

network as well as develop a variable structure-based fault detection and diagnosis 

strategy for an electromechanical actuator [4, 5]. 

The proposed experimental setup for a helicopter blade uses a single axis 

electrodynamic shaker to subject a scale aluminum helicopter blade to transverse 

vibratory excitation at the hub [4]. Data collected from an array of accelerometers, 

piezo electric transducers, and strain gauges embedded along the blade would be used 

to train a neural network for fault detection and diagnosis. The training phase would 

include healthy samples as well as samples with known fault types and locations. In 

order to test the efficacy of the proposed setup, a preliminary study was performed 

using an accelerometer adhered to an aluminum cantilever beam. Vibrational data 

was recorded after the cantilever beam was released from an initial deflection.  
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The preliminary study used natural frequency, damping ratio, and settling time 

extracted from vibration data. The data was collected from aluminum cantilever beams 

that were deemed healthy, contained a hole, and contained a transverse crack. The ANN 

was trained to identify the health state of the cantilever beam based on the vibration 

data. Despite significant overlap in the distribution of several parameters (mainly 

damping ratio and settling time) the ANN was able to identify the health state of the 

aluminum beam with high accuracy when 3 hidden layers were used. These results 

support the implementation of sensor redundancy to aid in ANN output accuracy. 

 This thesis also discusses properties of the SVSF in an effort to detect and 

diagnosis faults in an electromechanical system. In this case, an electromechanical 

system was based on a type of aerospace actuator [33]. An electrohydrostatic actuator 

(EHA) is typically used in the aerospace industry for aircraft maneuvering by 

controlling flight surfaces. The SVSF was compared to the KF and showed nearly 

identical results for the trajectory and velocity states. However, for the acceleration 

state the KF estimate was slightly noisier while the SVSF smoothed out the estimated 

acceleration. It was determined that the definition for the time-varying smoothing 

boundary layer may be used to accurately and quickly detect and identify changes in a 

system. Thus, SVSF displays a competitive advantage over KF for this application. 
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5.2 Future Work 

In the case of the state health awareness using an ANN, this study only used 

highly exaggerated faults for classification. In additional, only three parameters were 

used to train an ANN. Finally, the study incorporated only one sensor (accelerometer) 

in a single location. Future work will include training the neural network with these 

additional parameters as well as a wide range of fault types, locations, and sizes in order 

develop a hierarchical control system that assesses the prognosis of the fault and applies 

proper counter measures in order to prevent further fault propagation and exacerbation. 

In order to achieve this, a highly redundant hardware system consisting of several 

sensors (strain gauges, piezo electric transducers, accelerometers, and fiber optics) will 

be used to characterize faults but also predict propagation. 

Although the SVSF is a sub-optimal filter it is considered far more robust than 

KF. This thesis examined the application of a SVSF to dynamic model of an EHA. 

Future work includes the application of the proposed methodology on an experimental 

setup and a comparison of the result with other FDI techniques. 
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Appendices 

Appendix A: Experimental Equipment 

A.1 ADXL335 Accelerometer 
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A.2 McMaster Aluminum  
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A.3 Arduino Mega 
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Appendix B: Code and Software 

B.1 Arduino 

//connect 3.3v to AREF 

 

const int ap1 = A5;  

const int ap2 = A4; 

const int ap3 = A3; 

 

//const int ap4 = A2; ------ 

 

long t; 

int sv1 = 0;         

int ov1 = 0;     

int sv2 = 0;       

int ov2= 0;       

int sv3 = 0;        

int ov3= 0;       

//int sv4=0; ---- 

//int ov4=0; ----- 

 

void setup() { 

  // initialize serial communications at 9600 bps: 

  Serial.begin(115200); 

} 

 

void loop() { 

  analogReference(EXTERNAL);    //connect 3.3v to AREF 

  // read the analog in value: 

  //sv1 = analogRead(ap1);             

  // map it to the range of the analog out: 

  //ov1 = map(sv1, 0, 1023, 0, 255);   

  // change the analog out value: 

  //delay(2);                      

  // 

  //sv2 = analogRead(ap2);             

   

  //ov2 = map(sv2, 0, 1023, 0, 255);  

 //  

  //delay(2);                  

  // 

  sv3 = analogRead(ap3);             

  //delay(1); 

  //ov3 = map(sv3, 0, 1023, 0, 255);   

   

  //sv4 = analogRead(ap4); ------            
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  //ov4 = map(sv4, 0, 1023, 0, 255);   

  t=micros();  

 

  // print the results to the serial monitor: 

  //Serial.print("Xsensor1 = " );                        

  //Serial.print(sv1);   

  //Serial.print(" ");   

  //Serial.print("\t output1 = ");       

  //Serial.println(ov1);    

  //Serial.print("Ysensor2 = " );                        

  //Serial.print(sv2);       

  //Serial.print("\t output2 = ");       

  //Serial.println(ov2);    

  //Serial.print("Zsensor3 = " );  

  Serial.print(t); 

  Serial.print(" "); 

  //Serial.print(sv4); 

  //Serial.print(" "); 

  Serial.println(sv3);       

  //Serial.print("\t output3 = ");       

  //Serial.println(ov3);    

 

  delay(1);                      

 if (t>7500000) Serial.end(); 

} 
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B.2 Matlab 

 
%%%%% Data for Training Neural Network 
%%%%% Floor Setup 

 

clc 
clear 

  
n=10; 
hidden=100; 

  
healthy1=[11.7996   11.1699    0.0098    
   11.7330    9.6547    0.0100    
   11.7997   11.3232    0.0096    
   11.8001   10.6714    0.0098    
   11.7330   12.9765    0.0095    
   11.7332    9.9133    0.0099    
   11.7998   10.5009    0.0099    
   11.7999   10.4529    0.0099    
   11.7332   10.8375    0.0102    
   11.7328   10.3644    0.0099]; 

  
crack1=[11.1998   12.5001    0.0099    
   11.1997   12.5027    0.0094  
   11.2001   13.8287    0.0097    
   11.1998   14.1876    0.0096   
   11.1998   13.2974    0.0088   
   11.1999   13.3770    0.0087    
   11.1996   13.0295    0.0091   
   11.1996   14.2623    0.0086    
   11.1996   11.8276    0.0090    
   11.1996   12.8100    0.0089]; 

  
hole1=[ 11.6137   13.8732    0.0077 
   11.6659   14.2131    0.0067    
   11.5994   14.0349    0.0086    
   11.5997   14.1925    0.0084    
   11.5997   14.2886    0.0084    
   11.5996   14.2815    0.0083    
   11.5999   14.4564    0.0083    
   11.5997   14.3634    0.0081    
   11.5997   14.3754    0.0084    
   11.5997   14.1121    0.0083]; 

  

  
%Table Setup 

  
healthy2=[11.8999    2.7220    0.0187 
   11.9976    3.0341    0.0174    
   11.9974    3.0993    0.0174    
   11.9976    2.9965    0.0190    
   11.9974    2.9903    0.0175    
   11.7977    3.3274    0.0192    
   11.9976    3.1578    0.0189    
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   11.9974    2.6809    0.0189    
   11.9972    3.5067    0.0190    
   11.9976    3.3338    0.0187]; 

  
crack2=[  11.4989    3.3197    0.0170  
   11.4667    6.2697    0.0175   
   11.4668    3.9969    0.0173    
   11.4668    3.2875    0.0189    
   11.4667    3.4212    0.0171   
   11.4669    6.8833    0.0153    
   11.3313    5.9972    0.0172    
   11.4665    5.7939    0.0171    
   11.4646    5.3466    0.0190   
   11.4668    5.4603    0.0171]; 

  
hole2=[ 11.9002    5.1050    0.0137  
   11.7991    5.2866    0.0135  
   11.8990    5.3700    0.0138   
   11.8990    5.7878    0.0138  
   11.7990    5.6183    0.0143    
   11.8399    6.2163    0.0143   
   11.8991    5.0269    0.0142   
   11.8984    5.2124    0.0139   
   11.8991    5.1200    0.0139   
   11.8990    5.4607    0.0142]; 

  
healthy1_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    healthy1_perm(100*(i-1)+10*(j-1)+k,:)=[healthy1(i,1) 

healthy1(j,2) healthy1(k,3)]; 
end 
end 
end 

  
crack1_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    crack1_perm(100*(i-1)+10*(j-1)+k,:)=[crack1(i,1) crack1(j,2) 

crack1(k,3)]; 
end 
end 
end 

  
hole1_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    hole1_perm(100*(i-1)+10*(j-1)+k,:)=[hole1(i,1) hole1(j,2) 

hole1(k,3)]; 
end 
end 
end 
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healthy2_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    healthy2_perm(100*(i-1)+10*(j-1)+k,:)=[healthy2(i,1) 

healthy2(j,2) healthy2(k,3)]; 
end 
end 
end 

  
crack2_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    crack2_perm(100*(i-1)+10*(j-1)+k,:)=[crack2(i,1) crack2(j,2) 

crack2(k,3)]; 
end 
end 
end 

  
hole2_perm=zeros(1000:3); 
for i=1:10    
for j=1:10 
for k=1:10 
    hole2_perm(100*(i-1)+10*(j-1)+k,:)=[hole2(i,1) hole2(j,2) 

hole2(k,3)]; 
end 
end 
end 

  

  

  

  
healthy1_nn = abs(healthy1_perm(randperm(n),:)-

healthy1_perm(randperm(n),:)); 
healthy2_nn = abs(healthy2_perm(randperm(n),:)-

healthy2_perm(randperm(n),:)); 
crack1_nn = abs(healthy1_perm(randperm(n),:)-

crack1_perm(randperm(n),:)); 
crack2_nn = abs(healthy2_perm(randperm(n),:)-

crack2_perm(randperm(n),:)); 
hole1_nn = abs(healthy1_perm(randperm(n),:)-

hole1_perm(randperm(n),:)); 
hole2_nn = abs(healthy2_perm(randperm(n),:)-

hole2_perm(randperm(n),:)); 

  
target1=[ones(2*n,1),zeros(2*n,1),zeros(2*n,1)]; %healhty 
target2=[zeros(2*n,1),ones(2*n,1),zeros(2*n,1)];  %crack 
target3=[zeros(2*n,1),zeros(2*n,1),ones(2*n,1)];%hole 

  
input_data=[healthy1_nn;healthy2_nn;crack1_nn;crack2_nn;hole1_nn;hol

e2_nn]; 
target=[target1;target2;target3]; 
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%% 
% Neural Network 

  
x=input_data'; 
t=target'; 
net = patternnet(hidden); %number of hidden layers 
[net,tr] = train(net,x,t); 
nntraintool 
%view(net) 

  

  

  

  

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%Parameter Extraction% 
 

 

load('new_healhty2') 
flagForPlot=1; 
time = a(:,1)*1e-6; 
accel = a(:,2); 
accel = accel - mean(accel);%offsets data to be zeroed; 
accel = accel/512*3;%converst from voltage to acceleration 
%accel*9.81 to get m/s^2 
if flagForPlot == 1 
    figure 
    plot(time,accel) 
    xlabel('time (s)','FontSize',18) 
    ylabel('acceleration (g)','FontSize',18) 
end 

  
T=time(end)-time(1); %record time length 
n=length(time); %No. of Sampling points 
%note if n is odd warning will occur 
t=linspace(0,T,n); %time series 
Y=fft(accel,n); %Complex FFT data 
Py=abs(Y); %Magnitude of the FFT 
f=1/T*[0:1:n/2-1]; %Frequency in Hz 

  
if flagForPlot == 1 
    figure 
    plot(f,Py(1:n/2))% plots the data 
    title('FFT damped Natural Frequency','FontSize',18); 
    xlabel('Frequency in Hertz','FontSize',18); 
end 

  
[m I] = max(Py(1:n/2)); 

  
dampedNatFreq = f(I); 
%paramMat(i,1) = dampedNatFreq; 
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index_step_time = find(accel > 0.1 | accel < -0.1);%finds time where 

step is applied it 
index_settling_time = find(accel > 0.02 | accel < -0.02);%time 

settling occurs at 
settling_time = time(index_settling_time(end)) - 

time(index_step_time(1)); 
%paramMat(i,2) = settling_time; 

  
[m1 I1] = max(accel);%finds first max 

  
npeak=100; 
index_peaks = find(time >= time(I1) + npeak*1/dampedNatFreq - 

1/dampedNatFreq*.1); 
%finds subsequent peaks, 60 peaks after first largest 
[m2 I2] = max(accel(index_peaks));%finds peak after the largest 

  
delta = 1/npeak*log(m1/m2);%uses largest max and next largest max 
dampRatio=delta/(4*pi^2+delta^2)^.5;%calculates the dampening ratio 
%paramMat(i,3)=dampRatio; 
%paramMat(i,4)=dampedNatFreq/sqrt(1-dampRatio^2); 
%disp(i) 
%tf(paramMat(i,4)^2,[1,2*dampRatio*paramMat(i,4),paramMat(i,4)^2]) 

  
fprintf('Damped Nat Frequency: %f, Settling Time: %f, Damping Ratio: 

%f \n', ... 
        dampedNatFreq,settling_time,dampRatio) 

 
% ----------------------------------------------------------% 
% ---------------------------------------------------------- 
function [rise_time ss_value settling_time 

P_over_shoot]=resp_stats(tout,yout) 
% 
% Steady state value 
% 
ss_value=yout(end); 
% 
% Finding the rise time 
% 
index1=find(yout>=.1*ss_value); 
index2=find(yout>=.9*ss_value); 
rise_time=tout(index2(1))-tout(index1(1)); 
% 
% Finding the peak time and amplitude 
% 
index_peak=find(yout==max(yout)); 
Peak_time=tout(index_peak); 
Peak_amplitude=max(yout); 
% 
% Finding the percent over shoot and settling time 
% 
P_over_shoot=((Peak_amplitude-ss_value)/ss_value)*100 
index_settling_time=find(yout>1.02*ss_value | yout<.98*ss_value); 
settling_time=tout(index_settling_time(end)); 
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