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ABSTRACT

“Memory Association Machine” (also known as “Self-Other Organizing Structure #1”) is the first 
prototype in a series of site-specific responsive installations inspired by cognitive processes.  The art-
ist provides a mechanism that allows the structure of the artwork to change in response to continuous 
stimulus from its context. Context is defined as those parameters of the environment that are perceivable 
by the system and make its place in space and time unique. “Memory Association Machine” relates 
itself to its context using three primary processes: perception, the integration of sensor data into a field 
of experience, and the free-association through that field. “Memory Association Machine” perceives 
through a video camera, integrates using a Kohonen Self-Organizing Map, and free-associates through 
an implementation of Liane M. Gabora’s model of memory and creativity.

INTRODUCTION 

This text describes and frames the first prototype 
in a body of work that aims to create artworks 
that find their own relationship to their context. 
These artifacts are embodied, meaning that 
they are manifested in a physical1 form and 
are effected by, and effect, the world around 
them. The artifacts could be considered creative 
machines in that they transform material from 
their context into an original representation. The 
machine creates this representation through a 
mechanism provided by the artist. My research 

aims to use artistic enquiry to develop a meta-
practise that binds the practises of responsive 
electronic media art, site-specific art, and arti-
ficial intelligence. This meta-practise includes 
theory from the philosophy of embodiment and 
is developed through the creation of embodied 
artifacts-as-processes—artifacts composed of 
computational processes. The material of the 
artwork is a set of computational processes that 
are causally connected to the physical world. The 
mechanism of the artwork is intended to exhibit 
emergent properties through the negotiation 
between software and physical context. 
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The system’s processes are causally connected 
to the outside world through sensors (inputs) 
and external properties (outputs). How can an 
artifact—even a process—find a relationship to 
its context? Artifacts such as “Memory Asso-
ciation Machine” form an embodied relationship 
with their context in two ways; firstly, by being 
embodied so that they can both change and be 
changed by their context, and secondly, by hav-
ing their structure altered through the process 
of embodiment. A more detailed account of the 
creation of “Memory Association Machine” is 
available in “Memory Association Machine: An 
Account of the Realization and Interpretation of an 
Autonomous Responsive Site-Specific Artwork” 
(Bogart, 2008). The process of embodiment is the 
negotiation between the subject and the object—
the relationship between seeing and acting. 

This text begins by weaving a theory of practise 
which has been, and is still being, developed. The 
practise is focused on the fundamental relation-
ship between the artwork (artifact-as-process), 
the artist (author), and the world in which they 
are both embodied. A description of “Memory 
Association Machine” is interjected throughout 
the framing and followed by a detailed descrip-

tion of the system’s architecture. Future work is 
presented at the conclusion of the text. 

The Artifact

The formalization of the creative process is made 
up of two iterative sub-processes: realization and 
interpretation. The relationship between these 
processes is pictured in Figure 1. Realization is 
the path of intention from the artist to the world, 
whereas interpretation is the path of causation 
from the world back to the artist. This formaliza-
tion is influenced by a theory of embodiment, the 
“intertwining”, that binds the mind and body ac-
cording to the phenomenology of Merleau-Ponty 
(1968). For each pair of actions (realization and 
interpretation) a frame2 is created which colours 
the artifact (at that moment in time) with the ten-
sion between the expected results of realization 
and the following interpretation. Realization oc-
curs when the artist chooses to effect the world in 
some way that manifests physically—for example, 
choosing the colour yellow for a particular region 
of a painting.

Interpretation is when the artist observes, 
experiences, and attributes value to the results 

Figure 1. The artist realizes the artifact, which is then interpreted
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of the realization—for example, seeing yellow 
in a particular spot on a canvas. The perception 
of yellow results in the inevitable associations 
resulting from that stimulus, which have value 
in terms of the artist’s experience. The painter 
may decide that the tone of yellow is not quite 
what he or she intended and adds more white to 
the paint. The artifact is transformed through 
the iterative dialectic between realization and 
interpretation. Future choices are made, in light 
of not just the current frame, but in the context 
of all past frames.3

Both the artifact and the artist’s intentions are 
transformed through this process. The artist may 
interpret the artifact differently than the viewer. 
Artifacts-as-processes, on the other hand, are 
both snapshots of their own creation and enacted 
processes in themselves. Embodied artifacts-as-
processes are machines that are constantly chang-
ing their own properties to form a relationship to, 
through the reflection and interpretation of, their 
embodied context. 

Figure 1 is a simplified representation. It is 
not uncommon for a single artifact to contain 

 

Figure 2. The nested realization–interpretation loop

Figure 3. The realization–interpretation loop of the embodied artifact-as-process 
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other artifacts, which in turn contain additional 
components, as pictured in Figure 2, where each 
artifact contains another artifact.4 At each level in 
the nested structure there is a different realization-
interpretation frame. The method of realization 
and criteria of interpretation may be different at 
each level in the structure. The time it takes to 
complete a single loop is entirely dependent on 
the nature of the creation. Some loops proceed 
very quickly—for example, the choice of a colour 
and the placement of a single blob of pigment on 
the canvas. Others take much more time—for 
example, the creation of a skyscraper.

Embodiment

“Memory Association Machine” is an embodied 
artifact-as-process. The embodied artifact-as-
process is made up of two primary components: 
the software and the context. In the creation of 
embodied artifacts-as-processes the artist’s inten-
tions are often encoded in software (instructions 
for a computational process). As the software 
artifact is the primary medium in which I work, 
I consider software as my artistic material. The 
software material is a set of computational rela-
tions between symbols (variables). It is not a 
process but a static text that encodes a set of 
instructions. Software can become an embodied 
artifact-as-process when a subset of its constituent 
symbols become inputs and outputs that are caus-
ally connected to the physical world and perceiv-
able by the viewer. It is this causal relationship 
between the world and the software that activates 
its instructions. The material of the work shifts 
from the representation of a process to action in 
the physical world.5 The behaviour (the change 
of external properties) of the embodied artifact-
as-process is a collaboration between the artist’s 
intention, as encoded in software, and the context 
in which the artifact-as-process is embodied. 
Figure 3 depicts the realization-interpretation 
loop of an embodied artifact-as-process, where 
arrows represent causal relationships. 

In contemporary artistic practise it is often 
the text accompanying the work that is expected 
to communicate the work’s concept and purpose. 
This text is an artifact that exists independently 
from the artwork. Through realization and inter-
pretation, the text, the software, and the artist’s 
intention reach an equilibrium. What the machine 
means and what the machine does are unified. 
The software is the mechanism—but the process, 
executed in context, is the artwork. The result is 
a collaboration between the artist and the con-
text. The role of the context must be embraced. 
Once the embodied system’s behaviour has been 
interpreted, the software can be altered in order 
to more finely unify the artist’s intention and the 
system’s behaviour. The artist is then working 
in two different materials—the material of the 
software, which is impacted upon by the artist, 
and the material of the embodied process, which 
impacts itself on the artist. The interaction between 
the software and the physical world is not totally 
deterministic. The artist must relinquish control 
and allow the process to be driven equally by the 
software and the context. In “Memory Associa-
tion Machine,” the driving intention is that the 
artifact-as-process acts beyond of the intentions 
of the artist. 

Artistic Enquiry 

Historically, the artist is “imagined as an isolated 
figure of exceptional creative powers who suf-
fers for his art.” (Barker et al., 1999). There is 
a mythology surrounding the “creative genius” 
and the artifacts that the, predominantly male, 
artist creates. The artifact is then a record of 
genius which is often collected and fetishized. 
The artifact is manifested in the physical world. 
It becomes meaningful as its references are pro-
cessed through the experience of the viewer. Why 
should the artist have more authority to attribute 
meaning to an artifact than the viewer?

Some approaches to art practise reject this 
notion of artwork as an expression of genius, 
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and break the mythos of creativity, by shifting 
the emphasis away from the artifact toward the 
process itself (Possiant, 2007).6 What is produced 
when the purpose of the work is not the creation 
of an art object, but an exploration of the very 
creative process itself? There are two products 
of this enquiry. The first is the artifact-as-process 
itself. The second is the knowledge that results 
from the artistic enquiry. This knowledge is 
manifested in the artifact-as-process and around 
it through documentation, rhetoric, sharing, and 
discussion.

This artistic enquiry is centred on the artistic 
practises of responsive electronic media and 
site-specificity. For a survey of electronic media 
art see “Information Arts” (Wilson, 2002). The 
discipline of site-specific artwork aims to create 
work that gives “…itself up to its environmental 
context, being formally determined or directed by 
it” (Kwon, 2004). Kwon (2004) and Kaye (2000) 
provide a background on site-specific practises. 
This body of work explores the qualities of em-
bodied creativity through the artistic practise of 
developing artifacts-as-processes that find their 
own relationship to their context. 

GROWING FORM FROM CONTEXT

In order to have “Memory Association Machine” 
find its own relationship to its context in a way 
that is not externally predetermined nor random, 
it is natural to look to cognitive science. The most 
relevant application of cognitive science happens 
in the discipline of artificial intelligence, which 
seeks to create software and hardware that exhibits 
some of the properties of human beings. In order 
for “Memory Association Machine” to relate to 
its context, the use of unsupervised connectionist 
artificial intelligence approaches is appropriate, 
as the behaviour of the system should not be de-
pendent on an external knowledge-base provided 
to it. Since “Memory Association Machine” is 
an embodied system, the physical environment 

becomes the “training” data for its artificial 
intelligence. 

Methodology of Artistic Enquiry

As this research project is contextualized as an 
artistic enquiry, it is important to describe how 
the creation of these artworks is approached. 
The software is built piece-by-piece while the 
system is connected to its context. As the art-
work is considered the result of the machine’s 
negotiation with its context, the artwork can 
only be appropriately interpreted in its embodied 
context. The system’s components are initially 
developed in isolation and attached to the rest of 
the system as early as possible. This method of 
building the system incrementally, and testing it 
in an embodied context at each step of develop-
ment, resembles the methodology discussed in 
“[i]ntelligence without representation” (Brooks, 
1992). The software development occurs in two 
modes. The first mode is an intuitive approach7 
that serves to get the basics of the system up 
and running—with arbitrary choices, random 
variables, and placeholders—so that the system 
can be evaluated in context, rather than in isola-
tion. The second mode of grounded refinement 
involves returning to the results produced in the 
first mode and removing arbitrary choices by situ-
ating them in theory. For “Memory Association 
Machine,” the source of theory comes from three 
main sources: connectionist artificial intelligence, 
specifically Kohonen “Self-Organizing Maps”; 
theories of creativity, specifically those present 
in the “Cognitive Mechanisms Underlying the 
Creative Process” (Gabora, 2002); and the theory 
that is created through the meta-practise itself. 
Arbitrary and random variables are either replaced 
with variables that refer to the embodied context, 
or with values consistent with available theory. The 
software development happens in the Pure Data 
visual programming system (Puckette et al., 1996), 
where each step of development is managed by 
the subversion version control system (CollabNet, 
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2000). Through each development iteration, the 
system is evaluated against various criteria. The 
most important criteria is my subjective interpre-
tation of the system’s embodied behaviour. The 
system is observed in two modes. The first mode 
entails direct observation of the system’s external 
properties in context. This mode of observation 
tends towards a qualitative approach. The system 
keeps a detailed log of key variables, as it negoti-
ates with its context, which is examined in the 
second mode using R (R Development Core Team, 
2007). At regular intervals the system archives 
an image of its external properties. The archive 
and logs are used to expose software errors and 
track the system’s process over time. Addition-
ally, the logs show a record of the stability of 
the system as it is intended for long-term public 
exhibition. The artist also keeps a journal of the 
development process.

Why Use Artificial Intelligence? 

In order to answer this question one must first 
define Artificial Intelligence (AI). A general 
definition states that AI is “part of computer 
science concerned with designing intelligent 
computer systems, that is, systems that exhibit 
the characteristics we associate with intelligence 
in human behavior—understanding language, 
learning, reasoning, solving problems and so 
on.” (Barr and Feigenbaum, 1981). Although this 
definition does not directly mention creativity it is 
certainly an aspect of human intelligence. Boden 
(2004) argues that machines can be “considered” 
creative in the same way that machines can be 
thought of as intelligent according to the “Turing 
Test” (Turing, 2004). Stephen Wilson considers 
the relationship between AI and art: 

Artificial Intelligence is one of these fields of in-
quiry that reaches beyond its technical boundaries. 
At its root it is an investigation into the nature of 
being human, the nature of intelligence, the limits 
of machines, and our limits as artifact8 makers. I 

felt that, in spite of falling in and out of public favor, 
it was one of the grand intellectual undertakings 
of our times and that the arts ought to address 
the questions, challenges, and opportunities it 
generated. (Wilson, 1995) 

In this project I expect the system to be creative 
by it defining its own relationship to its context. 
Furthermore, I expect that the artwork makes 
creative choices that manifest themselves through 
the artwork’s external properties, which refer to 
the context and represent the machine’s unique 
integration of its experience. AI is the only dis-
cipline—with its roots in cognitive science—that 
explores those questions of creativity through the 
implementation of systems that embody aspects 
of the human mind.9 For this reason, AI is the 
first logical discipline to consider for technique. 
That being said the central basis of intelligence 
in AI is problem solving. This research project, 
with its basis in artistic enquiry, does not consider 
creativity as problem solving. For a critique of AI’s 
focus on problem solving, see Agre (1997). 

What techniques and processes from AI could 
allow an artwork to form its own relationship to 
context? To use non-AI software techniques, I, 
as the artist, would determine how the work re-
lates to its context, rather than it finding its own 
connection. Those AI techniques, such as Self-
Organizing Maps (Kohonen, 2001), that allow the 
system to reorganize itself based on sensor input, 
are a likely requirement to build the mechanisms 
that allow a machine to relate itself to its context 
without using problem solving approaches. 

THE “MEMORY ASSOCIATION 
MACHINE” ARCHITECTURE 

“Memory Association Machine” has three states: 
waking, dreaming, and suspended; and is com-
posed of two primary systems: the “Memory 
System” and the “Free-Association System”. Both 
of these systems are networks of numerous identi-
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cal components, or units. The selection of state is 
currently based on a predetermined schedule. The 
system is initially in a waking state. In this state 
the system observes its context by pointing the 
camera in a random direction, collecting images, 
and selecting a new random direction each twelve 
seconds. For each direction in which the camera 
looks, a unit of the free-association system is 
activated. This results in a cascade of activations 
in the system’s previous experience. 

In the dreaming state the camera ceases to 
explore and images are not collected. A time-
seeded random value activates a unit in the free-
association system each twenty-five seconds. 
During the dreaming state, while the system is 
isolated from external stimulus, the random ac-
tivations propagate through the free-association 
network. This propagation calls up elements from 
previous experience which are not initiated by the 
embodied context.

In the suspended state the displays are put 
into DPMS10 sleep and the dreaming state ends. 
This state exists to reduce wear on the camera 
and displays when there is both little light and 
activity in the machine’s physical context.

The memory and free-association networks 
interact with the embodied context to generate the 
system’s external properties. The memory system 

is the mechanism through which the system stores 
and integrates its previous experience. Central to 
the memory system is a Kohonen Self-Organizing 
Map (SOM) (Kohonen, 2001). The SOM is an 
unsupervised artificial neural network which 
acts as an arbitrary pattern classifier. The choice 
of which category a particular input is associated 
with is based on its similarity to other inputs. 
The patterns presented to the SOM in “Memory 
Association Machine” are the images captured 
by the camera. The result is a SOM which stores 
the machine’s visual experience of its context and 
compares it with its remembered experience. 

The free-association system is a network of 
simple units which is independent of the SOM. 
This network allows the propagation of signals 
between units—the basis of the free-association 
system—and is similar to a cellular automata. The 
activation of units in the network selects images 
from the system’s memory. This free-association 
is considered a creative act, as the choices of what 
images to select are not predetermined, but a 
result of the behaviour of the entire system. This 
model of creativity is based on “[t]he cognitive 
mechanisms underlying the creative process” 
(Gabora, 2002). 

The direction in which the camera looks is 
currently controlled by three time-seeded random 

 

 

Figure 4. The system architecture of “Memory Association Machine”
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variables corresponding to the camera’s pan, 
tilt, and zoom parameters. Figure 4 shows an 
overview of the “Memory Association Machine” 
architecture. 

Memory System 

Also known as a Kohonen network, a Self-
Organizing Map, is an unsupervised artificial 
neural network (ANN) designed expressly for 
the purpose of classification. An ANN is an AI 
approach inspired by neurophysiology. An unsu-
pervised ANN does not depend on the “correct” 
answer, provided by the researcher, to “learn”. 
Rather, these networks restructure themselves 
based on input patterns through the process of 
training. These systems are characterized by be-
ing composed of numerous simple components 
which are massively interconnected. For a survey 
of ANNs see Medler (1998). The SOM is a non-
linear projection of a high-dimensional data-space 
onto a low dimensional “feature map” that pre-
serves topology.11 A SOM is able to categorize 
an arbitrary input pattern, with a finite number 
of dimensions, into a finite, and fixed, number of 
categories.12 The SOM is considered a “projection” 
as it maps values from the input space onto values 
in the output space. The points in the input space 
are the input patterns. The points in the output 
space are the categories. 

The SOM consists of a network of units,13 
each corresponding to a potential category of 
input. These units are usually arranged in a 2D 
Euclidean lattice which serves as the output space. 
Through training, each of the input patterns is 
associated with a particular category. The input 
space is defined as a set of real numbers, , with 

 dimensions. Points from the input space (the 
space of all possible inputs) are mapped to points 
in the output space (the position of all the units 
in the map). Points in input space are defined as 

, where  is a single 
point defined by the magnitudes of each dimen-
sion ( ) in the set of all possible inputs. The set 

of all input patterns is denoted as , where  is 
the number of input patterns, and  is the num-
ber of dimensions, where . Similar 
inputs are associated with similar categories. 
Inputs are considered similar based on the sum 
of the distances between their vector components, 

. The smaller 
the distance the more similar the inputs are.14 
Categories are considered similar based on their 
Euclidean distance in output space. Dissimilar 
inputs can end up being associated with similar 
categories when two or more highly dissimilar 
clusters of points are presented to the network. 
The clusters then compete for space in the fi-
nite SOM—causing folds where the Euclidean 
distance between units, in output space, is not 
proportional to the distance between the patterns 
they are associated with. 

Each unit of the network has a number of 
“sensors”. Each sensor corresponds to one dimen-
sion of the input space. The units have as many 
sensors as the input space has dimensions. Each 
unit has a “code-book vector”, also known as the 
weight vector, which contains the same number of 
elements as the unit has sensors. It is defined as 

, where  is the index of the 
unit. Each unit has a “neighbourhood”, denoted 

, which is defined by the set of units within a 
fixed radius,15 in output space, of the unit . Dur-
ing training the values of the code-book vectors 
approach the values of the input patterns. The 
SOM training process is an attempt to change 
the network’s internal structure (its code-books) 
to more closely match the structure of the input 
patterns. The network attempts to mimic, using 
fewer dimensions, the structure of the patterns it is 
presented with. This is the “topology preserving” 
aspect of the SOM. The SOM training procedure, 
as used in “Memory Association Machine”, is as 
follows: 

1. Set the code-books of all units to 0.16 
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2. Present the network with an input pattern. 
(Give the units something to compare their 
code-books to.) 

3. Select the unit that contains the code-
book with the smallest sum of the square 
of the distances, in all dimensions, 
compared to the current input pattern. 
This is called the “Best Matching Unit” 
or BMU. (The BMU most closely re-
sembles the most recent input pattern.17)  

, where  is 
the index of the BMU.

4. Check if each unit is in the neighbourhood 
of the BMU. 

5. For each unit in the neighbourhood of the BMU, 
add to the code-book vector the difference 
between the input pattern and the code-book 
multiplied by the learning rate, denoted .  

,
 where  is the current time step. 
6. Repeat from 2. 

In a canonical SOM, the amount that the code-
books are changed (learning rate), and the size 
of the neighbourhoods (neighbourhood function), 
both decrease monotonically over time. This is not 
the case in the “Memory Association Machine” 
implementation (to be discussed later). Training 
is complete when the mean of the difference be-
tween all input patterns and all units’ code-books, 

, ceases to decrease. 
The procedure typically takes from hundreds 
to thousands of iterations.18 As the code-book 
vectors are often randomized on initialization, 
in the canonical SOM, it is not known which 
inputs will be associated with which units at the 
start of training. 

As the “Memory Association Machine” 
camera explores its context, the system creates a 
field of experience which is organized using the 
SOM.19 Seen in output space, the SOM attempts 
to organize its experience—in the form of visual 
images collected from its context—into a series 
of regions that contain similar experiences that 

are apart from areas of dissimilar experiences. 
The camera image is fed into the computer as a 
full-frame 30fps video stream. At twelve-second 
intervals, the 12x12 unit SOM is fed with a 100x75 
pixel RGBA sub-sampled frame of the video 
stream. The raw values for each of those 7500 
pixels, represented as four RGBA20 floating point 
values, correspond to the 30,000 sensors of each 
SOM unit. The SOM is used to index, rather than 
store, the images. The BMU, corresponding to a 
particular image, is used to specify the index of the 
memory location where the image is stored. The 
storage area contains the same number of images 
as the SOM has units. If more than one image is 
associated with the same category, the most recent 
image replaces the previous. The mean time an 
image is held in the system is approximately two 
hours and a range of approximately thirty-three 
hours.21 As a single image is stored for each unit 
in the network, the memory for unusual images 
is longer than for common images. Common 
images are seen more often and are therefore 
replaced more often. Images are stored at their 
full resolution—not the sub-sampled resolution 
fed to the SOM. 

“Memory Association Machine” represents the 
memory system as an Euclidean lattice, see Figure 
5. The visual representation of the system is created 
using the Pure Data “Graphics Environment for 
Multimedia” (GEM) (Mark Danks, 1995-). The 
display area is divided by the number of units. 
Each unit occupies the same amount of display 
space. The units are represented as circles with 
a Gaussian alpha channel. The “feathered” edge 
allows the memories, associated with neighbour 
units, to blend together. As a result, the structure 
within the images take precedence over the struc-
ture of the lattice. Only in regions associated with 
images that have very little spacial variation—for 
example, those that are out of focus—does the 
lattice of circles become visible.22

“Memory Association Machine” is intended 
to be in constant negotiation with its context. The 
SOM must be trained continuously to incorporate 
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new experiences in its structure. A significant 
design difference between the canonical SOM 
and that implemented in “Memory Association 
Machine” is that the network is constantly con-
verging, but is not meant to, and cannot, reach 
convergence. Allowing the SOM to converge 
implies that its process of relating to its context 
could be complete. As the context changes, so 
should the SOM structure. Continuous training is 
enabled by using cyclic learning and neighbour-
hood functions. These functions control the rate at 
which the self-organization evolves and is refined. 
They are driven by the cosine equation defined 
as , where  is the iteration counter 
that wraps from 628 (» 200 ) to 0.23 The function 
is iterated each twelve seconds and results in a 
period of approximately two hours. The cyclical 
functions allow the SOM to respond to a continu-
ous flow of new input patterns and integrate them 
into a constantly reorganizing field of memory. 
Code-books are being constantly refined through 
the training process. This makes the initial code-
books increasingly insignificant over time.24 As 
the training process is continuous, the SOM is 

replacing existing structure, created as a result of 
previous experience, with structure that reflects 
current experience. The network oscillates be-
tween durations of large and small change.25

The relatively small number of units in the 
SOM, combined with the high diversity of data 
in the system’s embodied context, makes the 
structure of the memory representation highly 
complex. It is often interpreted by viewers of 
the installation as unorganized. The resolution 
of the image fed into the SOM was determined 
through trial and error based on the system’s per-
formance. The discrepancy between the resolution 
of the images used in the memory representation 
(320x240 pixels) and the resolution the SOM is 
presented with (100x75 pixels) likely compounds 
the problem. The memory representation takes 
on a quality very different than that of evenly 
distributed randomness.26

Free-Association System 

Each time a new experience is perceived, it sets 
forth a stimulation within the content of memory. 

Figure 5. The representation of the memory system’s field of experience
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This stimulation calls up similar (nearby in the 
feature map) experiences from the past. These ac-
tivations stimulate other experiences—traversing 
the memory from the similar to the dissimilar.27 
As the traversal progresses, the energy in each 
stimulation decreases. Each subsequent experi-
ence is stimulated less than the previous one. 
As the free-association traces a branching path 
through the system’s experience, the memories 
intersected by that path are visualized as a cin-
ematic montage on the right display. 

The model of stimulation and propagation is 
a custom network made up of Pure Data abstrac-
tions.28 When the camera looks in a direction, 
before the image is stored, the free-association 
unit associated with the BMU (the SOM unit 
that most resembles the image from the camera) 
is sent an activation signal. This initial activation 
is set at the maximum value of 1. Once activated, 
each unit selects two random numbers between 
0 and 7—corresponding to the 8 directions in 
which a signal can be propagated. The signal is 
then transferred to its neighbours29 within that 
random range. Before it is propagated the signal 
is decreased by 20%30 so that it falls off propor-
tional to the distance between the initial activation 
and each receiving unit. Signals are propagated 
between free-association units using a custom 
message containing: 

• The (x,y) position of the sending unit 
• The (x,y) position of the destination unit 
• The value of the signal. 

The use of (x,y) pairs, rather than unique in-
dices, was chosen to facilitate the calculation of 
which units are the immediate neighbours of the 
unit propagating the signal. Messages are sent to 
all units in the network, but only the units whose 
(x,y) indices match the destination processes the 
message. 

There is a temporal delay in the propagation of 
signals. Each direction delays the signal for a time 
specified by a time-seeded random number rang-

ing between 500 and 1000 milliseconds. This is 
done to reduce the number of activations occurring 
nearly simultaneously. In addition, when a unit is 
activated it becomes inhibited. For a duration of 
two seconds, that unit will not propagate any new 
signals. The inhibition and directional control of 
propagation is needed to keep the system from 
over-stimulating itself. Early implementations 
simply used up all the resources of the hardware 
only moments after the initial stimulation. 

The cinematic montage is made up of four 
layers allowing four images to be visible at a 
time. As the free-association signal propagates 
through the network, the units’ IDs31 and degrees 
of activation are fed into the montage mechanism. 
The mechanism is made up of four FIFOs—each 
corresponding to one of the layers. Activations 
are stored in the FIFOs in the order of activa-
tion. Each FIFO is emptied one item at a time. 
For each item popped, the system retrieves the 
corresponding image, fades it in, delays for a 
duration, and then fades it out. The duration the 
image is visible is proportional to the strength 
of the signal. The stronger the unit activation, 
the higher the value and the longer the duration 
the image is visible. The duration is calculated 
according to duration(s) = 1000s + 500 where s 
is the signal strength and the resulting duration 
is in milliseconds. The opacity of the image is 
also proportional to its signal strength where the 
stronger the activation, the more opaque the as-
sociated image is ( opacity(s) = .8s ). The result 
is a montage of cascading sensor impressions—
starting with similar and brighter images that are 
visible for a longer duration. As the activation 
decays, dissimilar impressions become darker 
and are visible for shorter periods. 

The mechanism behind this process is inspired 
by the work of Liane Gabora described in “[t]he 
Cognitive Mechanisms Underlying the Creative 
Process” (Gabora, 2002). My interpretation of 
Gabora’s theory considers creativity as a con-
trolled form of free-association. The cascade of 
activations resemble how free-association could 
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work in the human mind. In Gabora’s theory, the 
network of memories is different in three ways 
when compared to the “Memory Association Ma-
chine” free-association system. Firstly, Gabora’s 
theory considers memory as sparse, whereas 
the SOM organizes content into an organized 
spacial grid where all units are associated with 
some input during training—therefore containing 
no spaces. The folds, boundaries where nearby 
units are associated with very different input 
patterns, that some feature maps contain could 
be considered spaces. These folds can be seen by 
comparing the code-book vectors of adjacent units 
using the U-Matrix method (Ultsch and Siemon, 
1989; Ultsch, 1993; Kraaijveld, 1992). At the time 
of writing the ann_som external only provides 
rudimentary feedback on the state of the code-
books. Secondly, “Memory Association Machine” 
stores entire images, whereas Gabora’s theory 
considers each memory unit as micro-features of 
stimulus. Thirdly, Gabora’s theory refers to a “con-
trolled” association, where the free-association in 
“Memory Association Machine” is an emergent 
result of the interactions between the system’s 
components and context. 

MACHINE CREATIVITY

Boden (2004) defines creativity as “…the ability 
to come up with ideas or artifacts that are new, 
surprising and valuable”. In the research domain 
surrounding “Memory Association Machine,” 
the aspect of newness is the focus above surprise 
and value. As “Memory Association Machine” is 
meant to structure itself based on its embodied 
negotiation with its environment, newness comes 
from its ability to be different for each new context. 
The results of its embodied negotiation create a 
unique reflection on its context. Additionally, 
the system shifts over time as its context shifts. 
The diversity and complexity of the real-world 
environment should guarantee that the system 
never receives an identical stimulus twice. The 

value of the project is not in the machine’s creative 
act (the systems external properties), but in the 
process that makes it possible. Boden specifies 
three classes of creativity: 

• Combinational creativity is linking together 
known ideas that are not already associ-
ated. 

• Exploratory creativity is accomplished by 
moving through the space of possibilities. 

• Transformational creativity is the alteration 
of the space of possibilities. 

Combinational creativity is inevitable in a con-
nectionist network that supports learning. This is 
because the shift of the units’ code-books change 
the topology of the network—combining the in-
puts in various ways. Exploratory creativity is also 
present in these systems as, through the learning 
process, the network is exploring the space of input 
possibilities. In order for a connectionist network 
to exhibit transformational creativity, it would 
have to be able to change the space of possibilities. 
The current combination of a SOM and model of 
free-association used in “Memory Association 
Machine” allow exploratory creativity since the 
free-association traverses its memory. At the very 
least the memory, at a snapshot in time, serves as 
the space of possibilities from which it can choose 
to be creative. Since the space of possibilities in 
the memory system is a constantly shifting field 
of experience, “Memory Association Machine” 
also exhibits transformational creativity through 
its ability to add to, and remove from, its space of 
possibilities over time. Even an identical memory 
traversal (which is already unlikely to repeat 
itself) would select an entirely different set of 
images from experience. As the SOM is a 12x12 
grid of experiences, it has a fixed space of pos-
sibilities at a particular moment in time. The use 
of “Adaptive Resonance Theory” (Carpenter and 
Grossberg, 1994), “Incremental Grid Growing” 
(Blackmore and Miikkulainen, 1993), or “Grow-
ing Cell Structures” (Fritzke, 1991) networks 
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could allow the memory system to create a new 
category for a new stimulus—without effect-
ing the categories of previous experience. The 
space of possibilities would increase over time 
as the system gains more experience. The field 
of memory itself would then grow in response 
to the embodied context, rather than continually 
refining its finite number of units. 

Lets consider creativity as a two-step process. 
Some originator, the kernel of creativity, creates 
a “new” item. This item then goes through a 
process of evaluation that filters all but the most 
new, surprising, and valuable items. In the case of 
“Memory Association Machine,” the originator for 
creativity is the embodied context of the machine. 
Boden largely concentrates on the evaluative 
aspects of creativity and spends little time on the 
originator. In “Memory Association Machine,” 
there is no mechanism that serves the role of the 
evaluator for the system’s external properties. That 
is not to say that “Memory Association Machine” 
should not be able to evaluate the results of its own 
creativity, but that the evaluation should not be 
specified in advance, but come about as a result 
of its embodied process.

Boden’s argument can be summed up in one 
statement: a creation can only be considered 
“creative” if it has been successfully evaluated 
as such.32 Of course, these two steps are both 
required for a creative result. Emphasizing one 
over the other is to only create a partial model of 
creativity. A more significant error would be to 
reduce creativity to evaluation since, without the 
originator, the mechanism has nothing to evaluate. 
The result of the first step in isolation may not 
originate something highly surprising or valuable, 
but certainly could originate something new. If 
we were to execute only the second step, evalu-
ation, then nothing would originate at all. The 
hierarchy is clear—creativity is most dependent 
on the originator, and less on the evaluator as 
long as “newness” is the most important aspect 
of creativity. 

As a counter to most of the literature in the 
area, I aim to put more focus on the seed of creativ-
ity, as apposed to its evaluation. From its initial 
conception, the purpose of “Memory Association 
Machine” is to originate—not to evaluate. The 
creation of a machine that originates, without be-
ing dependent on the artist, nor being random, is 
the foundation of this research project. The long-
term challenge is the creation of potential systems 
where the seed of creativity is not dependent on 
randomness but only on the embodied process. 
This aspect of the research is connected with 
artificial life research, which is tied to abioge-
nisis.33 The originator → evaluation problem is 
analogous to a central concern of abiogenisis. Was 
it random fluctuations of early organic molecules, 
some form of self-organization, natural selection, 
or a process as of yet undiscovered that made life 
initially possible? The theories in abiogenisis are 
a potential source of technical and philosophical 
ideas important to the creation of artworks that 
relate to their context and are not predetermined 
in their external properties. 

Machines that are Intended to be 
Creative 

This section is a survey of selected artistic proj-
ects that, in my consideration, exhibit creative 
behaviour. The choice of projects is not meant 
to be exhaustive but to highlight a diverse set of 
applications of machine creativity. These projects 
involve both connectionist and non-connectionist 
approaches. 

One of the most notable examples of “creative” 
machinery are the AARON programs written 
by Harold Cohen (Cohen, 1979, 1995) starting 
in 1973 and continuing to the present. As a col-
lection of programs, AARON can “create” in a 
number of different painting styles. Each style 
uses a different variant of AARON that imple-
ments a different set of compositional rules. 
Some examples of these variants are: “abstract 
AARON,” which creates abstract landscapes; 
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“acrobat AARON,” which creates acrobatic 
figures; and “jungle AARON,” which creates 
scenes of figures in a complex jungle ground that 
evoke Gauguin. AARON programs contain sets 
of rules that encode specific compositional and 
stylistic laws that are specified by Cohen. Each 
element of the paintings—figures, grounds, and 
objects—are each a representation of the model 
those rules encode. The choices AARON makes 
are generated by a weighted random number 
generator and constrained by rules (Cohen, 1979). 
The results of these choices are applied to create 
paintings that, in a recent version, are physically 
produced by a painting machine. AARON has no 
sensory system. It receives no feedback from the 
results of its actions on the canvas. The system 
contains an internal representation that effects the 
placement, pose, and arrangement of items in the 
picture plane. AARON is the ultimate example of 
modernist creation. The internal model34 is real-
ized in that perfect theoretical vision—regardless 
of the properties of the physical artifact. The 
only feedback between the physical artifact and 
AARON is through Cohen himself. 

AARON could only be considered creative in 
a symbiotic relationship with its creator.35 Early 
“paintings” were drawn by AARON but painted 
by Cohen.36 Cohen does not consider AARON an 
artist. AARON’s artwork is the result of a col-
laboration between Cohen and AARON. Cohen 
believes that this software system is a natural 
approach to art-making because artistic composi-
tion is rule-based. While I can agree that graphic 
composition, in a particular style of painting, can 
be considered rule-based, it does not follow that 
all aspects of artistic creation are. The AARON 
software exhibits combinational and exploratory 
creativity, but not transformational creativity. It is 
unable to compose any choice that has not already 
been defined in rules specified by Cohen. 

In 1981 David Cope started writing “Experi-
ments in Musical Intelligence” (EMI) (Cope, 1996) 
in order to deal with a creative block in his own 
composition. The project started as an effort to 

automate the compositional process using the 
style of Cope’s own compositions to date. The 
software uses a variation of Augmented Transi-
tion Networks (ATNs) (Woods, 1970), which were 
created to model the syntax of natural languages. 
This is the basis of a system that models the 
structure of musical compositions and creates 
“signatures” from the common aspects of multiple 
compositions. The elements of these signatures 
are then combined, in a second process, to form 
a new work that exhibits the style of the source 
composer. Clearly using combinational creativ-
ity, the software recombines the structures it sees 
in source-work. Since the space of possibility is 
limited to the “signature”, created from input 
data, the system is unable to perform exploratory 
or transformational creativity. The system is fed 
abstractions of compositions as source material 
and is unable to perceive, let alone evaluate, the 
results of its processes. 

David Rokeby has created two works that can 
be considered creative.37 The first exhibition of 
“The Giver of Names” (Rokeby, 1990) was in 
1998 in Guelph, Canada.38 The system perceives 
the outside world through a video camera pointed 
at a pedestal. The floor around the pedestal is 
scattered with children’s toys that the audience 
is free to place in the camera’s view. “The Giver 
of Names” attempts to give names to the objects 
it sees. Associating their colour and shape with 
concepts in its knowledge-base, the system creates 
a free writing passage, written in proper grammati-
cal structure, inspired by those objects. WordNet 
was used as the basis of the knowledge-base and 
expanded using various methods—including 
information returned from a “reading” system 
which extracts the relations between words 
from texts. This disembodied knowledge is then 
linked to the machine’s sensory experience of 
the physical world. The result is grammatical 
sentences, whose grammatical rules are specified 
by the code, inspired by the machine’s sensory 
experience. The choice of where to begin within 
the knowledge-base is not a result of agency in 
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the system, but a response to the agency of the 
viewers’ action. 

“n-cha(n)t” (Rokeby, 2001) was first installed 
in 2001 in Banff, Canada and builds on some of 
the ideas of language and interpretation that are 
embodied in “The Giver of Names”. “n-cha(n)
t” is a cluster of independent systems that are 
connected in a network. Each of the system units 
is able to both hear and speak by accessing a 
knowledge-base analogous to the one used in “The 
Giver of Names”. The hearing process attempts to 
interpret sound from a microphone and translate it 
into text. That translated text then stimulates the 
knowledge-base, which is shared between units, 
resulting in a free writing passage. The passage 
is then spoken by voice synthesis. The hearing 
apparatus is a highly directional microphone that 
picks up sounds only in close proximity and ig-
nores the sounds from the unit’s neighbours. The 
units communicate their “object of interest”39 over 
an Ethernet network. In the absence of external 
stimuli, the units tend to chant a mix of phrases 
and sentences in synchrony. As all units in the 
network share the same knowledge-base, they 
tend to chant when they are not disturbed. The 
synchrony is an emergent result of the constancy 
of the perceived environment and the relational 
database across units. The chant can be disturbed 
by external stimulus. When the microphone of 
one unit picks up a sound, the result is a shift of 
its trajectory in the relational database. The chant 
can also be disturbed when the timing between 
units slips.40 Once all units are in synchrony, they 
chant the same sequence of words in unison. After 
the system has been disturbed it will eventually 
converge—where all units chant in unison.

Both “Giver of Names” and “n-cha(n)t” are 
embodied systems, as they are attached to the 
physical world through sensors that allow them 
to respond to their context. Their knowledge in 
the form of the relational database, on the other 
hand, is implanted into the system by the artist. It 
is not constructed through the system’s experience. 
These systems show combinational creativity 

by pulling words from their knowledge-base to 
create texts. The associations in the knowledge-
base change in response to sensory experience. 
The change remains in the system for a short 
period and dissipates over time. It is unclear if 
Boden would consider these systems capable of 
exploratory creativity. Although the vocabulary 
of these systems is fixed, the associations between 
those words are in flux. The space of words that 
follow is transformed in terms of both the words 
that preceded it, and the sensory experience of 
the machine. The space of possibilities is fixed at 
one moment, but the associations can change. The 
result is a space that changes from one moment 
to the next. It does not appear possible that the 
system could use a grammatical structure that is 
not encoded in the system. 

George Legrady’s “Pockets Full of Memories” 
(Legrady and Honkela, 2002) was made possible 
by a commission from the Centre Pompidou 
Museum of Modern Art in 2001. The project was 
revisited in 2003 and exhibited in the Dutch Elec-
tronic Arts Festival in Rotterdam, Netherlands. 
“Pockets Full of Memories” is one of the few 
artistic projects that makes use of a connectionist 
network. The system uses an implementation of 
the Kohonen SOM to organize content provided 
by the audience. The installation consists of a large 
projection and a number of kiosks with flat-bed 
scanners. The audience is encouraged to scan an 
image of some artifact in their possession. The 
kiosk then prompts the participant to answer 
questions about the meaning of the artifact. The 
answers to those questions are stored in a database 
and bound, as meta-data, to the images from the 
scanner. This meta-data is fed into the SOM and 
the categories of the images are visualized in the 
projection. Artifacts attached to similar attributes 
are plotted closer together than artifacts with dis-
similar attributes. The SOM used in this project 
is a collaboration between George Legrady and 
Dr. Timo Honkela, who conducts research into 
artificial systems to study cognitive processes. 
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CONCLUSION & FUTURE WORK

At the time of writing, “Memory Association 
Machine” is running in a long-term installation at 
Simon Fraser University, where it is the platform 
of development for the author’s M.Sc. thesis work. 
This stage of development concludes the first phase 
of intuitive development. The next stage will be 
to reflect on the behaviour of the system, and use 
that knowledge go back through the software to 
reconsider the arbitrary and intuitive choices. 

One of the arbitrary choices that has a signifi-
cant effect on the system is the choice of learning 
and neighbourhood functions. These functions 
were selected in the initial intuitive phase. The 
ann_som implementation will be altered to include 
a function to set all the weights in the network 
to random values. Currently, the only way to 
randomize the weights, using ann_som, is to feed 
the object with a random value for each sensor. 
This is highly impractical in the case of “Memory 
Association Machine,” where approximately four 
million random values need to be set. 

The major remaining random variables include 
the direction in which the camera looks and the 
direction, and timing, of the propagation of free-
association signals. A simple stimulus-response 
model of attention could be used to drive the di-
rection in which the camera looks. This could be 
initiated by ambient sounds in the environment, 
which could inspire the attention of the camera. 
The long-term goal is that the direction in which 
the camera looks is a result of the free-association 
itself. The mechanism that feeds the system new 
stimulus would be driven by previous stimulus. 
It is not clear how this could be accomplished at 
this time. In a future version, an ideal mechanism 
to control the propagation of the free-association 
signal would be to degrade the activation signal by 
an amount proportional to the input space distance 
between the code-books of source and destination 
units. The result would be that free-associations 
within clusters of memories would last longer and 
tend to terminate once they near the folds in the 

SOM. A reinforcement model could allow folds 
to be traversed, as some units would increase, 
rather than degrade, the activation signal. With 
this constraint in place, the activation could be 
set to propagate in all directions.

This project is an attempt to weave a meta-prac-
tise binding technique from AI with site-specific 
and responsive electronic media art practises. The 
meta-practise is grounded in the phenomenology 
of Merleau-Ponty and is developed through the 
production of artworks (embodied artifacts-as-
processes) that are meant to find their own relation 
to their context. The material of these creative 
machines is a fusion of the software (written by 
the artist) and the behaviour of the system (in 
collaboration with the artist). 
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KEY TERMS

Artificial Intelligence (AI): A discipline of 
computer science that seeks to create systems that 
can exhibit abilities similar to those of human 
beings (e.g. problem solving).

Connectionism: A thread of AI that is charac-
terized by the development of systems, which are 
composed of numerous simple units that are mas-
sively interconnected and inspired by neurons.

FIFO (First in First Out): A type of buffer 
or stack where items can be removed in the same 
order in which they were added. 

Self-Organizing Map (SOM): Also known 
as a Kohonen Network: an unsupervised artificial 
neural network designed to be an arbitrary pat-
tern classifier.

Site-Specific Art: An art-form where the 
artwork is installed in a particular context and 
is meant to impact the viewer’s reading of the 
work.

ENDNOTES

1 The phenomenological assumption is that the 
physical world is shared between subjects.

2 The “frame” is not referring to frame analy-
sis, but a boundary that changes the meaning 
of what it contains simply through the act 
of isolating it from context. 

3 Past frames are not just referring to those 
in this particular project, but to frames in 
all previous creative projects conducted by 
this artist.

4 A single artifact may also contain a number 
of components at the same level not depicted 
in this figure.

5 Action is considered the system’s behaviour 
that results in the change of its external 
properties.

6 Possiant discusses the shift from artifact to 
interface. An interface, by definition, implies 
a process. Her argument then additionally 
supports a shift from artifact to process.

7 The intuitive approach involves the use of 
tacit knowledge in order to get a component 
functioning in the embodied system as 
quickly as possible. 

8 Note that Wilson’s characterization of cre-
ators as “artifact makers” indicates that even 
in the technological arts the object is often 
the central focus, rather than the process the 
artifact implements. 

9 Robotics approaches to AI are also sources 
for potential technique.

10 VESA Display Power Management Signal-
ling

11 “Topology” can be considered spacial struc-
ture or geometry.

12 The number of categories and dimensions 
are specified before training proceeds. 

13 Units are also known as “nodes” and “neu-
rons.” 

14  This measure is based on a direct pairwise 
comparison between the corresponding 
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components of the input patterns. The mea-
sure of similarity is then unable to see two 
inputs, with identical blocks of values oc-
cupying different dimensions, as similar. 

15 This is the neighbourhood function as used 
in MAM but is more commonly implemented 
as a linear fall off or Gaussian function. 

16 Often the code-books are set to random 
values. According to Kohonen, this was 
initially done only to demonstrate how 
robust the SOM is—even when used with 
arbitrary initial conditions. Training can be 
accelerated by doing some pre-processing on 
the input patterns to determine initial code-
books. See Kohonen (2001) Section 3.7. At 
the time of writing ann_som (Zmölnig, 2001) 
does not implement an internal function to 
set code-books to random values. 

17 During the first iteration, due to the ann_som 
implementation, if the code-books of all units 
are equal, the unit with the largest index is 
always chosen as the initial BMU. 

18 Training time is dependent on the number 
of sensors and the size of the network. 

19 The Pure Data ann_som external (Zmölnig, 
2001) is the SOM implementation used.

20 The alpha value is passed to the SOM even 
though it is fixed at 1 (opaque in GEM colour 
units) for all pixels in all frames. This is due 
to the high CPU usage of extracting the alpha 
values from the 30,000 element message in 
Pure Data. A possible solution would be a 
custom external to remove every  4th element 
in a message.

21 These values include the time images are 
kept during the dreaming and suspended 
states.

22 This is somewhat rare and always limited 
to a regional cluster—due to the SOM. 

23 The result of a neighbourhood size that 
ranges from 1 to 0 (inclusive) is that the 
code-books of few units are updated for each 
iteration. The initial choice of this range was 
based on the assumption that ann_som was 

normalizing the neighbourhood to the size 
of the network, which has proven not to be 
the case. 

24 In the case of MAM, which trains over hun-
dreds of thousands of iterations, the initial 
code-books are of little consequence. 

25 Large changes result from a large neighbour-
hood and learning rate—small changes from 
a small neighbourhood and learning rate. 

26 For more information on the quality of the 
feature maps produced by MAM see Bogart 
(2008). 

27 The traversal depends on the state of orga-
nization of the SOM.

28 Abstractions in Pure Data are roughly 
analogous to functions in procedural lan-
guages. 

29 These are the neighbours of the free-asso-
ciation units, which are totally independent 
of the SOM neighbourhoods. 

30 The signal degradation decreases to 10% 
during the sleeping state. This is to encour-
age longer free-associations in that state. 

31 The ID in this case is the unique index, not 
a pair of (x,y) indices. 

32 For Boden, the creativity is the result of the 
two-step process, so before the evaluation 
the “newness” should not be considered 
creative at all, but simply as an unclassified 
response. 

33 The study of the origin of life. 
34 AARON’s rules could be considered a model 

of creative intention. 
35 Every “creative” machine depends on its 

creator to be creative. 
36 Cohen has been known to paint a drawing 

differently than specified by AARON.
37 The characterization of these systems as 

creative is the interpretation of the author. 
The artist’s intention was not centrally the 
construction of creative machines. 

38 A prototype of “The Giver of Names” 
(Rokeby, 1990) was also exhibited in To-
ronto, Canada, in 1997. 
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39 The “object of interest” is the concept in 
the knowledge-base that is currently being 
stimulated. 

40 “Slips” occur because the timing mechanism 
of each unit is intentionally not synced to its 
neighbours, which results in some temporal 
drift. 
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