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Abstract

Through the use of a multi-agent system composed of
emotionally enhanced sets of agents, we investigate how
emotion plays arole in inter-agent communication, coop-
eration, goal achievement and perception. The behaviors
of each agent are derived from its perception of the envi-
ronment, its goals, knowledge gained from other agents
and based on its own current emotional state, which is
predicated on fuzzy sets. The state of each interacting
agent is determined by its level of frustration combined
with its interaction with other agents. The set of actions
an agent may perform including that of its own ability to
sense and understand the environment is limited by its
current level of emotional context. In this work we focus
on the analysis of the interaction of agents and review
the grouping effect that arises from the inter-agent com-
munications combined with the intra-agent emotional
status as they perform the task required by the environ-
ment. The environment is based on previous work per-
formed on navigational map learning by context chaining
and abstraction.

Introduction

The extent of a person’s current emotional state can affect
one’s behavior in unpredictable and varying degrees. This
unpredictability in actions can lead to various levels insta-
bility when interacting with other humans or in general,
other agents. Making decisions biased by an emotional
condition can produce erratic, impulsive or risky decision
making behaviors within a given context (Loewenstein,
Weber, Hsee, & Welch, 2001). Various factors can con-
tribute in eliciting such states and can be influenced by
events in the environment, mental defect or disease, genetic
disposition, traumatic events, social interactions or based
from ones own perceptions. (Selyse & Fortier 1950;
Loewenstein et al., 2001; Ohman & Wiens, 2004). Our
aim is not to simulate complex emotions in an agent but
to investigate how simple emotional bias lays the founda-
tion for affecting goal-seeking agents within a simple envi-
ronment. We envision such phenomena within a homoge-
nous multi-agent system composed of emotionally en-
hanced sets of agents given both a finite set of options and
emotional states. Following previous experimentation with
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limited perceptual context for a given agent and its com-
bined effect on understanding and formation of personal
goals, we now apply emotion in limiting an agent’s per-
ception and motivational attributes (Trajkovski, Collins,
Braman & Goldberg, 2006). Emotions for our agents di-
rectly affect their ability to sense and interact within the
world they inhabit. These states are derived from their suc-
cess or failure in finding goal locations. The longer the
span of time where no goals have been found, compounded
with an agent running into many obstacles along its path,
contributes to eliciting a stressful or angry response. An
Agent may also be influenced by other agents within its
perceptual field. We see emotions as a dynamic influence
over response mechanisms in a given agent. It can be said
that emotions can “cloud” our ability to make rational de-
cisions which implies that they have a tendency to interfere
with rational thinking and our ability to interpret percep-
tual information (Artz, 2000). In other situations they can
however be extremely useful in making certain decisions
“by rapidly reducing the options that one can consider”
(Greenberg, 2002). It is these changes in perception and ac-
tion that we are exploring by attributing certain basic emo-
tions to goal seeking agents and studying its effect. Often
an emotional response is induced by an event or an “ob-
ject” that has been given meaning which is part of a stimu-
lus interpreted by an agent. With various stimuli are at-
tributed meanings which are a result of an appraisal process
which derives significance to such stimuli or events (Plan-
alp, 1999). Objects, events and interactions are interpreted
by each agent which contributes to their particular emo-
tional state. Following the distinct emotional conditions
established by Elkman & Friesen (1975) which identify six
emotional states that are innate across cultures, which are
based on facial expressions (Anger, Fear, Sadness, Disgust,
Surprise and Joy) we have chosen two focal emotions.
From these basic states, anger and joy (or happiness) has
been selected for our research. These two states can be at-
tributed to individual factors concerning the achievement of
goals which is a key component of this research (Planalp,
1999).

In general people who are in a less stressed or in a hap-
pier state of emotion are less inclined to make riskier
judgments. People in a happier state would not wish to



take actions with risky or potentially negative outcomes so
as not to disrupt their current positive state (Isen, Nygren
& Ashby, 1988). An angry person or someone in a “bad”
mood state is more likely to make poor judgments
(Loewenstein et al, 2001). Anger often can influence us to
act in ways that are not in our best interest (Borcherdt,
1993). Fear and anxiety often too play a role in behavior
patterns as one avoids the object or causal of such stress.
Depression as related to stressors can also distort judgment
and the interpretation of perceived information as obtained
from the environment (Gotlib, 1983). We envision the ap-
plication of these emotional conditions to our artificial
agents and apply these concepts as a basis of our experi-
mentation.

Agents in our experiments will be limited to emotions
ranging between two finite states (anger and happiness)
which are based on fuzzy logic. An agent can be in any
state between full happiness and complete anger where a
numerical value is assigned to denote such state. We pro-
pose that each agent’s range of perception and actions be
limited based of their current emotional condition such that
angry agents have the least options available compared to
happy agents. In a broader sense we are limiting an angry
agent’s ability to make poor judgment while giving a hap-
pier (thus less influenced) agent more ability and control
within the environment. With the simulation of these
properties for each agent we investigate the possibility of
emergent properties regarding inter-agent coordination in a
goal directed system.

Existing Frameworks

The idea of adding an emotional component to agents is
one that has been given much discussion. Bates (1994)
first brings up the concept that it is important for an agent
to have an emotional component because humans tend to
relate more to what is like them.

The work that worked as the spark that initiated this
branch of research comes with Damasio (1994). Since then,
many research groups worked on creating emotional en-
gines that resemble, more or less, real-life behaviors. It is
important to realize though that there are two schools of
thought when it comes to emotional engines for agents.
The first incorporates the findings of Damasio (1994) into
the models and tries to recreate an environment that is in-
spired directly by his work. The second instead creates
frameworks that may take some concepts from Damasio’s
work, but are based on independent thinking.

Damasio-based frameworks

Although many researchers have followed the steps first left
by Damasio (1994), we find in the work by Sloman (1998)
the most interesting interpretation. Groups such as Ventura
and Pinto-Ferreira (1998), Velasquez (1997), Gadanho and
Hallam (1998) and others focus solely on the Damasio ap-
proach, Sloman (1998) focuses on a model that is created
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through the evolution of the capabilities of life forms
through history and pre-history.

Sloman (1998) affirms that there is a need to create con-
trol systems that do not rely on a fixed architecture and
changing values, but more dynamic frameworks. This idea
is motivated by the fact that humans have control struc-
tures that are dynamic in nature, both at the conscious as
well as unconscious level. Sloman (1998) also states that,
within our minds, we have other modules, some of which
deal with inputs, others with outputs, and yet others with
processing information. This does not necessarily mean
that each module has a different architecture and behavior,
or that a single module cannot take care of multiple func-
tions. It does mean though that the overall functionality is
achieved through the interaction of multiple components.

The model created by Sloman (1998) is the summary of
the analysis of several fields unrelated to robotics and
agency. He bases his main notions on evolution and the
adaptation of the human mind to ever-changing natural
conditions. The fields of biology, philosophy, psychology
and many more all contributed to the refinement of our un-
derstanding of human control modules.

The first model that Sloman (1998) analyzes is the reac-
tive model. In this particular model, which characterized
many organisms through their evolution, deals with rela-
tively simple reactions based on inputs. This model is
characterized by outputs, or actions, that are generated by
processes that do not take into consideration ramifications
of behaviors and foresight. This means that this particular
model lacks a planning module. New behaviors can be
learned through positive or negative reinforcement, but
they cannot be generated as an internal response to a set of
conditions that recall past experiences. The motivations
that drive such control mechanisms are instincts, such as
hunger, fear or mating. Reactive models are also designed
to work in conjunction with other organisms; great exam-
ples of such collaborative beings are insects.

The evolution of a reactive model is the addition to this
system of deliberative models (Sloman, 1998). This com-
ponent elaborates long-term memories and creates new
plans and drives, to add to the ones built into the reactive
system through evolution and conditioning. Besides a
higher processing layer, this particular model requires the
presence of reusable memory that can be accessed to store
and retrieve information as the controller performs its func-
tions. Sloman (1998) also affirms the necessity for a quick-
response module, as careful evaluation of a situation is not
always the ideal response to the environment. In dangerous
situations, for example, an alarm module would take over
and perform the necessary operations to place the organism
back into safety, and then higher functions can process the
information just received.

Damasio (1994) states that there are two kinds of emo-
tions. Primary emotions are generated by external or inter-
nal stimulations of sense organs, and secondary emotions
instead are generated by the cognitive system. When com-
pared to the deliberative model (Sloman, 1998), we can see
some similarities between the emotion system described



by Damasio (1994) and Sloman’s alarm module. Damasio
(1994) also states that secondary emotions always trigger
higher cognitive reactions that, in turn, generate psycho-
logical changes. This analysis requires a slight modifica-
tion of the alarm system, which should be divided into a
section that deals with emergency situations as the delib-
erative model, and a second section that deals with similar
situations, but interacts only with the deliberative, or cog-
nitive, module (Sloman, 1998). The author compares this
new component of the alarm system to the process of grow-
ing up and the acquisition of maturity, as also supported
by Goleman (1994).

Sloman’s proposed architecture involves the controllers
discussed so far with the addition of a meta-managegement
mechanism (Sloman, 1998). The meta-management proc-
ess performs functions that work at a higher level compared
to the other modules. Such component performs reflective
kinds of elaboration, both on events and actions linked to
the environment and on the internal state of the agent.
Sloman (1998) affirms that, should a robot be given such a
module, it may then start reflecting on the concept of “self”
and “others”. Moreover, this particular system may be
overridden by the alarm module in certain cases, thus it
may shift the focus of the operations on other tasks or prob-
lems. Sloman (1998) also introduces the idea of tertiary
emotions. These emotions are initiated purely cognitively
and may or may not trigger other physical changes. For
example, a state of infatuation may lead to a decreased level
of attention and also sweating and tension.

Non-Damasio-based frameworks

The application of Camurri and Coglio (1998), based on
the model created by Camurri et al. (1997), works in a set-
ting of the performing arts, introduces a very interesting
framework that is not based directly on the work by Dama-
sio (1994). The agent created by the researchers works by
observing and being emotionally influenced by a dancer,
creating as a consequence outputs of music and rhythm
based on its internal emotional state.

This engine is explained in greater detail in Camurri et
al. (1997). A macroscopic analysis reveals several compo-
nents of control. There are five active components: Input,
Output, Reactive, Rational and Emotional.

The Input component is responsible for either gathering
information from the environment or receiving communica-
tions from other agents or humans. In turn, it will analyze
and format it as appropriate to pass on to the Reactive, Ra-
tional or Emotional components. Given the responsibility
of the Input module to forward the inputs where appropri-
ate, this component is required to access the rational and
emotional states. Moreover, the Input component can also
receive feedback directly from Output, thus taking also this
information into consideration when relaying messages.

The Output component is responsible for creating out-
puts based on the agent’s internal state. The outputs of
this module are generated by processing the outputs of the
Reactive and Rational components. Although the Emo-
tional component does not feed the Output one directly, it
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will influence the calculations of the overall output by sig-
naling the agent’s emotional state to this last component.
The Output component is also responsible for an internal
feedback mechanism that affects the Input controller, as re-
ported earlier.

The Reactive module is responsible for the real-time be-
havior of the agent, which is necessary given its applica-
tion in the world of music and dance. This component col-
laborates closely with the Input and Output modules, and
its processing is modulated by both the rational as well as
the emotional state of the agent.

The Rational component maintains a view of the exter-
nal world as well as one of the agent, consisting of its
goal. This component has no real-time type of operations,
leaving it the possibility to perform rather complex opera-
tions. This component of the agent interacts with all the
other modules in several ways. Perhaps what is most im-
portant for this discussion is the role that self-awareness in
relation to the goal plays in the overall emotional state of
the agent. As the Rational module detects that goals are
being accomplished, the emotional state of the agent in-
crements towards a positive attitude, thus creating a better
“mood” that will, in turn, affect the rest of the operations.

Finally, the Emotional component is governed by emo-
tional stimuli generated from Input, Reaction and Rational.
This module contains an emotional space. Such space is
divided into several sectors that identify different emotive
states. As the emotional state of the agent changes, it can
be traced within this emotional space, which reveals the
state of the agent.

Our Approach

The first choice that we need to make when it comes to
creating a new emotion-based framework is whether or not
we will try to mimic a Damasio-based architecture. For
this work we want to focus on the emotional side, thus
leaving out meta-cognitive states that may influence the
behavior of our agents. We decided to design a framework
that would resemble more closely the one described by
Camurri et al. (1997), pictured in Figure 1.
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Figure 1: Architecture of the framework introduced in this work
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We decided to keep all the components that Camurri et
al. (1997) described. As we can see, our architecture con-
tains a direct communication between the emotional mod-



ule and the output one. This is because we believe that the
emotional state of an agent should modify the range of ra-
tional actions it can perform.

Camurri and Coglio (1998) state that, in order to im-
plement an emotional component that evolves over time, it
needs to be influenced by external events. We believe that
it also needs an internal component, especially when oper-
ating in a multi-agent environment, as a corollary to Ca-
murri and Coglio (1998). For this reason we created an
elaborate Emotional module, composed of four compo-
nents: Genetic, Internal, Interagent Verbal and Interagent
Non-Verbal. The interaction among these components is
shown in Figure 2.
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Figure 2: Detailed view of the “Emotional” module

The “Genetic” component does not have a direct influ-
ence on the calculation of the overall output based on the
input sent to the module. Instead, it will define the
weights to assign to the other components. It is our expe-
rience that some people seem to be influenced more by
what others say, while some other people may be ex-
tremely emotionally unstable from causes internal to their
person. We felt the need to analyze this relationship among
factors using this architecture.

The “Internal” component analyzes information
about the agent and elaborates the emotional state. An ex-
ample of such analysis may be the time elapsed in the
simulation, with the agent unable to either find clues or
reach the overall goal. As time goes on, the morale of the
agent may lower. The rate at which the morale of the agent
is affected by internal events is dictated by its genetic pre-
disposition.

The “Interagent Verbal” component instead relies on
communications with other agents in order to influence the
mood. Communications between agents will consist of
clues that they will pass along. Each clue will be dictated
by where the agent “believes” the goal is. Along with the
belief, there is a weight assigned to the communication.
The weight indicates the emotional state of the agent that
is communicating the information. The agent will then in-
ternalize both the belief as well as the emotional state of
the other agent. The emotive component of the communi-
cation will affect the agent’s own emotional state at a rate
dictated by the genetic component.

Finally, the “Interagent Non-Verbal” component relies
on the concept that, in society, it is often easy to be able to
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guess what mood a person is in by simply looking at
them. In our framework, we believe that our agents should
not only display their emotional state through communica-
tions, but they should also display it visually. When an
agent senses the presence of other agents and then interacts
with them through communication or simple proximity,
then this component will analyze and read the apparent
emotional state of its peers. Also in this case, the rate at
which the agent will internalize emotions is set by the ge-
netic component.

Preliminary Investigation

To investigate the emotional affects on coordination and
interactions of agents in a simple system, we are develop-
ing an environment based on a simple two-dimensional
world. This space will allow for agents to interact, com-
municate and react under similar conditions within the
same environmental context. Agents will then be placed
randomly within the environment and initiated with simi-
lar values for all internal variables and with the same level
of understanding of the world. They will have limited
knowledge of the space and must build their own intrinsic
representation of the environment based on their own per-
ceptions and emotional condition which changes during
the course of interaction. The environment itself will not
necessarily be static, as a dynamic space can be used to
simulate a more natural environment. Obstacles within the
environment will also be randomly created and distributed
with the areas randomly marked as goals. The agents will
only know that they have a certain level of perception and
possible actions and that they are seeking a specific goal
state and that they are able to communicate with other
agents of their own type (if working in teams for instance).
In a heterogeneous environment, other agents of different
types will only be viewed as a dynamic obstacle within the
space (Trajkovski, 2007). When an agent comes into per-
ceptual range of another agent (within their particular scope
allowed at their current emotional state) an agent may
communicate his/her current state/condition, number of
goals previously encountered and any relative information
that may provide to be useful in the other agents quest to
find a goal (i.e. general direction or location of the last en-
countered goal). An agent however does not keep track of
all data for all goals that it encounters but is limited
amount as feasible by memory size of an agent’s associa-
tive memory. An agent also only communicates certain
elements to other agents depending on the emotion of the
communicating agent. Following experiments by Dabir-
siaghi, we are integrating certain elements of context chain-
ing and abstraction as a method for agents communicating
certain directional data in search of previously encountered
goals (2006).

The agent’s ability to traverse the space is based on
their current level of emotion. The happier the agent the
more directions it can take in exploration and goal seeking
(both possible modes of traversal). As shown in Figure 3,
a happy agent has sixteen possible movements. An agent



that is in a transitional state has at least eight
(N,S,E,W.NE,NW,SE,SW) and depending on the transi-
tional status into another emotional state may have one or
more or the directional capabilities as denoted by the
dashed lines. The amount of these extra directions is based
on how far the transition has progressed to the next state
(see Figure 4); the particular directions that are chosen from
the given set are chosen at random. An agent in an angry
state shown at the bottom of Figure 3 is limited to only
movements only in the four cardinal directions. We see
this limitation on ability tied to that of emotion and moti-
vation where an agent that is happier is more motivated
thus having more options available. Anger can be said to
be closely related to that of depression (Pelusi, 2006). We
also see this in a wider scope and relate depression with
that to a lessening of motivation in agents. It has also been
observed in human subjects with depressive disorders that
their cognitive flexibility is reduced due to emotional in-
stability and negative thought patterns leading to reduced
solutions to given problems. (Deveney & Deldin, 2006).
Applying this to agent interactions we have limited the ac-
tions and perception of angry agents.

Figure 3: Three levels of Agent Directionality (In order: Happy
State, Stressed State and Angry State)
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Figure 4: Transitions between States

During an agent’s exploration of the environment it will
traverse the environment in either two modes: 1. Traveling
2. Exploration. In traveling mode agents simply traverse
the space within the limitations of their emotional state as
it applies to their ability to move. An agent may switch to
exploration mode if an object, goal or other agent falls
within the sensing layer of their perception (see Figure 5).
If an object is detected within this sphere an agent may
switch from simply traversal, but to an exploration state so
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that the agent may investigate the type of sensed object. If
an obstacle is detected the agent may simply move to
avoid it or follow a path around it to continue in a particu-
lar direction. If a goal is detected then it may record this
event. If another agent is detected it will attempt to com-
municate with the detected agent. Limitations in the agents
mobility based on their emotional state may make such ac-
tivities more difficult.

Sensing layer _
Reading layer

Agent

Figure 5: Perceptual Field

With this research we are trying to find answers to fun-
damental questions:

1. How can simulated emotions affect group dynamics and
inter-agent cooperation?

2. What effects will these emotional states have on agent
performance?

3. How can we successfully simulate simple emotional
states in multi-agent systems?

4. Can the use of emotions benefit inter-agent communica-
tion and cooperation?

5. Will emotions benefit an agent’s performance in satisfy-
ing their drive to find a goal?

Future Work

We will be conducting several sets of experiments chang-
ing various aspects of the agents and their environment.
One experimental set up will investigate the performance of
goal-seeking once a goal has been found by an agent where
it can record such data into its associative memory and
continue. The environment would then remove that found
goal and may randomly place it in another location. This
process would continue until the conclusion of the experi-
ment. In another experiment, once a goal is found the agent
is removed from the environment and another newly ini-
tialize agent is randomly placed back into the environment
to take its place.

Communication differences are another aspect we are
looking into further. Can we incorporate an agent’s ability
or propensity to communicate with other agents as a func-
tion of their current emotional state? An agent may be



more likely to communicate (and communicate truthfully)
to other agents if they are in a happier state. Will an angry
agent be less likely to communicate and more apt to “lie”
to agents on opposing teams? As an agent traverses the
space it keeps track of very generalized directional data in
its associative memory to both help itself in the future per-
haps but to also commutate helpful information to its own
team of agents. Once an agent has found a goal it may
communicate the knowledge to other agents in attempt to
find other goals within the location. We envision two
ways in which agents may communicate information once
they are within perceptual range. One method is based on
context chaining and abstraction where agent stores infor-
mational cues in the space where other agents including it-
self can use. These cues will help guide individual agent
towards a goal. Another method is allowing each agent a
certain finite memory space to serve as an associative
memory where perceptual information can be stored. After a
period of time and amount of movements within the envi-
ronment data will be replaced with new information. This
new stored data can be used as a guide for the agent as well
as transmitted to other agents to assist in finding goals.

Future implementations of this project will account for
team work and group dynamics within the multi-agent sys-
tem. We plan to demonstrate the combined affects of emo-
tion when the agents are divided into various teams and are
in competition with other agents. Will opposing agents
frustrate others by conveying misleading and false informa-
tion to opposing agents? Will frustrations affect the entire
team? Will they affect both teams if frustrations propagate
throughout the whole system? Competing teams may have
a sub-goal to purposely mislead opposing agents with false
information or coordinate activities that hinder the efforts of
the other team in their own effort to seek a goal. How will
these types of activities affect the social interactions and
group dynamics of the entire multi-agent system? After a
certain amount of time has passed will the agent society
stabilize in the sense of its emotional equilibrium and in-
teraction? We believe that observing such automated be-
haviors that emerge from these systems can be beneficial in
understating human group dynamics and interactions.

We are also looking into extending the research into
several related components which are part of an agent’s in-
ternal structure in developing emotional conditions. Some
agents within the system may have predisposed mental or
genetic defects in which certain interactions are hindered or
exacerbated. We envision such defects as a way to simulate
certain disorders in living organisms into artificial agents
with which we may study the effects of interactions be-
tween defective and non defective agents. Can we also then
simulate agents that produce offspring in which such de-
fects are transmitted to their child agents. Certain mental
diseases such as schizophrenia for instance have been
shown to be related to genetics; some studies have found
that some are predisposed to develop schizophrenia if par-
ents and or siblings also develop the disorder even if they
are raise in separate environments (Davison et al, 2004). In
future projects we may allow for agents to reproduce and
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possibly transmit information or “genetic” materials from
parent to child agent. From these types of simulations we
can also attempt to reproduce several symptoms of certain
disorders in a way in which they can be controlled. For ex-
ample we can have several symptoms i.e. hallucinations,
paranoia, mania or nervousness that we can switch on, all
at once or individually for various agents and then compare
results depending on which disorders were active. Several
complex models will need to be developed in order to ac-
curately simulate such conditions within an agent. Hallu-
cinations for example could be simply simulated by the in-
troduction of random incorrect perceptual data or context
chaining cues. This “hallucinated” data could affect indi-
vidual agent’s goal achievement but could also disrupt the
team of agents if such data were communicated through the
collective. We also plan to investigate the affects of envi-
ronmental change, inter-agent interaction issues and vari-
ous internal frustrations as elements that can adversely af-
fect, change or disrupt agent emotional states and how the
individual elements affect the multi-agent system itself.

Possible Applications

We see the application of this research to several areas of
interest. In particular to the restriction of access or menu
function based on the emotional state of the human user for
a particular interface. Information is often delivered to users
rapidly in ways that cause information overload and confu-
sion; users typically want such information restructured
and filtered with a minimum of effort (Shneiderman, 2005).
As previously discussed users in certain emotional condi-
tions may not be best suited to make critical unbiased de-
cisions. If the interface automatically adjusts in limiting
key components it would restrict the human user from tak-
ing actions that may have a negative impact or one in
which he/she would later regret. We see an interface that
adjusts to the user’s emotional level to provide automati-
cally the best displays and choices as to maximize their ef-
forts. The human element of emotion in interface design is
often overlooked. Consider an angry employee with a par-
ticularly high level of access or administration rights or an
individual that may have access to key financial functions.
An emotional driven interface could automatically account
for these emotional contexts and shift the user’s access to a
lower and safer level at which they would be unable to take
risky actions without consent from another user. It is
known that many employees purposely put the goals of a
company in jeopardy if they themselves are angry and feel
vengeful towards their employer or even may involve
themselves in a computer based crime in an attempt to
“get even” (Quigley, 2002).

Another possible application of the concepts discussed
in this paper consists of the analysis of traffic patterns. In a
situation where the highway may be considered an envi-
ronment of interactions among agents, and each car and
driver is related to the concept of an agent, this framework
could allow each agent to interact with others to be able to
foresee emotion-based situations. An example would be



road rage, which this framework may be able to prevent by
limiting the possible actions the driver can take, such as
lower the maximum speed the car can reach, in certain
emotional states. Research in this area by the authors of
this work has already commenced.

Conclusions

This paper summarizes the basic framework for our inves-
tigation of the affects of emotional states of agents in a goal
directed multi-agent system. We have also discussed the
foundations of the theoretical background that supports the
rational of the project as well as future applications that can
be derived from experimentations.

We believe that this approach explores concepts that
were so far left unattended. First of all, we take into con-
sideration a genetic component that directs the inner work-
ings of the emotional state. As a second focal point of this
research, we believe that it is important to keep in mind
that emotional states dictate the range of options of action
that we have available.
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