# TOWSON UNIVERSITY OFFICE OF GRADUATE STUDIES 

# EXACT MATRIX COMPUTATION BY MULTIPLE P-ADIC ARITHMETIC 

by<br>Xin Kai Li

A Dissertation<br>Presented to the Faculty of the Graduate School of Towson University in Partial Fulfillment of the Requirements for the Degree of DOCTOR OFSCIENCE Department of Computer and Information Sciences

TOWSON UNIVERSITY
Towson, Maryland, 21252
December 2015

## DISSARTSTIDN APPROVAL PAGE

J'his is to rertify that the dissercalion preparod by XInkal Li, unlilled "Exact Matrix Camputation by Muldple F-adjc Arlthmetle", liax beort approved by this commitioe sa sutisfactorily completing
 Tuformation Technology.


Dr. Chan Lu
Ona:I Disecrtation Commiltee
TAentr
Dr. Marise Zimand
Member Jissertation donumittec


Membery Dissertation Comather

fr tamesti Kanne
Member, Disscrtaticn Conumittee


Dr. Chau La
Char, Depatmonarcosc


Or. Hamesh Karue
DuctoralPrograra Divecent


Dr. danet DeLaцч
Dean of Graduate Sturues.

$$
17,1264
$$

Date
$\frac{121112015}{\text { Date }}$


Date
$\frac{12 / 1 / 2015}{\text { Date }}$
iz. $/,>7-$ Vi $^{-}$
Dace
$12 \cdot 1-2 e 15$
Drate
$\frac{12-3-15^{5}}{\text { Date }}$

Dedicated

To

My Family

## Table of Contents

Page
Abstract ..... vi
Acknowledgement ..... viii
List of Tables ..... x
List of Figures ..... xi
Chapter 1 Introduction. ..... 1
1.1. Fraction Number System. ..... 3
1.2. Finite P-adic Number System ..... 5
1.3. Multiple-modulus Rational System ..... 7
1.4. Multiple P-adic Rational System ..... 8
1.5. Overview of this Dissertation Research ..... 9
1.5.1. Periodicity of the P-adic Expansion ..... 10
1.5.2. Hensel Code Overflow Detection ..... 10
1.5.3. Multiple P-adic Data Type ..... 11
1.5.4. Overflow Detection for Multiple P-adic Data Type ..... 12
1.5.5. Proactive Self - defense Algorithm ..... 13
Chapter 2 P-adic Arithmetic ..... 15
2.1. Overview ..... 15
2.2. P-adic Arithmetic ..... 17
2.2.1. Addition/Subtraction ..... 17
2.2.2. Multiplication/Division ..... 18
Chapter 3 Implementation with P-adic Arithmetic ..... 20
3.1. Periodicity of the P-adic Expansion ..... 20
3.2. Finite P-adic Number System (Hensel Code) ..... 33
3.3. Dixon-Krishnamurthy Algorithm ..... 37
3.3.1. Algorithm Implementation Process. ..... 37
3.3.2. P-adic Arithmetic Using Long- digit Method ..... 41
3.3.3. Predict P-adic Expansion r for Complex Matrix System ..... 41
3.4. Hensel Code Overflow Detection ..... 43
3.4.1. Overflow Detection Method ..... 44
3.4.2. Practical Consideration ..... 51
3.5. Compare Rational Number System with Finite P-adic Number System ..... 55
Chapter 4 Multiple P-adic Data Type ..... 59
4.1. Extended Chinese Remainder Theorem. ..... 60
4.1.1. Extended Chinese Remainder Theorem to Rational Number ..... 61
4.1.2. Implementation of the Extended Chinese Remainder Theorem with P-adic Arithmetic ..... 64
4.1.3. Combining P-adic Arithmetic with the Extended Chinese Remainder Theorem ..... 65
4.1.4. Practical Considerations for the Implementation of Multiple P-adic Algorithm ..... 68
4.2. The Main Properties of Multiple P-Adic Data Type ..... 71
4.2.1. Error-free Computing in Rational Number Field ..... 71
4.2.2. Integer Calculations Taking Full Use of Computer Architecture. ..... 72
4.2.3. Natural Parallel Structure Taking Full Use of Multi-core System ..... 74
4.2.4. Easy for Task Allocation in Cloud Environment ..... 75
4.2.5. Practical Considerations in a Cloud Environment ..... 75
4.3. Overflow Detection for Multiple P-adic Data Type ..... 80
4.3.1. Overflow Detection Method ..... 82
4.3.2. Practical Consideration ..... 87
Chapter 5 Implementation ..... 91
5.1. Mathematics Background ..... 91
5.1.1. Moore - Penrose Inverse ..... 91
5.1.2. Polynomial Method to Calculate $e^{A t}$ ..... 91
5.2. Implementation of Multiple P-adic Arithmetic on Matrix Calculation ..... 95
5.3 Using Multiple P-adic Data Type in the Security Field. ..... 98
5.3.1. Data Self-correction Property ..... 99
5.3.2. Linear Calculation Encryption Property ..... 100
5.3.3. Implementation of the Algorithm on HPC ..... 101
References ..... 108
Appendix A ..... 113
Appendix B ..... 116
Curriculum Vita ..... 123

## Abstract

# Exact Matrix Computation by Multiple P-adic Arithmetic 

## Xinkai Li

Most of the algorithms are assumed to use exact computation. But in practice, the machine floating point arithmetic is implemented on these algorithms which causes many problems. The existing method is to use a link list representing arbitrary size of integer or decimal numbers, which is extremely time consuming for a larger size matrix calculation.

This dissertation research is to focus on finding an effective way to do exact large matrix calculation. We built a finite $P$-adic number system and found a method to detect overflow. Based on this method and Dixon - Krishnamurthy's theory we established Dixon - Krishnamurthy algorithm to implement finite $P$-adic number system on linear and nonlinear matrix calculation. Dixon - Krishnamurthy algorithm transfers the classic symbolic calculation into integer calculation, significantly improving the calculation efficiency. Furthermore, based on the multiple modulus rational system and finite $P$-adic number system, we constructed a Multiple $P$-adic Data Type. The multiple $P$-adic Data Type can easily transform the finite $P$-adic calculation process into parallel calculation process without modification on math algorithms. With enough independent CPU resources, the calculation time is significantly decreased.

We developed a computational library based on Multiple $P$-adic Data Type and the object oriented program using $\mathrm{C} / \mathrm{C}++$. Computational algorithms have been developed using the
data type for the calculation of matrix inverse, Lower Hessenberg form transformation, Wilkinson form transformation, Frobenius form transformation, post processing from all the transformations, reflexive general matrix inverse, Moore-Penrose inverse, calculation of Laplace's method for FTA (Fundamental Theorem of Algebra), Bézoutian formulation of the Resultant and etc. Furthermore, based on the properties of the Multiple P-adic Data Structure, we have developed an efficient proactive self - defense algorithm, which can detect and recover compromised computational data.
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## Chapter 1

## Introduction

Most of the algorithms are assumed to use exact computation. But in practice, the machine floating-point arithmetic is implemented on these algorithms causing many problems, usually called "robustness issues" [1]. For example, when applying Gaussian elimination, equal or not-equal zero will be determined for judging singular or nonsingular situation. Floating point arithmetic can only give a precision range which depends on the number of bits for the designated data format. This will hide some potential problem. When the determined element is beyond the accuracy range, an incorrect determination will be made. The truncation error of the floating point will be accumulated which can cause troubles. See the following example taken from [2] for the calculation of $e^{A}$,

$$
A=\left[\begin{array}{ll}
-182 & 91.5 \\
-244 & 123
\end{array}\right]
$$

Using double-precision floating point data type, taking the series method,

$$
e^{A}=1+\frac{A}{1!}+\frac{A^{2}}{2!}+\frac{A^{3}}{3!}+\cdots
$$

Only up to 175 iteration terms can be implemented as the following:

$$
e^{A} \cong\left[\begin{array}{ll}
2.35836 e+009 & -1.18517 e+009 \\
3.16045 e+009 & -1.59221 e+009
\end{array}\right]
$$

If the iteration is larger than 175 , the result will be meaningless as,

$$
\left[\begin{array}{ll}
-1 . \# I N D & -1 . \# I N D \\
-1 . \# I N D & -1 . \# I N D
\end{array}\right]
$$

Actually, there are other ways to calculate $e^{A}$,

$$
A=\left[\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & -60
\end{array}\right]\left[\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right]^{-1}
$$

and

$$
e^{A}=\left[\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right]\left[\begin{array}{cc}
e^{1} & 0 \\
0 & e^{60}
\end{array}\right]\left[\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right]^{-1}
$$

The result with iteration 175 or more will be:

$$
e^{A} \cong\left[\begin{array}{cc}
-5.4366 & 4.0774 \\
-10.8731 & 8.1548
\end{array}\right]
$$

If we use symbolic number system as we did for the Exact Scientific Computational Library (ESCL), with 175 iteration the rational result will be:

$$
e^{A} \cong\left[\begin{array}{cc}
\frac{-499031 \ldots . .}{917917 . . .} & \frac{827387 \ldots}{826155 . \ldots} \\
\frac{-336858 . .}{309808 \ldots . .} & \frac{442180 . . .}{542230 \ldots . .}
\end{array}\right] \text { (Full size in appendix A) }
$$

In decimal number representation will be (the same as the above):

$$
e^{A} \cong\left[\begin{array}{cc}
-5.4366 & 4.0774 \\
-10.8731 & 8.1548
\end{array}\right]
$$

Furthermore, some algorithms have zero tolerance for errors, such as the Moore-Penrose Inverse [3], $A^{+}$means the Moore-Penrose Inverse of $A$

$$
A=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], A_{\varepsilon}=\left[\begin{array}{cc}
1 & 1 \\
1 & 1+\varepsilon
\end{array}\right]
$$

$$
A^{+}=\frac{1}{4}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], A_{\varepsilon}^{+}=\left[\begin{array}{cc}
1+\frac{1}{\varepsilon} & -\frac{1}{\varepsilon} \\
-\frac{1}{\varepsilon} & \frac{1}{\varepsilon}
\end{array}\right]
$$

In that algorithm $\lim _{\varepsilon \rightarrow 0} A_{\varepsilon}^{+} \nrightarrow A^{+}$.

There are a number of ways for doing exact computing, which are fraction number system, finite $P$-adic number system (Hensel code), multiple-modulus rational systems, multiple $P$-adic rational system, and etc.

### 1.1. Fraction Number System

Fraction number system is to use link list to represent arbitrary size of integers and based on that to build fraction number to realize rational number computation.

The arbitrary integers (symbolic) will be established as,


Figure 1.1 Arbitrary Integer Structure

The integer can be as large as possible and the only limitation is the size of the memory. The fraction number can be represented with two arbitrary integers, numerator and denominator. The fraction number system calculation can be implemented as,


Figure 1.2 Fraction Number Calculation Flow Chart

Simplification is an importation process of the fraction number calculation. After an arithmetic operation, the greatest common divisor (GCD) should be found and divided by numerator and denominator. The complexity of this simplification process can grow very fast. The two importation elements affecting the calculation are the calculation efficiency of the basic arithmetic operation between two link lists and the efficiency of the simplification. The first element is affected by the architecture of the computer CPU. The second element is affected by algorithm convergence effectiveness. Extended Euclidean Algorithm is a good choice to find the GCD [4]. NTL library [5] supplied arbitrary size integers and based on that we established our fraction number system.

The fraction number system is not hard for software development. There will be no overflow problem, if there is enough memory. For small size of calculation, it will have a very good performance. But this data is not effective enough for large calculations. At first, the link list is not an effective data structure, and during the calculation process there are too many functional calls. Also the simplification process cost is too much. When the calculation size is large and the intermediate rational number will be too complex, then the cost on calculation is unacceptable. Meanwhile the size of the intermediate rational number is unpredictable, the memory (heap) overflow problem could possibly occur during the calculation process.

### 1.2. Finite P-adic Number System [6]

All rational numbers can be uniquely represented as [7],

$$
\begin{gathered}
Q(P)=a_{-m} P^{-m}+\cdots+a_{-1} P^{-1}+a_{0}+a_{1} P^{1}+\cdots+a_{n} P^{n}+\cdots, a_{i} \in[0, P-1]= \\
\sum_{i=-m}^{\infty} a_{i} P^{i} \\
a_{i} \in[0, P-1], P \text { is a prime number. }
\end{gathered}
$$

Based on this theorem, all the rational numbers can be transformed to a sequence of finite integers. With Krishnamurthy's theory [7, 8], finite length of integer sequence can be used to represent rational numbers and do all the arithmetic operations. Based on this theory, we established the $P$-aidc number system. The original calculation process is as the following:


Figure 1.3 P-adic Calculation Process

Hensel code of the $P$-adic expansion can realize error free computation for rational numbers [8]. Hensel (1908) introduced the $P$-adic arithmetic [9]. Bachman (1964) gave a computational algorithm for transforming a rational number into $P$-adic expansion [10]. Young and Gregory (1973) suggested a residue arithmetic procedure for error free computing [11]. Krishnamurthy, Rao and Subramanian (1974) defined the finite length $P$-adic arithmetic named Hensel code [8]. Dixon [12] and Miola [13] (1982) both found separately an efficient computational algorithm to reconstruct rational numbers from $P_{-}$ adic expansion, based on extended Euclid's algorithm. For this algorithm, Kornerup and Gregory (1983) gave a more complete explanation about Farey fractions theory [14]. Koc (2002) pointed out four research directions on Hensel code. One of them is the detection of overflow and underflow [15]. Hensel code can be used to develop a new word-based computer data structure [16]. But for Hensel code, if the word length is not sufficient for the rational number it represents, the transformed rational number will be meaningless. One of the aspects of this problem is to predict the required word length. Rao (1976) [17] and Dixon (1982) [12] both gave ways to predict the length of the $P$-adic expansion for specific matrix calculation. We have developed a method [6] for Hensel code overflow detection. The method can realize overflow detection by the prime $P$ and the Hensel code itself. Using this method, a few digits of the Hensel code will be sacrificed.

Finite $P$-adic number system can be easily implemented on 32 or 64 bits CPU architecture machines. The sequence length is determined before the calculation. Array data structure can be used to build the class of the $P$-adic number system, which is more effective than the link list data structure comparing the fraction number system. During the calculation process, fewer function calls and most of the operations are integer
operations which can decrease the calculation time cost. While for finite $P$-adic number system, if the $P$-adic sequence length is not sufficient, the Hensel code overflow problem possibly occurs and the calculation results will be useless. And for multiplication and division operations of $P$-adic arithmetic, the time complex is $\mathrm{O}\left(n^{2}\right)$.

### 1.3. Multiple-modulus Rational System [8]

Multiple-modulus rational system is to extend residue number system (RNS) to rational number field. The main idea is to represent a rational number $\propto$ with integer set $r \sim\left\{r_{1}, r_{2}, \cdots, r_{s}\right\}$, which come from $\propto$ moduli prime base set $\left\{p_{1}, p_{2}, \cdots p_{s}\right\}$. The calculation arithmetic is based on RNS arithmetic. Multiple-modulus rational system can be implemented with parallel computation. For each prime $p_{i}$, the calculation process is independent.

RNS was introduced by Garner in 1959 [18]. In 1967, Newman gave a way of solving linear equation $A x=b$ by Chinese Remainder Theorem [19]. This looks as a try to extend RNS to rational number field. Meanwhile, Jo Ann Howell and Robert T. Gregory also made a progress on using RNS to solve linear algebraic equations in 1969 [20, 21]. Rao, Subramanian and Krishnamurthy introduced the way to solve Moore-Penrose inverse by residue arithmetic [17].

For each prime channel, the calculation is independent from the others. Parallel computation will be easily implemented on the computation process. The time cost will be significantly decreasing when operating on a huge calculation. Overflow problem (as Hensel code overflow problem) is still an issue. However, when the overflow problem occurs, the results can be kept at the intermediate stages. These results will be reused for
generating the final results. When using the multiple-modulus rational system, a lot of prime numbers will be chosen on the base set. But if the intermediate rational number's denominator is the dividend of any prime in the prime set, the channel with that prime will be terminated. And it is hard to compare with zero or one.

### 1.4. Multiple P-adic Rational System [22]

Multiple $P$-adic rational system is the combination of finite $P$-adic arithmetic (Hensel code) and multiple-modulus rational system. A rational number $\propto$ will be represented by the following structure,

$$
\propto: \underbrace{\begin{array}{|l|}
\text { Integer } a_{00} \\
\text { Integer } a_{01}
\end{array} \cdots \text { Integer } a_{0 k}}_{\text {module results of } p_{0}} \cdots \underbrace{\text { Integer } a_{n 0} \text { Integer } a_{n 1} \cdots \text { Integer } a_{n k}}_{\text {module results of } p_{n}}
$$

$$
p \sim\left\{p_{1}, p_{2}, \cdots p_{n}\right\} \text { is the prime base set. }
$$ $a_{i} \sim\left\{a_{i 1}, a_{i 2}, \cdots, a_{i k}\right\}$ is the finite $p_{i}$-adic sequence.

Figure 1.4 Multiple P-adic Data Structure

Each finite $p_{i}$-adic sequence is an independent calculation process with $P$-adic arithmetic.

John F. Morrison introduced the concept of multiple $P$-adic algorithm and named it with parallel $P$-adic computation in 1988 [23]. In 1993, Carla Limongelli and Hans Wolfgang Loidl gave the arithmetic on parallel $P$-adic algorithm [24]. Meanwhile, Koc had published a paper about parallel $P$-adic algorithm for linear system [25]. According to the multiple $P$-adic rational system, we developed a multiple $P$-adic data structure which can realize parallel rational calculation.

There are many other algorithms that can realize rational computation, such as slash number system, which was established from the finite continue fraction expansion of fraction number. My research is to focus on $P$-adic direction.

Multiple $P$-adic rational system have the advantages of $P$-adic number system and RNS. It can realize parallel computation at each prime channel and can compare with zero or one.

### 1.5. Overview of this Dissertation Research

The goal of this dissertation is to find an effective way to do exact large matrix calculation. During the research process, we first built a fraction number system which cost too much time for large matrix calculation. And then we try to establish a periodic Padic number system, while the length of the period of multiplication of two period P -adic sequence is too large to be acceptable during the practical implementation. Then we built a finite P -adic number system and found a method to detect overflow situations. Based on this method and Dixon-Krishnamurthy's theory we established Dixon-Krishnamurthy algorithm to implement finite P -adic number system on linear and nonlinear matrix calculation. However, the complexity of P -adic number system is $O\left(l^{2}\right)$ with the P -adic sequence length $l$. During the practical implementation, even a small size of matrix operation need a long length of P -adic sequence. The computation cost is not as effective as we expected. So we constructed multiple P-adic rational system based on the multiplemodulus rational system and finite P-adic number system. During this process, we found the extended Chinese Remainder Theorem and gave an effective way to do overflow detection. The multiple P-adic rational system can easily transform finite P -adic calculation process into parallel calculation process without modification on math
algorithm. With enough independent CPU resources, the calculation time cost is significantly decreased. Furthermore, based on the property of the Multiple P-adic Data Structure, we have developed an efficient proactive self - defense algorithm.

### 1.5.1. Periodicity of the P-adic Expansion

It is known that a real number is rational if and only if its decimal expansion is periodic. Similarly, a P-adic number is rational if and only if its P -adic expansion is periodic. So we represent a rational number $\propto$ with the form

$$
\alpha=. A_{0} \cdots A_{s} \overline{a_{0} \cdots a_{n-1}}
$$

$\overline{a_{0} \cdots a_{n-1}}$ is the periodic part.

If the periods of two entry P -adic sequences are $m$ and $n$, for addition/subtraction operation, the maximum length of periodic part is $\operatorname{LCM}(n, m)$; for multiplication operation, the maximum length of periodic part is $\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$. The mathematical proof process details will be displayed in Chapter 2 section2.3.

### 1.5.2. Hensel Code Overflow Detection

Hensel code can be used to develop a new word-based computer data structure [16]. But for Hensel code, if the word length is not sufficient for the rational number it represents, the transformed rational number will be meaningless. One of the aspects of this problem is to predict the required word length. Rao (1976) [17] and Dixon (1982) [12] both gave ways to predict the length of the $P$-adic expansion for specific matrix calculation. But for some cases, it is hard to predict properly when the matrix calculation process is overly complex. Hensel code is one kind of code, in which a finite $P$-adic expansion is mapped
to the Farey Rationals [14, 31]. A Hensel code expansion can be identified as to whether it is overflow, just by the prime $p$ and the Hensel code itself. We have developed an easy method for detecting the Hensel code overflow, resulting in some Hensel code digits being sacrificed.

### 1.5.3. Multiple P-adic Data Type

During the past few years, we have been working on $P$-adic theory and its implementation. Based on the Chinese Remainder Theorem and Hensel code, a new data type has been established to realize a rational calculation called Multiple $P$-adic Data Type $[12,16,17]$. With this data type, all rational number operations are converted to integer calculations, and the fast integer multiplication of modern computer architectures can be fully used. This data type can be significantly effective in the parallel and cloud computing environment due to its independent computation at each node during the calculation process. Furthermore, the existing C++ programs can be converted to run with this data type with no (or minimal) changes to the source code. We have developed a computational library based on the data type and the object oriented program using C/C++. Computational algorithms have been developed using the data type for the calculation of matrix inverse, Lower Hessenberg form transformation, Wilkinson form transformation, Frobenius form transformation, post processing from all the transformations, reflexive general matrix inverse, Moore-Penrose inverse, $e^{A t}$ clculation, Laplace's method for FTA (Fundamental Theorem of Algebra), Bézoutian formulation of the Resultant, and etc.

### 1.5.4. Overflow Detection for Multiple P-adic Data Type

$P$-adic Arithmetic (Hensel code) can be used for rational number computation to avoid rounding (truncation) errors. But during the implementation process, it usually needs an enormous length of the $P$-adic sequence digits to maintain the accuracy of the results. That will obviously decrease the efficiency of the calculation. Multiple $P$-adic data type [22] can realize parallel calculation among multiple CPU cores and each calculation process is independent. This can significantly decrease the calculation time, when there are sufficient CPU cores. The Multiple $P$-adic data type is based on the Chinese remainder theorem and Hensel code. In 1981, John F. Morrison [23] introduced the concept of Multiple $P$-adic algorithm, which is based on the multiple-modulus arithmetic proposed by D. Matula and C. Gregory [28]. In 1993, Carla Limongelli and Hans Wofgang Loidl [4] gave the description of arithmetic for multiple $P$-adic sequences. Koc [25] had published a series of papers about Parallel $P$-adic algorithm for linear systems. The Multiple $P$-adic data type has the same overflow problem with Hensel code. If the total length of the Multiple $P$-adic sequence (a more accurate description is the product of $p_{i}^{r}, p_{i}$ means the prime base and $r$ means the $p_{i}$-adic sequence length) is not sufficient enough, the converted rational number will be meaningless. This situation is called overflow problem. We have developed an overflow detection method to check whether the overflow problem happened during the single $P$-adic (Hensel code) sequence calculation process [6]. The method can identify whether the overflow situation happened just by the prime $P$ and the sequence digits themselves. But with this method some digits should be sacrificed as identification parts. This method can still be used on Multiple $P$ adic overflow detection. However according to the property of the Multiple $P$-adic data
type, we have improved the previous method. And with this improved method we will sacrifice fewer digits as verification parts and meanwhile greatly decrease the error rates for detecting results.

### 1.5.5. Proactive Self - defense Algorithm

To protect the distributed high performance computing (HPC) systems from attacks, we need to consider two defense levels: data and system. At the data level, we develop predefined data self-correction methods to detect and recover compromised computational data. At the system level, we implement monitoring and detection tools to discover exploitable vulnerabilities proactively and to make the HPC systems robust against cyber-attacks. An efficient proactive self-defense algorithm was developed based on multiple $P$-adic data structure, in which ADU (Application Data Unit) [39] attacks occurred, and how to enable the computation process to detect data being compromised and still deliver the correct results. The operation process implemented with multiple $P$ adic data type can be separated into several parallel sub-processes. Each sub-process can be allocated in different nodes of a HPC system and each sub-process is operated independently by computing nodes. If some sub-processes have been compromised and the data is distorted, algorithms [35] can be leveraged to identify the abnormality. Further, if the number of sub-processes with errors does not pass a given threshold, the subprocesses with errors can be identified and the correct results can still be obtained [36]. If this data type is implemented on huge integer or rational number computing, the operation time cost will be efficient. Both linear and non-linear calculation processes can be applied with multiple $P$-adic data type instances. The algorithm for data selfcorrection comes from the redundant residue number system (RRNS) [34]. Using the
multiple $P$-adic data type, we define a prime $\operatorname{set} p \sim\left\{p_{1}, p_{2}, \cdots, p_{k}\right\}$. With $k$ primes, we can make sure to avoid the overflow situation [38]. Nonetheless, during the implementation, we set $p \sim\left\{p_{1}, p_{2}, \cdots, p_{k}, p_{k+1}, \cdots p_{n}\right\}$, where the $\left\{p_{k+1}, \cdots p_{n}\right\}$ part is the redundant portion. According to Mandelbaum's theory [36, 40, 41], if $\frac{n-k}{2}$ or less sub-processes are changed/compromised due to attacks, we can identify the compromised sub-processes and still get the correct results. The main idea is to compare the decoded values from all the combinations of $C_{n}^{k}$ among the nodes. The details will be given in section 5.3 as well as examples to explain how the algorithm works.

## Chapter 2

## P-adic Arithmetic

### 2.1. Overview

Usually we are familiar with the 10-base number system, but in our everyday life, we also use 60- base (seconds \& hours) and 12- base (dozen of eggs) number systems. For computer science professionals, we get used to the binary number system. Numbers can be represented by different formats. P-adic is to represent rational number by the prime base system with integer sequence. For example, if we choose 3 as the prime base $P$,

$$
\begin{gathered}
7=P^{0}+2 P^{1}+0 P^{2}+0 P^{3}+\cdots \\
75=0 P^{0}+P^{1}+2 P^{2}+2 P^{3}+0 P^{4} \cdots
\end{gathered}
$$

It is not hard to transform a positive integer into P -adic sequence, but how to represent a negative number and how to represent a fraction number? The algorithm has been given by Bachman [10] as follows,

For $\alpha=\frac{a}{b} P^{n}, a, b, n \in \mathbb{z}, b \neq 0, \operatorname{GCD}(a, b), \operatorname{GCD}(a, P), \operatorname{GCD}(b, P)=1, i=0$
Step 1. $\alpha \bmod P=a_{i}$
Step 2. $\alpha=\left(\alpha-a_{i}\right) / P, i=i+1$, go to Step 1 to get $a_{i}$
Continue Step 1 and Step 2, to get P-adic sequence
Finally, $\alpha=P^{n} \cdot \sum_{i=0}^{\infty} a_{i} P^{i}=\sum_{i=n}^{\infty} a_{i-n} P^{i}$

Figure 2.1 Bachman Algorithm

Tips: $a / b \bmod P, b \neq 1$ is calculated by this: find $c \cdot b \bmod P \equiv 1$, the answer equals to $c \cdot a \bmod P$.

The $P$-adic sequence for $\frac{a}{b} P^{n}$ will have the form as the following ${ }^{[15]}$ :

$$
\begin{array}{cc}
a_{n} a_{n+1} \cdots a_{-2} a_{-1} \cdot a_{0} a_{1} a_{2} \cdots & \text { for } n<0 \\
. a_{0} a_{1} a_{2} \cdots & \text { for } n=0 \\
.000 a_{0} a_{1} a_{2} \cdots & \text { for } n>0
\end{array}
$$

Conventionally, we write $P$-adic sequence as,

$$
a_{i-n} a_{i-n+1} \ldots \quad \text { point }=\mathrm{n}
$$

$$
\text { point means the position of } a_{0} \text {. }
$$

Here is the process for conversing $\frac{1}{5}$ to 3 -adic sequences as given in Table 2.1,

|  | Input fraction | Module | Fraction For next Loop |
| :--- | :--- | :--- | :--- |
| Loop 1 | $1 / 5$ | $1 / 5 \bmod 3=2$ | $(1 / 5-2) / 3=-3 / 5$ |
| Loop 2 | $-3 / 5$ | $-3 / 5 \bmod 3=0$ | $(-3 / 5-0) / 3=-1 / 5$ |
| Loop 3 | $-1 / 5$ | $-1 / 5 \bmod 3=1$ | $(-1 / 5-1) / 3=-2 / 5$ |
| Loop 4 | $-2 / 5$ | $-2 / 5 \bmod 3=2$ | $(-2 / 5-2) / 3=-4 / 5$ |
| Loop 5 | $-4 / 5$ | $-4 / 5 \bmod 3=1$ | $(-4 / 5-1) / 3=-3 / 5$ |
| $\ldots .$. |  |  |  |

Table 2.1: P-adic Sequence Coding Process

All rational numbers can be represented as,

$$
Q(P)=a_{-m} P^{-m}+\cdots+a_{-1} P^{-1}+a_{0}+a_{1} P^{1}+\cdots+a_{n} P^{n}+\cdots, a_{i} \in[0, P-1]
$$

Can be written as,

$$
\begin{gathered}
\alpha=\sum_{i=-m}^{\infty} a_{i} P^{i} \\
a_{i} \in[0, P-1] ; m, n \in \mathbb{Z} ; P \text { is a prime number. }
\end{gathered}
$$

$$
\text { Then note } Q(P)=a_{-m} \cdots a_{0} \cdots \text { point }=-m
$$

### 2.2. P-adic Arithmetic [7] [15]

The P-adic arithmetic is quite similar to the decimal arithmetic. They both need to carry digits from low to high. In the decimal number system, such as 365 , the lower digits are written from right to left. While for P-adic number system, such as $\frac{1}{6}=.1404040 \ldots$ where $P=5$, the lower digits are written from left to right. The calculation process will have some difference.

### 2.2.1. Addition/Subtraction

The addition of $P$-adic numbers is similar to the binary numeral addition. The difference is modulo $P$.

The addition process is calculating from left to right. Here is an example of computing $1 / 6+1 / 2=2 / 3$ for $\mathrm{P}=5$ :

$$
\frac{1}{6}=.140404040 \cdots \quad \frac{1}{2}=.32222222 \ldots
$$

In the addition operation process, the position of the point should be kept in alignment.

$$
\begin{aligned}
& .140404040 \cdots \\
& .322222222 \cdots \\
& \hline .413131313 \cdots
\end{aligned}
$$

We can check that

$$
\frac{2}{3}=.413131313 \ldots
$$

Subtraction is also an addition process. First we use recursive ways to get the opposite sequences subtracted then do an addition:

$$
\alpha-\beta=\alpha+(-\beta)
$$

### 2.2.2. Multiplication/ Division

The multiplication of P -adic numbers is also similar to binary multiplication. The difference is also that $P$-adic multiplication is calculating from left to right.

The point of the multiplication result equals to point1 + point2. (point1 and point2 means the value of point for multiplicand/dividend P -adic sequence and multiplicator/divisor P adic sequence )

Here is an example of $\frac{2}{3} \times \frac{1}{6}=\frac{1}{9}$, where $\mathrm{P}=5$ :

$$
\frac{2}{3}=.413131313 \cdots \quad \frac{1}{6}=.140404040 \cdots
$$

The multiplication operations can be showed following,

(This example came from Koc[15].)

Check the P-adic expansion of $1 / 9$, they are the same,

$$
\frac{1}{9}=.4201243201243 \ldots .
$$

Division can also be done by multiplication process. First we use recursive method to get the inverse of dividend then do a multiplication.

The point for division equals to point 1 - point 2 .

P-adic sequence is infinite. It is not possible to use this theory directly in computers. Computer architecture is a finite system. The way of using P-adic arithmetic is to find a way of using finite P -adic sequence to represent fraction numbers. There are two ways for doing that: periodicity of the P -adic sequence and finite P -adic arithmetic (Hensel code).

## Chapter 3

## Implementation with P-adic Arithmetic

### 3.1 Periodicity of the P-adic Expansion

It is known that a real number is rational if and only if its decimal expansion is periodic. Similarly, a $P$-adic number is rational if and only if its $P$-adic expansion is periodic. Consequently, since we are primarily interested in the $P$-adic expansions of rational numbers, we will be dealing only with P-adic expansions which are periodic. The expansion eventually repeats to the right. That is, if $\alpha$ is a rational number, then it has a repeating pattern of $a_{i} P^{j}$ in its $P$-adic expansion, i.e., it is of the form

$$
\alpha=. A_{0} \cdots A_{s} \overline{a_{0} \cdots a_{n-1}}
$$

with periodic length $n$. It can give the sufficient number of digits for exact computation [26]. Let us observe what happens after the arithmetic operations of two $P$-adic sequences, and discuss the periodicity of a resulted $P$-adic sequence from arithmetic operation in $P$-adic field.

From the Table 2.1, the values on loop 1 and loop 5 of Fraction for next loop are both 3/5. This means there will have the period circle. The periodicity of $1 / 5$ on 3 -adic is 4 : $.2 \overline{0121}$.

As described in Koc[15], the series

$$
1+p+p^{2}+p^{3}+\cdots
$$

converges to $\frac{1}{1-p}$ in the $p$-adic norm. Now, as an example, consider the power series expansion

$$
\begin{aligned}
\alpha= & 2+3 p+p^{2}+3 p^{3}+p^{4}+3 p^{5}+p^{6}+\cdots \\
& =2+\left(3 p+p^{2}\right)\left(1+p^{2}+p^{4}+\cdots\right)
\end{aligned}
$$

Since $1+p^{2}+p^{4}+\cdots$ converges to $\frac{1}{\left(1-p^{2}\right)}$, we have

$$
\alpha=2+\frac{3 p+p^{2}}{1-p^{2}} .
$$

Shan gave the decoding formula in [26] [27].

For a P-adic sequence.$A_{1} \ldots A_{s} \overline{a_{1} \ldots a_{n}}$, the decoding process is,

$$
\begin{aligned}
\alpha=A_{1} \times P^{0} & +A_{2} \times P^{1}+\cdots+A_{s} \times P^{s-1}+\left(a_{1} \times P^{0}+a_{2} \times P^{1}+\cdots+a_{n} \times P^{n-1}\right) \\
& \times \frac{P^{s}}{1-P^{n}}
\end{aligned}
$$

$P$ is the prime for the $P$-adic expansion.

For example:

$$
.2 \overline{0121}=2 \times 3^{0}+\left(0 \times 3^{0}+1 \times 3^{1}+2 \times 3^{2}+1 \times 3^{3}\right) \times \frac{3}{1-3^{4}}=\frac{1}{5} .
$$

The property of periodicity of P -adic sequence makes it possible to use a finite sequence to represent a fraction number. But there are still issues for implementing the P -adic arithmetic in practice. We need to find an algorithm to determine the period length for the result of the P-adic arithmetic operations. Based on the algorithm, we can choose how long the entry P-adic sequence length should be for the calculation process. Through Shan's $[26,27]$ theory, we get the theorem as the following:

If the periods of two entry P -adic sequences are $m$ and $n$, for addition/subtraction operation, the maximum length of periodic part is $\operatorname{LCM}(n, m)$; for multiplication operation, the maximum length of periodic part is $\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.

The proof process is as the following:

## Addition/Subtraction [27]

Assume that we have two $P$-adic sequences $(s<t)$

$$
\begin{aligned}
& a=A_{0} \cdots A_{s} \overline{a_{0} \cdots a_{n}} \\
& b=. B_{0} \cdots B_{t} \overline{b_{0} \cdots b_{m}}
\end{aligned}
$$

Line up these two sequences and set $a_{t-s+1}=c_{1}$, we get

$$
\left.\begin{array}{lll}
A_{1} A_{2} \ldots A_{s} a_{1} \ldots a_{t-s} & c_{1} \cdot & c_{n} c_{n+1} \ldots c_{2 n} \ldots \\
B_{1} & \ldots B_{t} & b_{1}
\end{array} \right\rvert\, b_{m} b_{m+1} \ldots b_{2 m} \ldots .
$$

Let's consider the right side of the vertical stroke line. Suppose two integer $x, y$ satisfy the condition that $x \neq y$ and $c_{x}+b_{x}=c_{y}+b_{y}$.
$\because c_{i}$ and $b_{j}$ can be any numbers
$\therefore$ In the worst case, we must make sure that

$$
\begin{gathered}
x=k_{1} \times n+i=k_{2} \times m+j \\
y=k_{3} \times n+i=k_{4} \times m+j \\
\Rightarrow x-y=\left(k_{1}-k_{3}\right) \times n=\left(k_{2}-k_{4}\right) \times m
\end{gathered}
$$

This means $x-y$ must be exactly divisible by $n$ and $m$, the smallest integer which satisfies this requirement is the least common multiple of $n$ and $m$.

Conclusion: In addition/subtraction, the maximum length of periodic part is: $\operatorname{LCM}(n, m)$.

## Multiplication

$$
\begin{aligned}
& a \times b=. A_{1} \ldots A_{s} \overline{a_{1} \ldots a_{n}} \times . B_{1} \ldots B_{t} \overline{b_{1} \ldots b_{m}} \\
& =. A_{1} \ldots A_{s} \overline{a_{1} \ldots a_{n}} \times . B_{1} \ldots B_{t}+. A_{1} \ldots A_{s} \overline{a_{1} \ldots a_{n}} \times .0 \ldots 0 \overline{b_{1} \ldots b_{m}} \\
& =\underbrace{. A_{1} \ldots A_{s} \overline{a_{1} \ldots a_{n}} \times . B_{1} \ldots B_{t}}_{1}+\underbrace{. A_{1} \ldots A_{s} \times .0 \ldots 0 \overline{b_{1} \ldots b_{m}}}_{2}+\underbrace{.0 \ldots 0 \overline{a_{1} \ldots a_{n}} \times .0 \ldots{ }^{t} .0 \overline{b_{1} \ldots b_{m}}}_{3}
\end{aligned}
$$

It's obviously that the result of Part 1 and Part 2 has a periodic part of $n$ and $m$ digits respectively. According to the previous conclusion we get from addition, the resulted $P$ adic sequence for (Part $1+$ Part 2) has a periodic part of $\operatorname{LCM}(n, m)$ digits.

Part 3:

$$
\begin{aligned}
& .0 . .0 \overline{a_{1} \ldots a_{n}} \times 0 . \ldots\left(. .0 b_{1} \ldots b_{m}\right. \\
& =\left(. a_{1} \ldots a_{n}\right) \times\left(1+p^{n}+p^{2 n}+\ldots+p^{m}\right) \times\left(. b_{1} \ldots b_{m}\right) \times\left(1+p^{m}+p^{2 m}+\ldots+p^{\infty}\right) \times p^{s+1} \\
& =\underbrace{\left(. a_{1} \ldots a_{n}\right) \times\left(b_{1} \ldots b_{m}\right) \times p^{s+1}}_{4} \times \underbrace{\left(1+p^{n}+p^{2 n}+\ldots+p^{\infty}\right) \times\left(1+p^{m}+p^{2 m}+\ldots+p^{s}\right)}
\end{aligned}
$$

Part 4 is a constant and Part 5 is the one we need to focus on.

$$
\begin{aligned}
& \left(1+p^{n}+p^{2 n}+\ldots+p^{\infty}\right) \times\left(1+p^{m}+p^{2 m}+\ldots+p^{\infty}\right) \\
& =.10^{n-1} \ldots 010^{n-1} . .0 \ldots \times .10^{m-1} . .010 \ldots 0 \ldots
\end{aligned}
$$

To determine the periodic length of multiplication is to find the period of Part 5, it also means to find the period of the following result:

For easy understanding, here is a specific example of $m=6, n=4$ :

$$
\begin{aligned}
& \underbrace{10000 \ldots}_{m} 10000 \ldots \\
\times & \underbrace{10000 \ldots}_{n} 10000 \ldots
\end{aligned}
$$

## 10000010000010000010000010000010000010000

 $\mathrm{n}=4$1000001000001000001000001000001000001 n=4

100000100000100000100000100000100 $\mathrm{n}=4$ 10000010000010000010000010000 $\mathrm{n}=4$ $\frac{1000001000001000001000001}{n=4}$
$\underbrace{100000100000100000100}_{\mathrm{n}=4}$ $\underbrace{10000010000010000}_{\mathrm{n}=4}$
$\underset{\mathrm{n}=4}{1000001000001}$ $\frac{100000100}{n=4}$
$\frac{10000}{n=4}$

We can view the result by the number of blocks as the following:


From the graph, there are only two kinds of number blocks, which are:


$$
B=\overbrace{1 \begin{array}{l}
100000100000 \\
000010000010 \\
001000001000
\end{array}}^{L C M(6,4)}
$$

The heights of $A$ and $B$ are $\frac{L C M(m, n)}{n}=3$. The result can be shown by $A$ and $B$ as the following:

| A B B | B B B | B | $B$ B |
| :---: | :---: | :---: | :---: |
|  | $B \rightarrow B$ | B |  |
|  | A B | $B$ | $B$ |
|  |  | $B$ B | $B$ |
|  |  | $A B$ | $B$ B |
|  |  |  | A B |
|  |  |  | A B |
|  |  |  |  |

We can move the position of $A$ for better analysis, while not change the final answer as the following:


If we want to define the periodic length of Part 5, we can get that from determining the periodic length of two parts:

Part $A$ is $A|A| A|A| A|A| A \mid A$, whose periodic length is the length of $A$, equaling to $\operatorname{LCM}(m, n)$.

## Part B is

| $\square$ | $B$ | $B$ | $B$ | $B$ | $B$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

$\square \square \square$
$\square$
$\square$$|$
whose periodic length will be $\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.

Thus, the total periodic length will be:

$$
\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)
$$

## Proof:

Assume $m \geq n, m, n \in N$

For the two $P$-adic sequences:

$$
\begin{aligned}
m: & \underbrace{10000 \ldots}_{\mathrm{m}} 10000 \ldots \\
n: & \underbrace{10000 \ldots}_{\mathrm{n}} 10000 \ldots
\end{aligned}
$$

The multiplication is following:

$$
\begin{aligned}
& \underbrace{10000 \ldots}_{\mathrm{m}} 10000 \ldots \\
\times & \underbrace{10000 \ldots 10000 \ldots}_{\mathrm{n}}
\end{aligned}
$$

$$
\begin{aligned}
& n
\end{aligned}
$$

$$
\begin{aligned}
& \text { n } \\
& \overbrace{\underbrace{m}_{000 . .1000 . .1000 . . . . .1000 . . .1000 . . .1000 . . . . .1000 . .1000 . . .1000 . . . . . . ~} \overbrace{1}^{m} \overbrace{m}^{m} \overbrace{m}^{m} \overbrace{m}^{m}}^{m}
\end{aligned}
$$

$$
\begin{aligned}
& \text {... }
\end{aligned}
$$

Following the above example, we can transform the result into number blocks,

## Part A:



Part B:


$$
\boxed{B}=\overbrace{\begin{array}{l}
\overbrace{1 . .0 . .1 . .}^{L C M(m, n)} \\
0 . .0 . .1 . . \\
\ldots \\
0 . .0 . .1 . .
\end{array}}
$$

For the Part B, after the sum, it will become a natural number sequence for the basic elements $\boxed{B}$, as the following:

$$
\begin{array}{lllll}
\hline B & 2 \boxed{B} & 3 \boxed{B} & 4 \boxed{B} & \cdots
\end{array}
$$

Theorem 3.1.1. For a natural number sequence, if it is transformed into a $P$-adic field, and the carry is from left to right, the resulting sequence will be periodic and the periodic length is $P-1$.

A specific example in 5-adic field:

| Natural number sequence $\boldsymbol{N}$ | $\boldsymbol{S}_{\mathbf{0}}$ | $\boldsymbol{S}_{\mathbf{1}}$ | $\boldsymbol{S}_{\mathbf{2}}$ | $\boldsymbol{S}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{1}$ | 1 |  |  |  |
| $\mathbf{2}$ | 2 |  |  |  |
| $\mathbf{3}$ | 3 |  |  |  |
| $\mathbf{4}$ | 4 |  |  |  |
| $\mathbf{5}$ |  | 0 |  | 5 |
| $\mathbf{6}$ |  | 2 | 4 | 0 |
| $\mathbf{7}$ |  | 3 | 4 | 0 |
| $\mathbf{8}$ |  | 4 | 4 | 0 |
| $\boldsymbol{9}$ |  | 0 | 4 | 5 |
| $\mathbf{1 0}$ |  | 2 | 8 | 0 |
| $\mathbf{1 1}$ |  | 3 | 8 | 0 |
| $\mathbf{1 2}$ |  | 4 | 8 | 0 |
| $\mathbf{\ldots}$ |  | $\ldots$ | $\ldots$ | $\ldots$ |
| $\mathbf{4 n + 1}$ |  | 0 | $4(n-1)$ | 5 |
| $\mathbf{4 n + 2}$ |  | 2 | $4 n$ | 0 |
| $\mathbf{4 n + 3}$ |  | 3 | $4 n$ | 0 |
| $\mathbf{4 n + 4}$ |  | 4 | $4 n$ | 0 |
| $\mathbf{\ldots}$ |  | $\ldots$ | $\ldots$ | $\ldots$ |

By generalizing this on any $P$-adic field, the table will be the following:

| Natural number sequence $N$ | $S_{0}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |
| 2 | 2 |  |  |  |
| 3 | $\ldots$ |  |  |  |
| ... | $\begin{gathered} \hline P_{-} \\ 1 \\ \hline \end{gathered}$ |  |  |  |
| $\boldsymbol{P}$ |  | 0 |  | $P$ |
| $P+1$ |  | 2 | $P-1$ | 0 |
| $P+2$ |  | 3 | $P-1$ | 0 |
| ... |  | $\ldots$ | ... | ... |
| 2P-2 |  | $P-$ 1 | P-1 | 0 |
| 2P-1 |  | 0 | $P-1$ | $P$ |
| $2 P$ |  | 2 | $2(P-1)$ | 0 |
| $2 P+1$ |  | 3 | $2(P-1)$ | 0 |
| ... |  | $\ldots$ | $\ldots$ | .. |
| $n P-n$ |  | $\begin{gathered} P- \\ 1 \\ \hline \end{gathered}$ | $\begin{gathered} (n-1)(P- \\ 1) \\ \hline \end{gathered}$ | 0 |
| $n P-n+1$ |  | 0 | $\begin{gathered} (n-1)(P- \\ 1) \\ \hline \end{gathered}$ | $P$ |
| $n P-n+2$ |  | 2 | $n(P-1)$ | 0 |
| $n P-n+3$ |  | 3 | $n(P-1)$ | 0 |
| $\ldots$ |  | $\ldots$ | $\ldots$ | $\ldots$ |
| $n P-n+P-1$ |  | $P-$ 1 | $n(P-1)$ | 0 |
| ... |  | $\ldots$ | $\ldots$ | ... |

From the above table, it is shown that the natural number $N=S_{0}+S_{1}+S_{2}+S_{3} . S_{0}$ is limited. It is not hard to find that after $P$-adic transform, $S_{1}$ will have the period of $P-1$, and $S_{2}+S_{3}$ will become 0 sequences. Thus, the period of the natural sequence will be $P$ -1 .

Theorem 3.1.2. For a natural number sequence of $\mathbb{X}$, which is also built by number sequences with digit length 1 and within periodic length r , if it is transformed into a Padic field, and the carry is from left to right, the resulting sequence will be periodic and the periodic length is $l \times\left(P^{r}-1\right)$.

Let us show this by an example: Convert the sequence 111122223333444455556666 ... into 3-adic field:

$$
\begin{aligned}
& \text { Here: } l=4, r=1, P=3 \\
& l \times\left(P^{r}-1\right)=4 \times 2=8
\end{aligned}
$$

We can verify this by converting the number 111122223333444455556666 ... into 3adic sequence: $.11112222 \overline{01112222}$, which has the periodic length 8 .

Another example, covert the sequence 1010202030304040 ... into 2-adic field:

$$
\begin{aligned}
& \text { Here: } l=4, r=2, P=2 \\
& l \times\left(P^{r}-1\right)=4 \times 2=12
\end{aligned}
$$

Verification: covert the number 1010202030304040 ... into 2-adic sequence.$\overline{1010010111110}$, which has the periodic length 12 .

The proof of Theorem 2 will be similar with the proof of Theorem 1.

From Theorem 2, if the period within $B$ is $C_{B}$, we can get the period of Part $B$ directly as $\operatorname{LCM}(m, n) \times\left(P^{C_{B}}-1\right)$.

Next step is to find the $C_{B}$ :

$$
G C D(m, n)
$$

The elements $B$ can be divided into less length structures $\overbrace{x_{i j}}$, where $(1 \leq i \leq$ $\left.\frac{\operatorname{LCM}(m, n)}{\operatorname{GCD}(m, n)}, 1 \leq j \leq \frac{L C M(m, n)}{n}\right)$, which is the largest number sequence that can be divided into the basic elements of the $B$.

The reason for choosing $\overbrace{x_{i j}}^{G C D(m, n)}$ as basic structure of $B$ is the following:

The height of the elements $\sqrt[B]{ }$ is $\frac{\operatorname{LCM}(m, n)}{n}$, within element $\sqrt{B}$, for each column $\operatorname{GCD}(m, n) \times \frac{\operatorname{LCM}(m, n)}{n}=m$, which means $\sum_{j=1}^{\frac{\operatorname{LCM}(m, n)}{n}}$ length $\left(x_{i j}\right)=m$, where $m$ is the $\operatorname{GCD}(m, n)$
period length of the first $P$-adic sequence. For the same $i, \quad \widetilde{x}_{i j}$ will be the different parts from dividing same period of first $P$-adic sequence.

It can be shown that:

$$
\operatorname{Sum}\left(x_{i 1}+\sqrt[x_{i 2}]{ }+\cdots+\sqrt{\frac{x_{i L M(m, n)}}{n}}\right)=\operatorname{Sum}\left(x_{j 1}+x_{j 2}+\cdots+\sqrt{x_{j \frac{L C M(m, n)}{}}^{n}}, i \neq j\right.
$$

From above, the period within elements $B$ is $\operatorname{GCD}(m, n)$.

Then, $C_{B}=G C D(m, n)$, and the period of Part $B$ is $\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.

The total period of (Part $A+$ Part B) is:
$M\left(\operatorname{LCM}(m, n), \operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)\right)=\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.
$\because$ The length of (Part $1+$ Part 2$)$ is $\operatorname{LCM}(m, n)$, Part 4 is a constant and Part 5 is
$\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.
$\therefore$ The total length of (Part $1+$ Part $2+$ Part $4+$ Part 5$)$ is
$\operatorname{LCM}\left(\operatorname{LCM}(m, n), \operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)\right)=\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$.
$\Rightarrow$ The total period for multiplication is

$$
\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right) .
$$

The length of periodicity for multiplication is too large. For 32-bits, the prime $P$ is chosen as 46337 and 64-bits as 2147483647. By the formula of $\operatorname{LCM}(m, n) \times\left(P^{G C D(m, n)}-1\right)$, it is impossible to set the sequence length.

### 3.2. Finite P-adic Number System (Hensel Code)

Hensel code was introduced by Krishnamurthy [8][32]. The idea is to use finite P-adic sequence to represent the fraction number. According to the theory:

For a rational number $\frac{b}{a}, \operatorname{GCD}(a, b)=1$, if P-adic sequence length $r$ satisfying $\max (a, b) \leq \sqrt{\frac{P^{r}-1}{2}}$, first $r$ length of the P-adic sequence of this rational number can be
uniquely used to represent this rational number. And the P -adic sequence can be conversed back to the original rational number.

The Krishnamurthy's idea is to reflect the finite P -adic sequence in Farey rationals [32]. The following quotation part is coming from [17] and it will give great help on understanding Krishnamurthy's conversion algorithm.

The notation $|x|_{p},|X|_{p}$ will be used to denote the residue of integer $x$ and matrix $X$ with respect to positive integer $p$, via

$$
\begin{aligned}
& |x|_{p}=x \bmod p \\
& |X|_{p}=X \bmod p
\end{aligned}
$$

Hence if $0<a<p$, then there exists a unique integer $b, 0<b<p$ such that

$$
a b \equiv 1 \bmod p
$$

The integer $b$ is called the inverse of $a$ modulo $p$ and is denoted by $|a|_{p}^{-1}$. This permits us to have a unique representation for integers in the range $\frac{-(p-1)}{2}$ to $\frac{(p-1)}{2}$.

The following function value maps the residue of $a, 0 \leq a<p$, to the corresponding positive or negative integer

$$
\operatorname{value}(a)= \begin{cases}a & \text { if } a \leq \frac{(p-1)}{2} \\ -(p-a) & \text { otherwise }\end{cases}
$$

Bound $(A x=b)$ means that during the calculation of $A x=b$ the largest denominator or numerator will show out.

In the $P$-adic representation $a_{1} a_{2} a_{3} \cdots a_{r} e, e$ means the position of radix point.

$$
I(m)=\sum_{i=0}^{r} a_{i} p^{i}
$$

$r$ means the length of the P -adic expansion.

A rational number $\frac{a}{b}(0 \leq b<p, 0<a<p)$ can therefore be represented in the form $\left|b a_{p^{-1}}\right|_{p}\left(\left|b a_{p^{-1}}\right|_{p}=\frac{b}{a} \bmod p\right)$, if $k a$ is known, then the rational number can be converted back by:

$$
\frac{1}{k a}\left|k a b a_{p^{-1}}\right|_{p} \quad|k a|,|k b| \leq p "[17]
$$

The Krishnamurthy's algorithm is as the following [7]:

Step1. Change all the rational numbers into $P$-adic series and record $m_{1}$, which is the LCM of all the denominators. Make sure the series length $r$ satisfying $\sqrt{\frac{p^{r}-1}{2}} \geq$ Bound $(A x=b)$.

Step2. Using P-adic \& Hensel codes arithmetic to get the solution of $A x=b$, record $m_{2}$ which is the product of $P$-adic expansions and used as divisor during the calculation process.

Step3. $k=m_{1} m_{2}$, make sure $m_{1} m_{2} \cdot \max ($ numerators, denominators $) \leq p^{r}$. Then we can use the way mentioned before to convert P-adic series into rational number.

Step4. Convert the output entries to fraction numbers using:

$$
\alpha=p^{e} \frac{\operatorname{value}\left(I\left(m_{c} \cdot m_{\alpha}\right) \bmod p^{r}\right)}{\operatorname{value}\left(I\left(m_{c}\right)\right)}
$$

In 1982, Dixon [12] introduced an algorithm to reflect the finite P-adic sequence in Continued Fraction. The algorithm is based on Euclidean algorithm. Miola also mentioned it [13]. Koc did a summary [25]. For a finite $p$-adic sequence . $a_{1} a_{2} \cdots a_{i}$,


Figure 3.1 Euclidean Algorithm

There is also a condition given from Dixon. Define $\frac{a}{b}, \operatorname{GCD}(a, b)=1$ and $\delta=$ $\max (a, b)$, if $\delta$ satisfies $\delta \leq \lambda \sqrt{p^{r}}\left(\lambda=0.618 \cdots\right.$ is a root of $\left.\lambda^{2}+\lambda-1=0\right), r$ means the $p$-adic sequence length, we can use the decoding algorithm to get the rational number back.

For finite P-adic number system, Krishnamurthy's theory supplied a good idea to separate the data structure from the math algorithm. While Dixon's theory gave a better idea to convert finite P-adic sequence back to rational number. We combined these theories and supply an algorithm called Dixon-Krishnamurthy Algorithm (D-K algorithm).

### 3.3. Dixon-Krishnamurthy Algorithm [16]

Dixon- Krishnamurthy algorithm (D- K algorithm) is based on Dixon and Krishnamurthy theory. D- K algorithm includes conversion between rational number and $P$-adic sequence, length $r$ prediction and overflow detection. $\mathrm{D}-\mathrm{K}$ algorithm is a data structure algorithm. Other math algorithm can directly use this algorithm, with little changing.

### 3.3.1. Algorithm Implementation Process

In computer representations, there are different types of integers, such as short, int, long, and double. Each type has its own range. For example, the range of short is [ $-32768,32767]$. If there is a number larger than 32767 , during the computing process, errors will come. The solution is using other type with larger range, such as long. The range of long is [ $-2147483648,2147483647$ ]. Similarly, there are data types for Padic number setting. And the rage set is decided by both the selected prime and number sequence length $r$. It is proved that the Hensel code is unique, as long as the absolute value of the numerator or denominator does not exceed $\sqrt{\left(p^{r}-1\right) / 2}$. For example, when $p=2 \& r=5, \sqrt{\frac{\left(p^{r}-1\right)}{2}}=3.93$, the rage of number can be used is

$$
\left[\begin{array}{ccccc}
-\frac{3}{1} & -\frac{2}{1} & \frac{1}{1} & \frac{2}{1} & \frac{3}{1} \\
-\frac{3}{2} & -\frac{1}{2} & 0 & \frac{1}{2} & \frac{3}{2} \\
-\frac{2}{3} & -\frac{1}{3} & 0 & \frac{1}{3} & \frac{2}{3}
\end{array}\right]
$$

If the number out of this range is needed, the $p \& r$ setting should be changed.

Step 1. Predict Expansion Length $r$.

As Dixon's theory: $\delta \leq \lambda \sqrt{p^{r}}, \delta$ means the largest integer among denominators and numerators would show out during the calculation process, $(\lambda=0.618 \cdots$ is a root of $\lambda^{2}+\lambda-1=0$ ),

$$
r=\frac{2 \log (\delta / \lambda)}{\log (p)}
$$

When meeting some matrix computation systems, which can predict the bound, this formula supplies a way to predict the length of the $P$-adic sequence.

For example, to predict the $r$ for calculating inverse for $n$ by $n$ matrix $A$, by Hadamard's inequality, as given in [19].Assume $m$ is the largest integer among the numerators and denominators in matrix $A$, the largest integer $\delta$ during the calculation process will be less than the product of the Euclidean lengths of its row vectors. $\delta \leq n^{\frac{n}{2}} m^{n}$,

$$
\text { so } r=\frac{2 \log \left(n^{\frac{n}{2}} m^{n} / \lambda\right)}{\log p}
$$

For the prediction issue, we will discuss more on the following chapters.

Step 2. Convert All Rational Numbers into P-adic Expansions

After defining $P \& r$, all the rational numbers will be converted into Hensel codes by $P \& r$. Use $P$-adic arithmetic to do calculation. Then the Hensel code result will be given.

## Step 3. Result Verification and Convert back into Rational Numbers

Theorem 3.3.1 Using D- K Algorithm, for matrix calculations, if there are only addition, subtraction, multiplication or division operations, the P-adic sequence result by using length $r(r \geq 2)$, will be equal to the first $r$ sequence of the P -adic sequence result by using length $r+k(k \geq 0)$, only if during calculation process, no P -adic sequence is used as dividend which has the form of all zero in sequence (convert to rational number will has form of $p^{r} / x$. ( $p$ is the Prime used by P-adic sequence, $x \in \mathbb{Z}, x \neq 0, x \neq$ $0 \bmod p))$.

The proof process will be described on the overflow detection section.

The result verification is based on the following simple idea: for a rational number $a / b$, if the length R is enough for P -adic sequence, then the conversation from P -adic sequence $R$ and $R+1$ should be the same rational number. (This verification cannot make sure the accuracy exactly, but for practical implementation it is good enough).

The Euclidean algorithm will be used to convert $P$-adic expansions back into rational numbers.


Figure 3.2 Dixon - Krishnamurthy Algorithm Overview Flowchart

### 3.3.2. P-adic Arithmetic Using Long- digit Method

When $\mathrm{D}-\mathrm{K}$ algorithm is implemented on computer, the computer resource is limited.

The prime P and length r is also limited. We have proved that: if we keep the prime $P$ of the $P$-adic series satisfying $P^{2}<m \& r<m+2-P$ (m means the largest integer of kind of computer data type, $r$ means the length of the P -adic expansions). We can keep the arithmetic of addition, subtraction, multiplication and division under the long integer variables, which will greatly improve the efficiency at the practice level.

For the 32-bit computer architecture, for int data type the $P$ is chosen as $46337, r<$ 2147437310. For the 64-bit computer architecture, for int data type the P is chosen $2147483647, r<9223372036854775807$.

The proof process is given in Appendix B.

### 3.3.3. Predict P-adic Expansion r for Complex Matrix System

If a matrix calculation system is too complex to predict the bound integer, we will do another calculation process for $\mathrm{D}-\mathrm{K}$ algorithm. We will try to make a relationship between data size and P-adic expansion length $r$. The process will be changed to as Figure 3.3.


Figure 3.3 D- K Algorithm Improved Flow Chart

Actually, we need to choose a bigger $r$ as the matrix size gets bigger, the choice of $r$ can be determined by running experiments. The following is an example for calculating 1000 Moore-Penrose inverse, at the different length and to get the accuracy, where we select:

$$
P=2147483647
$$

The range of the denominator or numerator on the input matrix is random from -50 to 50 .

| Matrix size | $r=40$, <br> the accuracy | $r=45$, <br> the accuracy | $r=50$, <br> the accuracy |
| :---: | :---: | :---: | :---: |
| 10 | $100 \%$ | $100 \%$ | $100 \%$ |
| 15 | $100 \%$ | $100 \%$ | $100 \%$ |
| 20 | $1.20 \%$ | $84.30 \%$ | $100 \%$ |

Table 3.1 D - K Algorithm Accuracy Comparing Flow Chart

### 3.4. Hensel Code Overflow Detection

Definition: Let $\beta$ be a rational number and $a_{-n}, a_{-n+1}, \cdots, a_{-1}, a_{0}, \cdots, a_{k}, \cdots$ be its $P$-adic expansion. Then the finite segment $a_{-n}, a_{-n+1}, \cdots, a_{-1}, a_{0}, \cdots, a_{k}$, where $r=n+k+1$ is called the Hensel code of $\beta$ and is denoted by $H(p, r, \beta)=$ $\left(a_{-n} a_{-n+1} \cdots a_{-1} a_{0} \cdots a_{k}, i\right)[7]$. Where $p$ is the prime, $r$ is the length of $P$-adic sequence, and $i$ is the position of the dot.

Some examples:

$$
\begin{aligned}
& H(7,4,-1 / 3)=(.2222,0) \\
& H(7,4,1 / 21)=(.5444,-1)
\end{aligned}
$$

If $r$ and $p$ are fixed, any rational number $\frac{b}{a}, \operatorname{GCD}(a, b)=1$, will have a unique Hensel code representation, if it satisfies $0<|a, b| \leq \sqrt{\left(p^{r}-1\right) / 2}$ [8].

Hensel code overflow: For Hensel code $H\left(p, r, \frac{a}{b}\right), \operatorname{GCD}(\mathrm{a}, \mathrm{b})=1$, when it satisfies $|a, b|>\sqrt{\left(p^{r}-1\right) / 2}$, the rational number, which the Hensel code represents, cannot be uniquely recovered by the inverse transformation. In this situation, we call it Hensel code overflow.

Notation: Decoding $(x, i)$ and Decoding $(X, i)$ will be used to donate decoding Hensel code $x$ and Hensel code matrix $X$ into rational number and rational number matrix by first $i$ digits.

For example, we take prime $p=7$,

$$
\begin{gathered}
x=(.363000,0) \\
\text { Decoding }(x, 4)=-2 / 25 \\
\text { Decoding }(x, 6)=192 \\
X=\begin{array}{ccc}
(.1000000,0) & (.4333333,0) & (.5444444,0) \\
(.4333333,0) & (.5444444,0) & (.2515151,0) \\
(.5444444,0) \quad(.2515151,0) & (.3145214,0) \\
& \\
9 & -36 & 30 \\
\text { Decoding }(X, 4)=-36 & -2 / 25 & 3 / 40 \\
30 & 3 / 40 & -3 / 40 \\
9 & -36 & 30 \\
& 30 & 180 \\
\text { Decoding }(X, 7)=-36 & 192 & 180 \\
30
\end{array}
\end{gathered}
$$

### 3.4.1 Overflow Detection Method

We give a method to detect the Hensel code overflow problem, just by using the prime $p$ and Hensel code itself. In this method, each Hensel code should have a verification part $k$. This part will be sacrificed on Hensel code overflow detection. For Hensel code $x$ with $P$ adic sequence length $i+k$, if $\operatorname{Decoding}(x, i) \neq \operatorname{Decoding}(x, i+k)$, then Hensel code overflow happened.

For example of Hensel code $x$, where

$$
x=\left(. a_{0} a_{1} \cdots a_{i} a_{i+1} \cdots a_{i+k}, 0\right)
$$

will be treated as

$$
x=(a_{0} a_{1} \cdots a_{i} \underbrace{a_{i} \cdots a_{i+k}}_{\text {verification part }}, 0) .
$$

Overflow happened, if:

$$
\operatorname{Decoding}(x, i) \neq \operatorname{Decoding}(x, i+k)
$$

Overflow did not happen, if:

$$
\operatorname{Decoding}(x, i)=\operatorname{Decoding}(x, i+k)
$$

For example: By taking prime $p=7$, Hensel codes

$$
\begin{gathered}
x=(.64121144213620046103,0), \\
y=(.1033421534,0) .
\end{gathered}
$$

We take the last 3 digits as verification part,

$$
\begin{aligned}
& \operatorname{Decoding}(x, 17)=1 / 33333, \\
& \operatorname{Decoding}(x, 20)=1 / 33333 .
\end{aligned}
$$

But, Decoding $(y, 7)=-45 / 53$,
which is not equal to

Decoding $(y, 10)=908 / 1545$.

By our method, we take $x$ as $1 / 33333$. And for $y$ we experienced an overflow problem.

## PROOF

The proof of the method will contain two parts:

Part 1. Overflow happens:Decoding $(x, i) \neq \operatorname{Decoding}(x, i+k)$.

Before the proof of part 1 , let us introduce theorem 3.4.1.1.

Theorem 3.4.1.1. For any rational number $\frac{a}{b}(\operatorname{GCD}(a, b)=1)$, given any prime $P$, the $P$ adic sequence $a_{0} a_{1} \cdots a_{k} \cdots$ of the rational number satisfies that

$$
\lim _{i \rightarrow \infty} \operatorname{Decoding}\left(\left(a_{0} a_{1} \cdots a_{k} \cdots, 0\right), i\right)=\frac{a}{b}
$$

For example, take the prime $p=7$, and a rational number $1 / 143$, its Hensel code $x=$ (.51035550652456560502,0)

$$
\begin{aligned}
& \operatorname{Decoding}(x, 2)=-1 / 4 \\
& \operatorname{Decoding}(x, 3)=12 \\
& \operatorname{Decoding}(x, 4)=17 / 30 \\
& \operatorname{Decoding}(x, 5)=118 / 67 \\
& \operatorname{Decoding}(x, 6)=1 / 143 \\
& \operatorname{Decoding}(x, 7)=1 / 143 \\
& \operatorname{Decoding}(x, 8)=1 / 143
\end{aligned}
$$

Proof: It is well known that any rational number $\frac{a}{b}(\operatorname{GCD}(a, b)=1)$ will have unique Hensel code representation, if it satisfies $0<|a, b| \leq \sqrt{\left(p^{r}-1\right) / 2}$. The theorem 1 can be directly proved from the above statement. Thus part 1 of theorem 1 is proved.

Part 2. Overflow doesn't happen: $\operatorname{Decoding}(x, i)=\operatorname{Decoding}(x, i+k)$

This part cannot be proved. The statement, strictly speaking, should be that there is a high likelihood, say $99.999999 \%$ or more, (experiment shows that when prime $P$ is large enough, or $k$ is long enough, it can be $100 \%$ ), that overflow doesn't happen, when Decoding $(x, i)=$ Decoding $(x, i+k)$.

In order to prove Part 2, we make the following guess.

Guess: For any rational number $\frac{a}{b}(G C D(a, b)=1)$, given any prime $p$, with the condition $|a, b|>\sqrt{\left(p^{r}-1\right) / 2}$, the $P$-adic sequence $a_{0} a_{1} \cdots a_{r} \cdots a_{r+k} \cdots$ of the rational number satisfies:
a. With the increase of prime $p$, the probability of

$$
\begin{aligned}
& \text { Decoding }\left(\left(a_{0} a_{1} \cdots a_{r} \cdots a_{r+k} \cdots, 0\right), r\right)= \\
& \text { Decoding }\left(\left(a_{0} a_{1} \cdots a_{r} \cdots a_{r+k} \cdots, 0\right), r+k\right) \text { decreases. }
\end{aligned}
$$

b. If prime $p$ is fixed, then with the increase of $k$, the probability

$$
\begin{aligned}
& \text { ofDecoding }\left(\left(a_{0} a_{1} \cdots a_{r} \cdots a_{r+k} \cdots, 0\right), r\right)= \\
& \operatorname{Decoding}\left(\left(a_{0} a_{1} \cdots a_{r} \cdots a_{r+k} \cdots, 0\right), r+k\right) \text { decreases. }
\end{aligned}
$$

We cannot prove the guess, but we designed experiments to show the property.

Experiment 3.4.1.1, each time, the prime $p$ is fixed. We randomly take 1000 rational numbers, $\frac{a}{b}(\operatorname{GCD}(a, b)=1),|a, b| \leq 10^{100}$. When $|a, b|>\sqrt{\left(p^{r}-1\right) / 2}$, we compare whether $\operatorname{Decoding}(H(P, i+k, a / b), i) \neq \operatorname{Decoding}(H(p, i+k, a / b), i+k), i+k \leq r$. If it happens, which means that it is a possible mistake in our judgment, and we record it as one error. The following diagrams show that when $k=1$ and $k=3$, the primes versus the percentage of errors.


Figure $3.4 k=1$, the primes versus the percentage of errors; Vertical axis:
Error percentage; Horizontal axis: Prime value

When verification part $k=1$, and prime $p>100,000$, the percentage of errors goes down to 0 .


Figure $3.5 k=3$, the primes versus the percentage of errors; Vertical axis: error percentage; Horizontal axis: prime value

When verification part $k=3$, the percentage of errors goes down to 0 much earlier. When prime $p=600$ or larger, the percentage of errors is close to 0 .

We also did experiments with prime $p=2147483647$ fixed, and choose random rational numbers $\frac{a}{b}(G C D(a, b)=1),|a, b| \leq 10^{3000}$. For large rational number $(a / b)$ with $|a, b| \leq 10^{3000}$, we choose up to 700 elements for $P$-adic sequence, which translate to around 700 comparison tests for each rational number, and we tested more than 2000 very large random rational numbers. The percentage of errors is 0 with verification part $k=1$ for all the tests.

Experiment 3.4.1.2, in this experiment, the prime $p$ is fixed, we try to compute the error rate versus verification part $k$. Each time, we randomly take 1000 rational numbers $\frac{a}{b}(G C D(a, b)=1),|a, b| \leq 10^{100}$. When $|a, b|>\sqrt{\left(p^{r}-1\right) / 2}$, we compare whether $\operatorname{Decoding}(H(P, i+k, a / b), i) \neq \operatorname{Decoding}(H(P, i+k, a / b), i+k), i+k \leq r$. If it happens, which means that it is a possible mistake for our judgment, and we record it as one error.


Figure 1.6 Fix prime $p=3$, the verification part k versus the percentage of errors; Vertical axis: error percentage; Horizontal axis: the value of $k$

When the prime is $p=3$, as verification part $k>18$, the percentage of errors goes to 0 .


Figure 3.7 Fix prime $p=17$, the verification part k versus the percentage of errors;
Vertical axis: error percentage; Horizontal axis: the value of $k$

When we take the prime $p=17$, as verification pare $k>6$, the percentage of errors goes to 0.

### 3.4.2. Practical Consideration

Our goal is to use Hensel code arithmetic on exact matrix calculation. We have developed an algorithm called the Dixon-Krishnamurthy algorithm [14, 16] (D-K algorithm). This algorithm can do any rational matrix computation using Hensel code arithmetic. Here is an example of using $\mathrm{D}-\mathrm{K}$ algorithm and Hensel code overflowing detection method for matrix inverse calculation.

$$
x=\begin{array}{ccc}
1 & 1 / 2 & 1 / 3 \\
1 / 2 & 1 / 3 & 1 / 4 \\
1 / 3 & 1 / 4 & 1 / 5
\end{array}
$$

We take the prime $p=7$, we choose the length of Hensel code $r=i+k,(i=6, k=1)$

$$
x \xrightarrow{\text { Hensel code }}\left[\begin{array}{lll}
(.1000000,0) & (.4333333,0) & (.5444444,0) \\
(.4333333,0) & (.5444444,0) & (.2515151,0) \\
(.5444444,0) & (.2515151,0) & (.3145214,0)
\end{array}\right]
$$

$\xrightarrow{\text { Inverse }}\left[\begin{array}{lll}(.2100000,0) & (.6166666,0) & (.2400000,0) \\ (.6166666,0) & (.3630000,0) & (.2236666,0) \\ (.2400000,0) & (.2236666,0) & (.5430000,0)\end{array}\right]$
$\xrightarrow{\text { Overflow detection }}$ Decoding $(\operatorname{Inv}(s), 6)=\operatorname{Decoding}(\operatorname{Inv}(s), 7)$

No Hensel code overflow
$\xrightarrow{\text { Decoding }}\left[\begin{array}{ccc}9 & -36 & 30 \\ -36 & 192 & 180 \\ 30 & 180 & 180\end{array}\right]$

Theorem 3.4.2.1 Use $P$-adic arithmetic for rational matrix calculation, choose $r(r \geq 1)$ as $P$-adic sequence length to get the result $R_{1}$; for the same calculation process, choose $r+k$ ( $k \geq 0$ ) as $P$-adic sequence length to get the result $R_{2}$; the first $r$ elements on each $P$-adic sequence of $R_{2}$ are equal to the corresponding $r$ elements of the $P$-adic sequence of $R_{1}$, if during both the calculation processes, no $P$-adic sequences with elements of all zeros are used as dividend.

Since the $P$-adic arithmetic [7] calculates from left to right, by the $P$-adic arithmetic rules, this theorem can be easily proved.

From Theorem 3.4.2.1, there is an interesting property when we use $\mathrm{D}-\mathrm{K}$ algorithm with this method.

Property: If the length $r$ is not long enough for a matrix calculation, we cannot get all the correct answers in the whole matrix, but we can identify which elements in the matrix are correct.

Taking the inverse of Hilbert Matrix [5x5] as an example, if the prime $p=751$, verification part $k=3$, and length $r=6$, using Gaussian elimination to get the results as the following:

| 25 | -300 | 1050 | -1400 | 630 |
| :--- | :--- | :--- | :--- | :--- |
| -300 | 4800 | -18900 | $-16291 / 15757$ | -12600 |
| 1050 | -18900 | $6929 / 5336$ | $-4196 / 14407$ | $-15751 / 7470$ |
| -1400 | $-16591 / 15757$ | $-4196 / 14407$ | $-3147 / 14407$ | $12947 / 7091$ |
| 630 | -12600 | $-15751 / 7470$ | $-3147 / 14407$ | $15749 / 9605$ |

We do not know whether overflow has happened during the calculation process. By using our method, we can identify the correct elements in the matrix as the following:

| 25 | -300 | 1050 | -1400 | 630 |
| :--- | :--- | :--- | :--- | :--- |
| -300 | 4800 | -18900 | error | -12600 |
| 1050 | -18900 | error | error | error |
| -1400 | error | error | error | error |
| 630 | -12600 | error | error | error |

For a Hilbert matrix $H_{i j}$, we can directly get the matrix inverse [14]:

$$
\begin{gathered}
\alpha_{i j}=(-1)^{i+j}(i+j-1)\binom{n+i-1}{n-j} \\
\binom{n+j-1}{n-i}\binom{i+j-2}{i-1}^{2}
\end{gathered}
$$

From the above formula, the right answer for the inverse of Hilbert Matrix [5x5] should be the following:

| 25 | -300 | 1050 | -1400 | 630 |
| :--- | :--- | :--- | :--- | :--- |
| -300 | 4800 | -18900 | 26880 | -12600 |
| 1050 | -18900 | 79380 | -117600 | 56700 |
| -1400 | 26880 | -117600 | 179200 | -88200 |
| 630 | -12600 | 56700 | -88200 | 44100 |

Comparing the matrix inverse results, we can find that the matrix inverse has an overflow problem, but correct entries of the resulting matrix can be identified.


Figure 3.8 Hilbert matrix inverse $5 \times 5$; Vertical axis: value of $r-k$; Horizontal axis: value of Hilbert matrix inverse $5 \times 5$, ordered from small to large

In Figure 3.8, the prime $p=751$, the actual length is $r-k$, which $r$ is the total length used for calculation, and $k$ is the verification part length, $(r-k)$ means the effective length needed for the Hensel code conversion. The example in this diagram is the exact representation of the rational numbers from the right answers of the inverse of Hilbert Matrix [5x5].

In this diagram, the horizontal axis shows the exact rational number results of the inverse of Hilbert matrix [5x5], and the vertical axis shows the length $r-k$ ( $k$ is the verification part), which satisfies $|a, b| \leq \sqrt{\left(p^{r-k}-1\right) / 2}$, from rational number result $\frac{a}{b}(G C D(a, b)=1)$. The diagram shows that the longer length $r-k$, the more right answers we can identify. If the length $r-k>4$, then we will get all the answers correctly.

Experiment 3.4.2.1. In our following experiments, prime $p=2147483647$ is fixed (which is the largest prime we can use on 64-bits computer architecture) and verification part $k=1$. We generate random square rational matrix $30 \times 30$, each element $\frac{a}{b}(G C D(a, b)=1)$
satisfies $|a, b| \leq 200$. We do matrix inverse on the generated matrix with both the NTLRationalNumber package and the $P$-adic arithmetic package. The RationalNumber package is based on NTL library [14], which can dynamically represent integers of any size. The NTL-RationalNumber package can realize exactly rational number calculation too. We compare the results from both packages. If one element from the $P$-adic package passes Hensel code overflow detection, but it is not equal to the element from the NTLRationalNumber package, an error happened. We also use the NTL-RationalNumber package for comparison to test the correctness of our $P$-adic arithmetic.

We have taken 200 random matrices and did 960000 comparisons. The error rate is 0 . We have developed a software package $[10,15]$ to do matrix calculation by D-K algorithm and the Hensel code overflow detection method. This software has been well tested on matrix calculations so far, and the performance is good.

### 3.5. Compare Rational Number System with Finite P-adic Number

## System

If we choose a large prime $p=2147483647$ and sequence length $r=4$ for $P$-adic sequence, then $P$-adic sequences will need 4 units to represent each rational number regardless of the size of the number. When the size of the rational number is large, it does the same amount of operations. When the size of the number is relatively small, Rational

Number System will need fewer units to represent the number, and then do fewer operations. Here are two extreme examples:
a) If the number is 9 (one digit only), Rational Number System represents it with one unit, while $P$-adic sequences will need 4 units.
b) If the number is 123456789123456789 , Rational Number System needs 18 units, while $P$-adic sequences still only need 4 units. If we do calculation uses 123456789123456789, Rational Number System should do operations with 18 units, while $P$-adic sequences only need 4 units.

Rational Number System carries out exact calculation by rational number arithmetic, which means Rational Number System represent numerator and denominator separately. The calculations for addition and multiplication are as the following:

Notation: $\operatorname{GCD}(a, b)$ means Greatest Common Divisor of $a$ and $b$.

Addition process:

$$
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}=\frac{a_{1} b_{2}+a_{2} b_{1}}{b_{1} b_{2}}=\frac{\left(a_{1} b_{2}+a_{2} b_{1}\right) / G C D\left(\left(a_{1} b_{2}+a_{2} b_{1}\right), b_{1} b_{2}\right)}{b_{1} b_{2} / G C D\left(\left(a_{1} b_{2}+a_{2} b_{1}\right), b_{1} b_{2}\right)} .
$$

Multiplication processes:

$$
\frac{a_{1}}{b_{1}} \times \frac{a_{2}}{b_{2}}=\frac{a_{1} a_{2}}{b_{1} b_{2}}=\frac{a_{1} a_{2} / G C D\left(a_{1} a_{2}, b_{1} b_{2}\right)}{b_{1} b_{2} / G C D\left(a_{1} a_{2}, b_{1} b_{2}\right)}
$$

During the rational number arithmetic process, the GCD (numerator, denominator) must be found. This process costs a lot of time. The Euclidean algorithm is used to find GCD in our computation, and we find that it is the most efficient algorithm.

The following charts are the experimental results of testing the calculation time for both Rational Number System and Finite P-adic Number System. We did 100,000 times of operations for rational numbers from 99/98 to 9999...9/99999... 98 .

For the $P$-adic sequence, we choose prime $P=2147483647$, length $r=30$, then $\sqrt{\frac{P^{r}-1}{2}} \approx$ $6.73 \times 10^{139}$, which means that the denominators and numerators must be smaller than $6.73 \times 10^{139}$. During the multiplication calculation process, we have to make sure that all numbers are smaller than $\sqrt{6.73 \times 10^{139}}$, that translates to $10^{69}$. In the following charts, we calculated up to 10 's power of 60 , which guarantees the arithmetic process not overflowing the range of $P$-adic sequence. The horizontal axis represents the time (in seconds) for both data type. The vertical axis represents the number of digits of denominators and/or numerators.


Figure 3.9 Efficiency Comparison for Additions

For additions, $P$-adic method is always faster than NTL method for all sizes due to no GCD calculation is needed during the computational process.


Figure 3.5.2. Efficiency Comparison for Multiplications

For multiplications, NTL method is faster for small sizes less than $50, P$-adic method is faster for large sizes (>50 digits) due to the symbolic representation of all digits for NTL method, the GCD calculation gets really slow for rational numbers with more digits during the computational process.

## Chapter 4

## Multiple P-adic Data Type

We have been developing $P$-adic Exact Scientific Computational Library (ESCL) for rational matrix operations. Based on Krishnamurthy [7, 17] and Dixon [12] theories, we have established a finite $P$-adic sequence calculation system [6, 16, 27 and 42]. But there is a problem that for certain complex matrix operations, even with small matrix sizes, the new method requires a long $P$-adic sequence to guarantee against overflow [6]. The longer the $P$-adic sequences are, the longer the calculation will take, and computational efficiency becomes an issue. One solution to this problem is to adopt parallel computing. It is difficult to realize parallel computation directly in $P$-adic arithmetic due to its data structure. If we combine the multiple modulus rational systems [33] and the $P$-adic arithmetic, then parallel computation can be realized, which was called multiple $P$-adic arithmetic by Morrison [23]. A similar idea was also mentioned by Limongelli, Loidl [24] and $\operatorname{Koc}$ [25]. This chapter will be focused on parallel implementation of multiple $P$-adic arithmetic applied to rational matrices using $P$-adic exact computation. Overflow detection will also be addressed. Finally, comparison tests and experimental results will be presented.

### 4.1. Extended Chinese Remainder Theorem

Recalling the Theorem (Chinese remainder theorem) [17, 19], if $r \sim\left\{r_{1}, r_{2}, \cdots, r_{s}\right\}$ is the residue representation of an integer $r$ with respect to moduli $\left\{p_{1}, p_{2}, \cdots p_{s}\right\}$, where, $\operatorname{GCD}\left(p_{i}, p_{j}\right)=1$ for $\mathrm{i} \neq \mathrm{j}$, define $p=\prod_{i=1}^{S} p_{i}$ and $p_{i}^{\prime}$ by $\frac{p}{p_{i}} p_{i}^{\prime} \equiv 1 \bmod p_{i}$, then the solution of the system is given by

$$
r \equiv \sum_{i=1}^{s} \frac{p}{p_{i}} p_{i}^{\prime} r_{i} \bmod p
$$

If the given condition is $|r|<\frac{1}{2} p$, the value of r can be identified by:

$$
r= \begin{cases}r & \text { if } r \leq(p-1) / 2 \\ -(p-r) & \text { otherwise }\end{cases}
$$

For example:

$$
\begin{aligned}
& r \equiv 2 \bmod 3 \\
& r \equiv 3 \bmod 4 \\
& r \equiv 4 \bmod 5
\end{aligned}
$$

According to the Chinese remainder theorem,

$$
\begin{aligned}
& p=60 \\
& p_{1}^{\prime}=2 \\
& p_{2}^{\prime}=3 \\
& p_{3}^{\prime}=3
\end{aligned}
$$

$$
r \equiv 59 \bmod 60
$$

If given condition $|r|<\frac{1}{2} p$,

$$
r=-1
$$

### 4.1.1. Extended Chinese Remainder Theorem to Rational Numbers [33]

The Chinese remainder theorem deals with integers. It shows how to transform a large integer into a sequence of small integers. There is also a way to transform a fractional number with a large numerator and/or denominator into a sequence of small integers. This method has been named as multiple module number systems [33], which we like to call it the extended Chinese remainder theorem.

## a. How to calculate rational module

For a rational number $\frac{b}{a}$ with $G C D(a, b)=1$, the calculation of $\frac{b}{a} \bmod p(p \geq 0, p \in \mathrm{Z})$ is defined as

$$
r=b a^{\prime} \bmod p\left(a a^{\prime} \bmod p \equiv 1\right)
$$

b. How to decode from the extended Chinese remainder theorem [11]

If $r \sim\left\{r_{1}, r_{2}, \cdots, r_{s}\right\}$ is the residue representation of a rational number $r$ with respect to moduli $\left\{p_{1}, p_{2}, \cdots p_{s}\right\}$ where $\operatorname{GCD}\left(p_{i}, p_{j}\right)=1$ for $i \neq j$, then the decoding algorithm is given as in Figure 4.1.

## Decoding algorithm

Step 1: Chinese remainder theorem

$$
p=\prod_{i=1}^{S} p_{i}
$$

For $i=1$ to $s$
Using extended Euclidean algorithm
to find $p_{i}^{\prime}$ by $\frac{p}{p_{i}} p_{i}^{\prime} \equiv 1 \bmod p_{i}$
End
$\bar{r}=\sum_{i=1}^{S} \frac{p}{p_{i}} p_{i}^{\prime} r_{i} \bmod p$
Step 2: Euclidean algorithm
$u_{-1}=p, u_{0}=\bar{r}$
$v_{-1}=0, v_{0}=1$
$i=-1$
While $u_{i}<\sqrt{p}$
$q_{i}=\left\lfloor u_{i-1} / u_{i}\right\rfloor$
$u_{i+1}=u_{i-1}-q_{i} u_{i}$
$v_{i+1}=v_{i-1}+q_{i} v_{i}$
$i++$
End
Rational solution:

$$
r=\left((-1)^{i} u_{i} / v_{i}\right)
$$

Figure 4.1 Extended Chinese Remainder Theorem
c. How to identify the bound of the representation of a fraction number from the extended Chinese remainder theorem

Definer $=\frac{a}{b}, \operatorname{GCD}(a, b)=1$ and $\delta=\max (a, b)$, according to Dixon's theory that if $\delta$ satisfies $\delta \leq \lambda \sqrt{p}\left(\lambda=0.618 \cdots\right.$ is a root of $\left.\lambda^{2}+\lambda-1=0\right)$, we can use the decoding algorithm to get the rational number back.

For example, we choose $r=\frac{1}{7}$ and $p_{1}=3, p_{2}=4, p_{3}=5$ to check the decoding process:

$$
\begin{aligned}
& r \equiv 1 \bmod 3 \\
& r \equiv 3 \bmod 4 \\
& r \equiv 3 \bmod 5
\end{aligned}
$$

Step 1:

Using the Chinese remainder theorem, we get,

$$
p=60, \bar{r}=43
$$

Step 2:

By the Euclidean algorithm, we get,

$$
\begin{aligned}
& u_{-1}=60, v_{-1}=0 \\
& u_{0}=43, v_{0}=1 \\
& u_{1}=17, v_{1}=1 \\
& u_{2}=9, v_{2}=3 \\
& u_{3}=8, v_{3}=4 \\
& u_{4}=1, v_{4}=7
\end{aligned}
$$

The rational solution is,

$$
r=\frac{1}{7}
$$

### 4.1.2 Implementation of the Extended Chinese Remainder Theorem with P-adic Arithmetic

By the nature of the extended Chinese remainder theorem, it can be implemented on parallel computers. The idea can be demonstrated as follows:


Figure 4.2 Extend CRT Parallel Implementation Chart

But in practice, there is a disadvantage of direct application. For a rational number $\frac{b}{a}$ and a prime $p$, if $a$ and $p$ are not relatively prime, we cannot get the result of $\frac{b}{a} \bmod p$. The way to solve this problem is to combine Hensel code calculation systems with the extended Chinese remainder theorem.

### 4.1.3. Combining P-adic Arithmetic with the Extended Chinese Remainder

## Theorem

$P$-adic arithmetic can be combined with the extended Chinese remainder theorem to do exact computing. It was called multiple $P$-adic algorithm [23]. In each $G F\left(p_{i}\right)$ we can use finite $P$-adic sequence to do calculation, the flow chart is the following:


Figure 4.3 Extended CRT combined with P-adic arithmetic for parallel implementation

The decoding process:

If $x \sim\left\{x_{1}, x_{2}, \cdots x_{s}\right\}, x_{i}$ is the Hensel code $P$-adic sequence with $x_{i} \sim\left\{a_{i 0}, a_{i 1}, \cdots, a_{i n} ;\right.$ point position $\}$ respect to prime set $\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$.

The residue representation $r \sim\left\{r_{1}, r_{2}, \cdots, r_{s}\right\}$ can be given as:

$$
r_{i}=p^{\text {point position }} \sum_{j=0}^{n} a_{i j} p^{j}
$$

where $p \sim\left\{p_{1}^{n}, p_{2}^{n}, \cdots, p_{s}^{n}\right\}$.

For example, if we choose the prime set as \{2147483647, 2147483629, 2147483587\} (the largest prime numbers smaller than square root of 2 to 64 power, 64-bit CPU architecture, $p_{i} \leq 2147483647$ ), we wish to obtain the reflexive general inverse of matrix $A$, given in the following example. For each $G F(p)$ calculation, we choose the $P$ adic length as 2 . The computation process is the following:

The entry rational matrix,

$$
A=\left[\begin{array}{cc}
1 & 2 \\
1 / 3 & 1 / 4 \\
5 & 6
\end{array}\right]
$$

After modulo operations by $p_{1}, p_{2}, p_{3}$, we have the following $P$-adic matrices,
$p_{1}=2147483647$,

$$
\mathrm{A}_{\mathrm{P}_{1}}=\left[\begin{array}{cc}
.1,0 & .2,0 \\
.1431655765,1431655764 & .536870912,1610612735 \\
.5,0 & .6,0
\end{array}\right]
$$

$$
p_{2}=2147483629
$$

$$
\mathrm{A}_{\mathrm{P}_{2}}=\left[\begin{array}{cc}
.1,0 & .2,0 \\
.1431655753,1431655752 & .1610612722,1610612721 \\
.5,0 & .6,0
\end{array}\right]
$$

$$
p_{3}=2147483587
$$

$$
\mathrm{A}_{\mathrm{P}_{3}}=\left[\begin{array}{cc}
.1,0 & .2,0 \\
.1431655725,1431655724 & .536870897,1610612690 \\
.5,0 & .6,0
\end{array}\right]
$$

Parallel calculation of each $p_{i}$ under $P$-adic arithmetic to get the reflexive general inverse, the results:

$$
p_{1}=2147483647
$$

$$
\begin{gathered}
g-\operatorname{Inverse}(A)_{P_{1}} \\
=\left[\begin{array}{llll}
.1717986917,858993458 & .1288490193,1717986917 & .0,0 \\
.1288490189,1717986917 & .429496727,1288490188 & .0,0
\end{array}\right]
\end{gathered}
$$

$$
p_{2}=2147483629
$$

$$
g-\operatorname{Inverse}(A)_{P_{2}}=\left[\begin{array}{llll}
.858993451,1288490177 & .1717986908,429496725 & .0,0 \\
.1717986904,429496725 & .1288490175,858993451 & .0,0
\end{array}\right]
$$

$$
p_{3}=2147483587
$$

$$
g-\operatorname{Inverse}(A)_{P_{3}}
$$

$$
=\left[\begin{array}{llll}
.1717986869,858993434 & .1288490157,1717986869 & .0,0 \\
.1288490153,1717986869 & .429496715,1288490152 & .0,0
\end{array}\right]
$$

Decoding from the extended Chinese remainder theorem is the following:
$g-\operatorname{Inverse}(A)=\left[\begin{array}{ccc}-3 / 5 & 24 / 5 & 0 \\ 4 / 5 & -12 / 5 & 0\end{array}\right]$.

### 4.1.4. Practical Considerations for the Implementation of Multiple P-adic Algorithm

### 4.1.4.1. Advantages of multiple modulus arithmetic

There are three advantages of multiple $P$-adic algorithm as stated below.
a. Avoid the denominator problem

For rational number $\frac{b}{a}$ and prime $p$, if $a$ and $p$ are not relatively prime, we cannot calculate $\frac{b}{a} \bmod p$. Because $p$ is a prime, if $a$ and $p$ are not relatively prime, $a=$ $x p^{y}, x, y \in N$. We can still get the finite $P$-adic sequence of $\frac{b}{a}$, just the point position will be equal to $y$.

## b. Increase the representation range

With $\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}, p=\prod_{i=1}^{S} p_{i}$, for multiple module arithmetic, the bound for the representation of denominator and/or numerator will be $\lambda \sqrt{p}(\lambda=0.618 \cdots$ is a root of $\lambda^{2}+\lambda-1=0$ ). While for multiple $P$-adic algorithm with each $P$-adic length is $r$, the bound will be $\lambda \sqrt{p^{\prime}}, p^{\prime}=\prod_{i=1}^{S} p_{i}^{r}$.

## c. Parallel data structure

One of the important issues of finite $P$-adic arithmetic is to choose the $P$-adic sequence length $r$. If the initial $r$ is not long enough, Hensel code overflow will happen [6]. The $P$ -
adic sequence length $r$ needs to be increased and the calculated results have to be discarded. On the other hand, for the multiple $P$-adic algorithm, when overflow happens, the calculated results can be kept. One should merely choose another prime $p_{i}$ to continue the calculation, then combine the previously calculated results to convert back to the rational number by the extended Chinese remainder theorem.

By the "natural" structure of the extended Chinese remainder theorem, multiple $P$-adic arithmetic can be realized through parallel computation.

### 4.1.4.2. Choosing a prime

How to choose the prime set $\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$ ? According to the theory, for a fixed $s$ value, the larger $p_{i}$ you choose, the larger the bound that will result. But for computer architectures with 32 bit or 64 bit CPUs, when using the existing integer classes, the largest $p_{i}$ should be chosen with respect to 46337 or 2147483647 to assure overflow protection [16]. This means that for a 32 -bit CPU architecture, $p_{i} \leq 46337$, while for a 64-bit CPU architecture, $p_{i} \leq 2147483647$.

### 4.1.4.3. Parallel programming

The modern computer architecture utilizes multiple cores in the CPU. The parallel tasking design can significantly improve the efficiency of any computation. The multiple $P$-adic arithmetic has the natural property to realize parallel computation. The programming design can be described by the flowing flow chart:


Figure 4.4. Multiple P-adic Arithmetic Implementation Flow Chart

The number of tasks, which will be the same as s from $\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$, can be chosen with respect to the number of CPU cores to improve the efficiency.

### 4.2. The Main Properties of Multiple P-Adic Data Type

### 4.2.1. Error-free Computing in Rational Number Field

Each rational number is represented by a finite sequence of integers. The integers' values are the module results of prime numbers, which can be chosen by developers and also depend on the CPU architectures. The arithmetic calculation process is in a rational number field, thus there will be no truncation error. The arithmetic is transformed to integer arithmetic and module operations.

The structure of the data type can be explained as the following:

$$
\frac{b}{a}: \underbrace{\text { Integer } 00 \text { Integer } 01}_{\text {module results of } P_{0}} \cdots \sqrt[\text { Integer } 0 k]{\cdots}
$$

For example, form prime number set [257, 251, 241], then,

$$
\frac{1}{10234567}: \underbrace{179}_{\text {module results of } 257} \underbrace{635}_{\text {module results of } 251} \underbrace{229}_{\text {module results of } 241} \underbrace{1143}
$$

The integer sequence for $\frac{1}{10234567}$ is:

179, 235; 6, 193; 229, 114.

The size of the prime number set and the length for the integer sequence can be selfdefined. The size of the prime number set can affect the efficiency of parallel computing. The detailed explanation will be introduced in the natural parallel ability section. Because
the arithmetic operation is in a rational number field as integers, there will be no truncation error. For example of the calculation of $\frac{1}{2}+\frac{1}{3}$ with the prime set[257,251,241],
$\frac{1}{2}: 129,128 ; 126,125 ; 121,120$
$\frac{1}{3}: 86,171 ; 84,167 ; 161,160$

$$
\begin{array}{rccccc}
129 & 128 & 126 & 125 & 121 & 120 \\
+86 & 171 & 84 & 167 & 161 & 160 \\
\hline 215 & 42 & 210 & 41 & 41 & 40
\end{array}
$$

The sequence: 215,$42 ; 210,41 ; 41,40$ is transformed to $\frac{5}{6}$

### 4.2.2. Integer Calculations Taking Full Use of Computer Architecture

Usually, the rational calculation is using arbitrary length integers to represent the numerator and denominator. For example, we use one character (1 byte) to represent each digit of an integer and then link the data structure to realize the arbitrary length of the integer. For example, when calculating $1234567+7654321$

$$
\begin{array}{rrrrrrr}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
+ & 6 & 5 & 4 & 3 & 2 & 1 \\
\hline 8 & 8 & 8 & 8 & 8 & 8 & 8
\end{array}
$$

Including the carry-out operations, there will be 16 possible character operations. While using the Multiple $P$-adic Data Type, and choosing [46337] as the prime set, the calculation process will be

$$
\begin{array}{r}
29805 \\
+8716 \\
+8650 \\
\hline 38521
\end{array} 19100
$$

There are only 3 additions and 3 module operations.

For rational operation, the numerator and denominator will cost more due to the reasons shown below:

Addition process:

$$
\begin{gathered}
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}=\frac{a_{1} b_{2}+a_{2} b_{1}}{b_{1} b_{2}} \\
=\frac{\left(a_{1} b_{2}+a_{2} b_{1}\right) / G C D\left(\left(a_{1} b_{2}+a_{2} b_{1}\right), b_{1} b_{2}\right)}{b_{1} b_{2} / G C D\left(\left(a_{1} b_{2}+a_{2} b_{1}\right), b_{1} b_{2}\right)}
\end{gathered}
$$

Multiplication process:

$$
\frac{a_{1}}{b_{1}} \times \frac{a_{2}}{b_{2}}=\frac{a_{1} a_{2}}{b_{1} b_{2}}=\frac{a_{1} a_{2} / \operatorname{GCD}\left(a_{1} a_{2}, b_{1} b_{2}\right)}{b_{1} b_{2} / G C D\left(a_{1} a_{2}, b_{1} b_{2}\right)}
$$

During these calculation processes, GCD(numerator, denominator) must be found and extra calculation steps will be needed. However, for Multiple P-adic Data Type there will be no difference between fractions and integers.

The Multiple $P$-adic Data Type can be easily implemented on 32 and 64 -bit platforms. The only difference is to choose the right prime number set. On the 32 -bit platform, the maximum prime is $P=46337$, the largest prime numbers smaller or equal to 46337 can be used, while on the 64 -bit platform, the maximum prime will be $P=2147483647$, the largest prime numbers smaller or equal to 2147483647 can be used.

### 4.2.3. Natural Parallel Structure Taking Full Use of Multi-core System

According to the features of the Multiple $P$-adic Data Type, parallel computing can be implemented on any algorithm with basic arithmetic operations and do not depend on the specific algorithm. The parallel structure depends on the size of the chosen prime set. For example, we calculate $\left(\frac{1}{17}-1\right) \times \frac{1}{2}$ with prime set[257, 251,241],

$$
\frac{1}{17}: 121,60 ; 192,14 ; 156,212
$$

$1: 1,0 ; 1,0 ; 1,0$

$$
\frac{1}{2}: 129,128 ; 126,125 ; 121,120
$$

| 257 Line Process | 251 Line Process | 241 Line Process |
| :---: | :---: | :---: |
| 12160 | 19214 | 156212 |
| - 100 | - 10 | 10 |
| 12060 | 19114 | 155212 |
| $\times \quad 129 \quad 128$ | $\times \quad 126125$ | 121120 |
| $\times \quad 60 \quad 30$ | $\times \quad \begin{aligned} & 126132\end{aligned}$ | $198 \quad 226$ |

After the 3 separated computing processes, we can get the final result: $-\frac{8}{17}: 60,30 ; 221,132 ; 198,226$.

Most of the linear processes can directly use this data type to realize parallel computing without modification at the mathematical algorithm level. We have implemented this data type to calculate matrix inverse, Moore-Penrose inverse (General Inverse) and $e^{A t}$.

### 4.2.4. Easy for Task Allocation in Cloud Environment

Using the Multiple $P$-adic Data Type, the total work load is homogeneously allocated into small parts which is as many as the size of the prime set. It will be easier for making task allocations in a cloud environment. Furthermore in the symbolic (numeratordenominator) rational number calculation process, as the size of the arbitrary length number grows, the memory cost will increase quickly, while the Multiple $P$-adic Data Type will not have that kind of problem. The memory cost for each key will not grow during the calculation process. It is easy to estimate the memory cost before the calculation.

### 4.2.5. Practical Considerations in a Cloud Environment

Using Multiple $P$-adic Data Type, each module is independent of others, so that each can be computed on a different cluster node and can be done not necessarily at the same time. At each cluster node, a parallel algorithm can also be implemented during the matrix calculation process on multi CPU cores. If the matrix size is too large, the block algorithm can be freely implemented in the calculation process. The efficient formula for calculation time is the following:

> Total Calculation Time Cost $$
\begin{aligned} & =\text { Basic Integer Calculation Time Cost } \\ & \times\left\lceil\frac{\text { Calculation Complexity }}{\text { Number of CPU Used }}\right\rceil\end{aligned}
$$

Basic Integer Calculation Time means the time cost on one node calculation by one module prime (64bits integer type or 32bits integer type). Calculation Complexity means
the necessary prime set length with no overflow happening. Of course, the total time cost must also include the communication cost between nodes and the host at the beginning and the end of each node calculation.

The implementation process is the following:

1) Analyze the work load. According to the matrix size, the complexity of the number and the matrix calculation algorithms, the size of prime set $s$ and the length of the $P$-adic sequence $r$ will be decided. For a specific matrix transform, there will be a specific algorithm chosen or created for the work load evaluation. For example, to calculate $A x=$ $b$, Hadamard's inequality will be used: $2 \max \left(n^{\frac{n}{2}} M(A)^{n}, n(n-1)^{\frac{n-1}{2}} M(A)^{n-1} M(b)\right) \leq$ $\lambda \sqrt{\prod_{i=1}^{S} p_{i}^{r}}$, where $\lambda=0.618 \cdots$ is a root of $\lambda^{2}+\lambda-1=0, M(X)$ means the largest value of denominator or numerator among elements in matrix $X, s$ means the number of cluster node assigned, and $r$ usually can represent the calculation efficiency. The smaller $r$ means less calculation time and less memory usage for a cluster node, while the smaller $r$ requires larger $s$, which means to assign more cluster nodes.
2) Work load separation. The original matrix data and a specific prime from a prime set will be sent to different cluster nodes. In each node, the original matrix elements will be module by the prime and generate $P$-adic sequence with length equals to $r$. Then the matrix transformation will be calculated. During this process, parallel and block algorithms can be freely implemented.
3) Generate the final result. All the temporary results will be collected from various nodes in the cloud by the master (host). The final rational result will be generated on the host machine. The Hensel code overflow detection will be used for verification. If
overflow does not happen, we get the final result. Otherwise, keep the temporary results and choose a different prime set, then go to step 1 ).

## A. Compare with the MATLAB Symbolic Toolbox

This new data type can significantly shorten the calculation time by using more CPUcores. We have compared the calculation time for matrix inverses with the symbolic toolbox in MATLAB, the experimental results are given in Figure 4.2.1. The computer used is the $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-2600 CPU @ 3.40 GHz for the experiment. This CPU has 8 CPU cores.

The following results (Figure 4.2.1) show the calculation time of the inverse of Hilbert matrix $\times$ Hilbert matrix.


Figure 4.5 Vertical axis: Calculation time (seconds); Horizontal axis: Matrix size (N x N)

```
for n = 5:100
    A = hilb(n);
    B=\operatorname{sym}(A);
    B = B * B;
    n
    tic
    inv(B);
    t1(n) = toc;
    toc
end
```

During the calculation process, Matlab uses only one core of CPU to do the calculation, while our data type takes full use of all the 8 cores.

## B. Compare with the Mathematic Symbolic Toolbox

We have compared the calculation time for Moore-Penrose inverses with symbolic toolbox in Mathematica 8, the experimental results are given in Figure 4.2.2 and Figure 4.2.3.

Intel(R) Core(TM) i7-2600 CPU @ 3.40 GHz is used to do the experiment. This CPU has 8 CPU cores. The following results (Fig. 3) show the calculation time of the inverse of Hilbert matrix $\times$ Hilbert matrix .


Figure 4.6 Vertical axis: calculation time (seconds); Horizontal axis: matrix size ( $\mathrm{N} \times \mathrm{N}$ )

The Mathematica code is following:

```
Array[f,100];
For[i=5,i<105,i++,s =
HilbertMatrix[i]*HilbertMatrix[i];f[i-4] =
Timing[Inverse[s];][[1]];Print[f[i-4]]]
```

The following results (Figure 4.2.3) show the calculation time of the Moore-Penrose inverse of Hilbert matrix $\times$ Hilbert matrix.


Figure 4.7 Vertical axis: calculation time (seconds); Horizontal axis: matrix size

The Mathematica code is following:

```
Array[f,100];
For[i=5,i<105,i++,s =
HilbertMatrix[i]*HilbertMatrix[i];f[i-4] =
Timing[PseudoInverse[s];][[1]];Print[f[i-4]]]
```

During the calculation process, Mathematica uses 4 cores of the CPU, while our data type takes full use of all the 8 cores of the CPU. If the input matrix is more complex, the advantage of this new data type is more obvious. This observation can be shown by
comparing Figure 4.6 and Figure 4.7 Calculating the Moore-Penrose Inverse is more complex than general matrix inverse.

### 4.3. Overflow Detection for Multiple P-adic Data Type

Multiple P-adic data type overflow: for a rational number $\frac{a}{b}$, when it satisfies $|a, b|>$ $\lambda \sqrt{p}\left(\lambda=0.618 \cdots\right.$ is a root of $\left.\lambda^{2}+\lambda-1=0\right)$, the rational number which the Multiple $P$-adic data represents, cannot be uniquely recovered by the inverse transformation. In this situation, the overflow problem happens.

Notation: Decoding $\left(x, p_{i}, k\right)$ will be used to donate the decoding of Multiple $P$-adic data sequence $x$ into a rational number and the last $k$ digits of $p_{i}$-adic sequence will be used as identification digits and these digits will not be used on the decoding process. Decoding(x) means to decode the full size of Multiple $P$-adic data to rational number with no verification part. $X$ will be used to the donate matrix of Multiple P-adic data.

For example, we take a prime set [257, 251, 241]

$$
\left.\begin{array}{l}
x=(131 ; 239 ; 133) \\
\text { Decoding }(x)=1 / 1234 \\
\text { Decoding }(x, 241,1)=-209 / 122 \\
\text { Decoding }(x, 251,1)=-50 / 237 \\
\text { Decoding }(x, 257,1)=-49 / 25 \\
X=\left[\begin{array}{ccc}
(1 ; & 1 ; & 1) \\
(140 ; & 100 ; & 145)
\end{array}(131 ; 239 ; 133)\right.
\end{array}\right] .
$$

$$
\begin{aligned}
& \text { Decoding }(X)=\left[\begin{array}{cc}
1 & 1 / 12 \\
1 / 123 & 1 / 1234
\end{array}\right] \\
& \text { Decoding }(X, 241,1)=\left[\begin{array}{cc}
1 & 1 / 12 \\
1 / 123 & -209 / 122
\end{array}\right] \\
& \text { Decoding }(X, 251,1)=\left[\begin{array}{cc}
1 & 1 / 12 \\
1 / 123 & -50 / 237
\end{array}\right] \\
& \text { Decoding }(X, 257,1)=\left[\begin{array}{cc}
1 & 1 / 12 \\
1 / 123 & -49 / 25
\end{array}\right]
\end{aligned}
$$

No matter the Hensel code or the Multiple $P$-adic data type, if the range of the calculation results cannot be predicted, it is hard to avoid an overflow problem completely. Also there is no way to guarantee 100 percent of finding out whether the overflow problem is happening, it simply depends on the prime set and data sequences. The method given in the Hensel code overflow detection or the Multiple P-adic overflow detection can only give extremely high likelihood of detection, say $99.999999 \%$ or more.

The reason for the overflow problem happening is a possibility of a rational number having the same digits on the first part of the sequence with another different rational number. For example, the rational number $\frac{a}{b}$, the data sequence is ( $a_{1}, a_{2}, \cdots a_{k}, \cdots a_{s}$ ) while for rational number $\frac{d}{c}$, the data sequence is $\left(a_{1}, a_{2}, \cdots a_{k}, b_{1} \cdots b_{s-k}\right)$. From the bound condition, the sufficient digits for representing $\frac{a}{b}$ is $s$ and the sufficient digits for representing $\frac{d}{c}$ is $(k-1)$ where $((k-1)<s)$. If you choose $k$ digits as a calculation sequence length and 1 digits as verification part, you may identify $\frac{d}{c}$ as the resulting rational number, but can also possible be $\frac{a}{b}$.

### 4.3.1. Overflow Detection Method

The rate of making mistakes can be decreased by choosing a larger prime for the prime set or increasing the length of the verification part. For Multiple P-adic data type, we can also increase the verification times to decrease the rate of making mistakes. For prime set $p_{i}$ of Multiple P-adic data type, with the same length of verification part, each time chooses a different set of $p_{i}$-adic sequences to supply verification parts. The decoding results will be possible different when the overflow situation happened.

Based on the property above, the new method to detect the Multiple P-adic data type overflow detection problem is similar to the Hensel code overflow detection, only using a prime $p_{i}$ and data sequences. In this method, we randomly pick up a prime $p_{i}$ and choose $k$ digits of the $p_{i}$-adic as the verification part. For Multiple P-adic data $x$, if $\operatorname{Decoding}(x$, $\left.p_{i}, j\right) \neq \operatorname{Decoding}(x)(0 \leq i \leq \mathrm{s}, 0 \leq j \leq k)$, then Multiple P-adic data overflow happened.

For example of Multiple P-adic data $x$, where

$$
x=\left(a_{00}, a_{01} \cdots ; a_{10}, a_{11} \cdots ; \cdots ; a_{s 0}, a_{s 1} \cdots\right)
$$

Will be treated as

$$
\begin{gathered}
x=\left(a_{00}, a_{01} \cdots ; a_{10}, a_{11} \cdots ; \cdots ;\right. \\
a_{i 0}, a_{i 1} \cdots \underbrace{a_{i(k-j)} \cdots a_{i k}}_{\text {verification part }} ; \cdots ; a_{s 0}, a_{s 1} \cdots)
\end{gathered}
$$

Overflow happened, if:
$\operatorname{Decoding}\left(x, p_{i}, j\right) \neq \operatorname{Decoding}(x)$

Overflow did not happen, if:
$\operatorname{Decoding}\left(x, p_{i}, j\right)=\operatorname{Decoding}(x)$

For example, by taking prime set [257, 251, 241]

$$
\begin{aligned}
& x=(150 ; 21 ; 221) \\
& y=(91 ; 173 ; 85)
\end{aligned}
$$

For x ,
$\operatorname{Decoding}(x)=1 / 12$
$\operatorname{Decoding}(x, 241,1)=1 / 12$
$\operatorname{Decoding}(x, 251,1)=1 / 12$
$\operatorname{Decoding}(x, 257,1)=1 / 12$

For y,
$\operatorname{Decoding}(y)=14 / 3$

Decoding $(y, 241,1)=-209 / 9$

Decoding $(y, 251,1)=-43 / 8$

Decoding $(y, 257,1)=14 / 3$

By this method, we take $x$ as $1 / 12$. For $y$ we experienced an overflow problem.

Experiment 4.3.1. Each time, the prime set $\left\{p_{1}, \cdots p_{s}\right\}$ is fixed, $p_{i}$ is a continuous series of prime numbers. For each prime set, we randomly generate rational number $\frac{a}{b}(G C D(a, b)=1),|a, b| \leq 10^{30}$. The size of prime set is 3 . When $\operatorname{Decoding}(x$, $\left.p_{i}, l\right)=\operatorname{Decoding}(x)$, but $\operatorname{Decoding}(x) \neq \frac{a}{b}$, it is recorded as one error.

In Table 4.3.1, the $\boldsymbol{P}_{\mathbf{0}}$ column represents the value of the first prime in prime set. The Exp Nums column are the numbers of generating random fractions which caused 3000 errors. Total Errors mean the amount of errors during the Exp Nums of experiments. The digits $\boldsymbol{i}$ column is the total number of experiments in which the $i t h$ decoding process generated errors. After finishing all the decoding processes in the experiment. $\boldsymbol{i}$ equals to 1, which means that each experiment in all the decoding processes generate error results, which will make the overflow detection method fail.

Take first row as example, $\boldsymbol{P}_{\mathbf{0}}=46337$ means the prime set is $\{46337,46327,46309\}$ which is a decreasing continuous series of prime numbers. Exp Nums $=33576299$ means after generating 33576299 random samples, there are 3000 of them occurring overflow problem. $\mathbf{3}=2305$ means there are 2305 samples from the 3000 overflow samples have the property following:

Decoding(samples, 46337, 1) $\neq$ Decoding(samples, 46327, 1) $\neq$ Decoding(samples, $46309,1)$ but one of them equals to Decoding(samples)
$\mathbf{2}=54$ means there are 54 samples from the 3000 overflow samples have the property following:

Two of the Decoding(samples, $p_{i}, 1$ ) equals to Decoding(samples), but not equal to the third one.
$1=641$ means there are 641 samples from the 3000 overflow samples have the property following:

Decoding(samples, 46337, 1) = Decoding(samples, 46327, 1) = Decoding(samples, $46309,1)=$ Decoding $($ samples $)$

| $\boldsymbol{P}_{\mathbf{0}}$ | Exp <br> Nums | $\mathbf{3}$ | $\mathbf{2}$ | $\mathbf{1}$ | Total <br> Errors |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{4 6 3 3 7}$ | 33576299 | 2305 | 54 | 641 | 3000 |
| $\mathbf{4 1 0 1 1}$ | 29918912 | 2285 | 55 | 660 | 3000 |
| $\mathbf{3 5 6 0 3}$ | 26366287 | 2266 | 59 | 675 | 3000 |
| $\mathbf{3 0 4 9 3}$ | 22655982 | 2233 | 66 | 701 | 3000 |
| $\mathbf{2 5 3 0 9}$ | 18367716 | 2227 | 66 | 707 | 3000 |
| $\mathbf{2 0 2 8 7}$ | 14477520 | 2278 | 60 | 662 | 3000 |
| $\mathbf{1 5 3 3 1}$ | 11435596 | 2305 | 60 | 635 | 3000 |
| $\mathbf{1 0 5 9 7}$ | 7929831 | 2289 | 62 | 649 | 3000 |
| $\mathbf{6 0 7 3}$ | 4320387 | 2272 | 84 | 644 | 3000 |
| $\mathbf{1 9 0 7}$ | 1347864 | 2306 | 59 | 635 | 3000 |

Table 4.1. Prime Set Length equals to 3

From Table 4.1, with the value of the prime set increases, the number of experiments decreases, which means that the error rate increases. The error rate means the possibility of the detection method fails. Using Table 1, we generate the following graph shown in Fig. 4.8. Horizontal axis is the error rate. The vertical axis means the first prime $P_{0}$ of the
prime set. Comparing once means during the comparing process $\left(\operatorname{Decoding}\left(x, p_{i}, 1\right)=\right.$ Decoding(x)), $i$ randomly chooses one value. Comparing twice means during the comparing process, $i$ randomly choose the value twice. Full comparing means during the comparing process, $i$ chooses all the possible values.


Figure 4.8 Error Percentage for Three Comparing Method; Vertical axis: error percentage; Horizontal axis: the first prime of prime sett

From the graph, we can find the error rate decreasing with the comparing times increasing. A large prime set value also can decrease the error rate. The Comparing Twice line is almost overlapping the Full Comparing line. During the practical implementation process, comparing twice is a good choice to balance the error rate and efficiency.

### 4.3.2. Practical Consideration

We compare the new method to the old method to find a more accurate ways to detect the overflows. During the practical implementation, the following ways also should be considered,
a. Improve the value of the prime set. The largest prime for 32 -bits and 64-bits are 46337 and 2147483647 . When choose prime close to 2147483247 , even verification part is 1 , the mistake rate is significantly low.
b. Increasing the length of the verification part. When choose prime close to 46337, the verification part is better to use 5 or more.
c. Increasing the size of the prime set. On this way, increase the $P$-adic sequences for each prime in prime set also works. Even we cannot exactly predict the ranges of the final results, a general prediction should be done for choosing the property size of a prime set and digits of the $P$-adic sequence.
d. Randomly choose two different prime for Comparing Twice. When the size of prime set is small, Full Comparing can be applied which is the best way to avoid detection mistakes. While consider the balance for efficiency, Comparing Twice is a better choice.

When an overflow problem happens, the results can be kept as temporary results. Another prime set which includes prime with different values from the primes in original prime set will be chosen and do the calculation again. The new results will be combined with temporary results to be detected. If the combined results pass the detection, the
results will be recorded as final results, otherwise repeat the last 2 steps. Further research will be done concerning how to choose a new prime set. The implementation process will be taken as Figure 4.1.3.

For example, choose prime set $[17,13,11]$ and $P$-adic sequence is 2 to do matrix inverse for

$$
x=\left[\begin{array}{cccc}
1 & 1 / 2 & 1 / 3 & 1 / 4 \\
1 / 2 & 1 / 3 & 1 / 4 & 1 / 5 \\
1 / 3 & 1 / 4 & 1 / 5 & 1 / 6 \\
1 / 4 & 1 / 5 & 1 / 6 & 1 / 7
\end{array}\right]
$$

The calculation process is following:

$$
\mathrm{x} \xrightarrow{\text { Multiple } P \text {-adic code }}
$$

$$
\left[\begin{array}{cccc}
(1,0 ; 1,0 ; 1,0) & (9,8 ; 7,6 ; 6,5) & (6,11 ; 9,8 ; 4,7) & (13,12 ; 10,9 ; 3,8) \\
(9,8 ; 7,6 ; 6,5) & (6,11 ; 9,8 ; 4,7) & (13,12 ; 10,9 ; 3,8) & (7,3 ; 8,2 ; 9,8) \\
(6,11 ; 9,8 ; 4,7) & (13,12 ; 10,9 ; 3,8) & (7,3 ; 8,2 ; 9,8) & (3,14 ; 11,10 ; 2,9) \\
(13,12 ; 10,9 ; 3,8) & (7,3 ; 8,2 ; 9,8) & (3,14 ; 11,10 ; 2,9) & (5,7 ; 2,11 ; 8,4)
\end{array}\right]
$$

$$
\left[\begin{array}{cccc}
(16,0 ; 3,1 ; 5,1) & (16,9 ; 10,3 ; 1,0) & (2,14 ; 6,5 ; 9,10) & (13,8 ; 3,2 ; 3,9) \\
(16,9 ; 10,3 ; 1,0) & (10,2 ; 4,1 ; 1,10) & (3,11 ; 4,0 ; 6,7) & (14,13 ; 3,12 ; 8,9) \\
(2,14 ; 6,5 ; 9,10) & (3,11 ; 4,0 ; 6,7) & (3,7 ; 6,4 ; 1,6) & (16,7 ; 12,1 ; 2,3) \\
(13,8 ; 3,2 ; 3,9) & (14,13 ; 3,12 ; 8,9) & (16,7 ; 12,1 ; 2,3) & (12,11 ; 5,7 ; 6,1)
\end{array}\right]
$$

We use prime 11 and $k=2$ as verification part, the verification results is following:

$$
\left[\begin{array}{cccc}
\text { Pass } & \text { Pass } & \text { Failed } & \text { Pass } \\
\text { Pass } & \text { Failed } & \text { Failed } & \text { Failed } \\
\text { Failed } & \text { Failed } & \text { Failed } & \text { Failed } \\
\text { Pass } & \text { Failed } & \text { Failed } & \text { Failed }
\end{array}\right]
$$

So, we choose additional prime set[23,19]

$$
\begin{gathered}
\mathrm{x} \xrightarrow{\text { Multiple } P \text {-adic code }} \\
{\left[\begin{array}{cccc}
(1,0 ; 1,0) & (12,11 ; 10,9) & (8,15 ; 13,12) & (6,17 ; 5,14) \\
(12,11 ; 10,9) & (8,15 ; 13,12) & (6,17 ; 5,14) & (14,4 ; 4,15) \\
(8,15 ; 13,12) & (6,17 ; 5,14) & (14,4 ; 4,15) & (4,19 ; 16,15) \\
(6,17 ; 5,14) & (14,4 ; 4,15) & (4,19 ; 16,15) & (10,16 ; 11,13)
\end{array}\right]}
\end{gathered}
$$

$\xrightarrow{\text { Inverse }} y$
$\left[\begin{array}{cccc}(16,0 ; 16,0) & (18,17 ; 13,12) & (10,10 ; 12,12) & (21,16 ; 12,11) \\ (18,17 ; 13,12) & (4,6 ; 3,6) & (14,20 ; 17,9) & (1,4 ; 8,12) \\ (10,10 ; 12,12) & (14,20 ; 17,9) & (17,5 ; 1,18) & (9,1 ; 18,6) \\ (21,16 ; 12,11) & (1,4 ; 8,12) & (9,1 ; 18,6) & (17,6 ; 7,14)\end{array}\right]$

We combine the temporary and additional results to:

$$
\begin{gathered}
y_{11}=(16,0 ; 16,0 ; 16,0 ; 3,1 ; 5,1) \\
y_{12}=(18,17 ; 13,12 ; 16,9 ; 10,3 ; 1,0) \\
y_{13}=(10,10 ; 12,12 ; 2,14 ; 6,5 ; 9,10) \\
y_{14}=(21,16 ; 12,11 ; 13,8 ; 3,2 ; 3,9) \\
y_{21}=(18,17 ; 13,12 ; 16,9 ; 10,3 ; 1,0) \\
y_{22}=(4,6 ; 3,6 ; 10,2 ; 4,1 ; 1,10) \\
y_{23}=(14,20 ; 17,9 ; 3,11 ; 4,0 ; 6,7) \\
y_{24}=(1,4 ; 8,12 ; 14,13 ; 3,12 ; 8,9) \\
y_{31}=(10,10 ; 12,12 ; 2,14 ; 6,5 ; 9,10)
\end{gathered}
$$

$$
\begin{gathered}
y_{32}=(14,20 ; 17,9 ; 3,11 ; 4,0 ; 6,7) \\
y_{33}=(17,5 ; 1,18 ; 3,7 ; 6,4 ; 1,6) \\
y_{34}=(9,1 ; 18,6 ; 16,7 ; 12,1 ; 2,3) \\
y_{41}=(21,16 ; 12,11 ; 13,8 ; 3,2 ; 3,9) \\
y_{42}=(1,4 ; 8,12 ; 14,13 ; 3,12 ; 8,9) \\
y_{43}=(9,1 ; 18,6 ; 16,7 ; 12,1 ; 2,3) \\
y_{44}=(17,6 ; 7,14 ; 12,11 ; 5,7 ; 6,1)
\end{gathered}
$$

The prime set for combined results is $[23,19,17,13,11]$ using prime 11 and $k=2$ as a verification part, the verification results are:

$$
\left[\begin{array}{llll}
\text { Pass } & \text { Pass } & \text { Pass } & \text { Pass } \\
\text { Pass } & \text { Pass } & \text { Pass } & \text { Pass } \\
\text { Pass } & \text { Pass } & \text { Pass } & \text { Pass } \\
\text { Pass } & \text { Pass } & \text { Pass }
\end{array}\right]
$$

And the final results is

$$
\left[\begin{array}{cccc}
16 & -120 & 240 & -140 \\
-120 & 1200 & -2700 & 1680 \\
240 & -2700 & 6480 & -4200 \\
-140 & 1680 & -4200 & 2800
\end{array}\right]
$$

## Chapter 5

## Implementation

### 5.1. Mathematics Background

### 5.1.1. Moore - Penrose Inverse

This algorithm is based on the Hermite theory [7], it is expressed as,

$$
A^{+}=A^{t}\left(A A^{t} A A^{t}\right)_{R}^{-} A A^{t}
$$

$A^{+}$means the Moore-Penrose inverse of $A$ (of order $m \times n$ ). $M_{R}^{-}$of $M=A A^{t} A A^{t}$ means the reflexive g-inverse of $M$.

### 5.1.2. Polynomial Method to Calculate $e^{A t}$

5.1.2.1 Definition of $e^{A t}$

$$
e^{A t}=I+t A+\frac{t^{2} A^{2}}{2!}+\cdots
$$

According to the definition, if $A=W^{-1} C W$

$$
e^{A t}=W^{-1} I W+W^{-1} t C W+\frac{W^{-1} t^{2} C^{2} W}{2}+\cdots=W^{-1} e^{t C} W
$$

### 5.1.2.2 Companion Matrix [43]

The companion matrix of the polynomial

$$
c(z)=z^{n}-\sum_{k=0}^{n-1} c_{k} z^{k}
$$

is defined as

$$
C=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_{0} & c_{1} & c_{2} & \cdots & c_{n-1}
\end{array}\right]
$$

### 5.1.2.3. Poor-Man Method [11, 44]

Sjogren described the "Poor-Man" method in his Matlab code [44] based on Danilevskii algorithm (1937) in the book of Gregory and Young [11], which can compute the Frobenius form of a matrix over a field $M$. For any matrix $A \in M^{n \times n}$ there exists an invertible $W$ over $M$, such that

$$
W^{-1} C W=G=\left[\begin{array}{llll}
C_{g_{1}} & & & \\
& C_{g_{2}} & & \\
& & \ddots & \\
& & & C_{g_{i}}
\end{array}\right] \in M^{n \times n}
$$

G is the Frobenius canonical form of $A$, also called the rational canonical form. Each diagonal block is the companion matrix with form as,

$$
C_{f}=\left[\begin{array}{ccccc}
0 & & & & -f_{0} \\
1 & 0 & & & -f_{1} \\
& \ddots & \ddots & & \vdots \\
& & 1 & 0 & -f_{n-2} \\
& & & 1 & -f_{n-1}
\end{array}\right]
$$

Algorithm description [11, 45]:

1. Transform a $n \times n$ matrix $A$ into Lower Hessenberg form $H$, and get the transforming matrix $T$,

$$
T^{-1} A T=H
$$

2. Convert the lower Hessenberg matrix $H$ to Frobenius form according to the formula of Wilkinson[4],

$$
C^{-1} W C=F
$$

3. Form a diagonal matrix $D$ that is supposed to transform the matrix so that the subdiagonal consists of $1 s$,

$$
D^{-1} F D=G
$$

After the three transforming steps, we get the Frobenius canonical form $G$, invertible matrix $W$ and its inverse matrix $W^{-1}$, for which $W^{-1}=D^{-1} C^{-1} T^{-1}, W=T C D$. In some cases, this transformation does not result in a "block companion" matrix. There are some non-diagonal elements in G outside the blocks.

### 5.1.2.4. Polynomial Method

As in Mastascusa [46], Polynomial method is based on the Cayley-Hamilton theorem. This method will cost less in calculation, when the degree of series approximation of $e^{C t}$ is much higher than the rank of the matrix $C$ [46].

Moler and Loan gave a short description of the method as the following [2]:

1. Find the characteristic polynomial of matrix $A$

$$
c(z)=\operatorname{det}(z I-A)=z^{n}-\sum_{k=0}^{n-1} c_{k} z^{k}
$$

2. According to the Cayley-Hamilton theorem $c(A)=0$, hence

$$
A^{n}=c_{0} I+c_{1} A+\cdots+c_{n-1} A^{n-1}
$$

And it follows that any power of $A$ can be expressed in terms of $I, A, \cdots A^{n-1}$ :

$$
A^{k}=\sum_{j=0}^{n-1} \beta_{k j} A^{j}
$$

3. The $e^{A t}$ can be implied as the following:

$$
e^{t A}=\sum_{k=0}^{\infty} \frac{t^{k} A^{k}}{k!}=\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left[\sum_{j=0}^{n-1} \beta_{k j} A^{j}\right]=\sum_{j=0}^{n-1}\left[\sum_{k=0}^{\infty} \beta_{k j} \frac{t^{k}}{k!}\right] A^{j}=\sum_{j=0}^{n-1} \alpha_{j}(t) A^{j}
$$

### 5.2. Implementation of Multiple P-adic Arithmetic on Matrix

## Calculation

Our experiments were carried out on a typical laptop with Intel Core 15-2500 CPU as a parallel environment. The CPU has 4 cores for parallel processing.

Experiment 5.2.1. We generated random matrices with size from 3 by 3 to 40 by 40 , each element $\frac{a}{b}$ satisfies $|a, b| \leq 20$. For Multiple $P$-adic arithmetic algorithm, $s=12$ for $p \sim\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$ and for each $p$ the sequence length is 5. While for $P$-adic arithmetic, the sequence is 60 . For each matrix size, we generated 30 simples. Both algorithms are used to calculate the Moore-Penrose inverse. We use NTL [5] to represent larger integers for the experiments. The speed up is defined as:

$$
\text { Speed-up Rate }=\frac{P-\text { adic }}{\text { Multiple } P-\text { adic }}
$$



Figure 5.1 Moore-Penrose Inverse; Vertical axis: the average implementation time in second; Horizontal axis: the matrix size

Experiment 5.2.2. We generated random matrices with size from 3 by 3 to 40 by 40, each element $\frac{a}{b}$ satisfies $|a, b| \leq 20$. For Multiple $P$-adic arithmetic algorithm, $s=12$ for $p \sim\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$ and for each $p$ the sequence length is 5 . While for $P$-adic arithmetic, the sequence is 60 . For each matrix size, we generated 30 simples. Both algorithms are used to calculate $e^{A t}, t=1$ with 100 iterations.

From the above two experiments, we can find that on the 4 cores CPU (Intel Core i52500), the multiple $P$-adic arithmetic algorithm will speed up about 2 to 4 times based on the matrix sizes compared with that of direct $P$-adic arithmetic.


Figure 5.2 Polynomial method to calculate $\mathbf{e}^{\text {At }}$; Vertical axis: the average implementation time in second; Horizontal axis: the matrix size

Experiment 5.2.4. We generated random matrices with size from 3 by 3 to 40 by 40 , each element $\frac{a}{b}$ satisfies $|a, b| \leq 20$. For the multiple $P$-adic arithmetic algorithm, $s \sim\{4,5,8,12\}$ for $p \sim\left\{p_{1}, p_{2}, \cdots, p_{s}\right\}$ and for each $p$ the sequence length is 5 . While for $P$-adic arithmetic, the sequence is $\{20,25,40,60\}$. For each matrix size, we generated 30 simples. Both algorithms are used to calculate the Moore-Penrose inverse.

We get the average of speed up rate ( $\frac{P \text {-adic }}{\text { Multiple } P \text {-adic }}$ ) for each size $s$ as shown in Figures 5.3 and 5.4.


Figure 5.3 Speed up rate for s equal to 4,8 and 12 ; vertical axis: speed up rate value; horizontal axis: the matrix size

From Figure 5.2.4, we can see that with the increase of the integer sequence length for multiple $P$-adic and $P$-adic sequences, we will have more advantage of the multiple $P$ adic arithmetic. The reason is that as the length increase, the time complexity for $P$-adic arithmetic is $O\left(n^{2}\right)$, while for Multiple $P$-adic arithmetic is $O(n)$.


Figure 5.4 Speed up rate for s equal to 4,5 and 8 ; Vertical axis: speed up rate value; Horizontal axis: the matrix size

The CPU architecture can be an important part of the speeding up. From Figure 5.2.4 and Figure 5.2.5, we can see that if the length is a multiple of the number of CPU cores, the speed up is outstanding; while when the length is not a divisible number by CPU cores, such as 5 for a CPU with four cores, the speed-up will be poor. Also, as the matrix sizes grow, the speed-up factor becomes even more significant.

### 5.3 Using Multiple $P$-adic Data Type in the Security Field

The operation process implemented with the multiple $P$-adic data type can be separated into several parallel sub-processes. Each sub-process can be allocated in different nodes of the cloud system and each sub-process is operated independently. If some subprocesses have been compromised and the data are distorted, specific algorithms $[34,36$,
$40,41]$ can be used to identify the abnormality. Furthermore, if the number of subprocesses with errors is not passing the threshold, the sub-processes with errors can be identified and the corrected value can be obtained [36]. And if the data type is implemented on huge integer operations or rational number calculations, the operation time cost will be significantly decreased. Both linear and non-linear calculation process can be applied with the multiple $P$-adic data type. The data type naturally has encryption property. And if the calculation process is linear, we can use an additional encryption key to encrypt it.

### 5.3.1. Data Self-correction Property

The algorithm for data self-correction property is coming from redundant residue number system (RRNS) [34]. Using multiple $P$-adic data type, we should define a prime set $p \sim\left\{p_{1}, p_{2}, \cdots p_{k}\right\}$. With the number of $k$ primes, we can make sure to avoid the overflow situation [38]. But during the implementation, we setp $\sim\left\{p_{1}, p_{2}, \cdots p_{k}, p_{k+1}, \ldots, p_{n}\right\}$. The $\left\{p_{k+1}, \ldots, p_{n}\right\}$ part is the redundant part. According to Mandelbaum's theory [36], if $\frac{n-k}{2}$ or less sub-processes are changed, we can identify the compromised sub-processes and get the correct results. The main idea is to compare the decoded values from combination $C_{n}^{k}$ among the nodes. For example, we use prime set $\{46337,46327,46309,46307\}$. The redundant number $k=2$. We take 4 nodes $\left\{n_{0}, n_{1}, n_{2}, n_{3}\right\}$ of the cloud to do operations. One of the results is $19861 / 23831$. If there are no changes, the correct integers kept in the node should be $\{2443,36085,7970,5634\}$. Assume the node $n_{0}$ is compromised by a hacker and the value is distorted from 2443 to 23201.

| Node Values |  | Decoded Results |
| :---: | :---: | :---: |
| $\left\{n_{0}, n_{1}\right\}=\{46337,46327\}$ | $\Leftrightarrow$ | $-43262 / 3659$ |
| $\left\{n_{0}, n_{2}\right\}=\{46337,46309\}$ | $\Leftrightarrow$ | $11973 / 37438$ |
| $\left\{n_{0}, n_{3}\right\}=\{46337,46307\}$ | $\Leftrightarrow$ | $-26632 / 25557$ |
| $\left\{n_{1}, n_{2}\right\}=\{46327,46309\}$ | $\Leftrightarrow$ | $19861 / 23831$ |
| $\left\{n_{1}, n_{3}\right\}=\{46327,46307\}$ | $\Leftrightarrow$ | $19861 / 23831$ |
| $\left\{n_{2}, n_{3}\right\}=\{46309,46307\}$ | $\Leftrightarrow$ | $19861 / 23831$ |

Through the above table, the correct decoded result is $19861 / 23831$ and node $n_{0}$ can be identified as abnormal.

The data self-correction process can be descripted as the following:

Step 1: Compare the decoded value of $\left\{n_{0}, n_{1}, \cdots, n_{\left[\frac{n+k}{2}\right]}\right\}$ and $\left\{n_{\left[\frac{n+k}{2}\right]}, \cdots, n_{n}\right\}$. If the
values are equal, which means there is no error among the nodes, return the value.
Otherwise, continue to Step 2.

Step 2: Get the decoded values from combination $C_{n}^{k}$ among the nodes $\mathcal{v} \sim\left\{v_{0}, v_{1}, \cdots, v_{C_{n}^{k}}\right\}$. Sort $v$ and pick up the duplicate elements with their nodes indexes. If the number of the duplicate elements is less than $C_{\left[\frac{n+k}{2}\right]}^{k}$, which means there are more than $\frac{n-k}{2}$ nodes with errors and we cannot get the correct result, return with NULL. Otherwise, the result of the duplicate elements is the correct value and the nodes with the duplicate elements are the normal nodes, return them.

### 5.3.2. Linear Calculation Encryption Property

The multiple $P$-adic data type has natural encryption property, because the sub-processes only have the moduli values. For example, if the prime set is
$\{46337,46327,46309,46307\}$ and the $P$-adic sequence length is $2,1 / 463377$ will be represented as: $(33098,5673 ; 11690,1505 ; 26785,12620 ; 6486,1607)$. If only 1 node is compromised, the partial data is useless. However, the number 1 will be represented as 1,$0 ; 1,0 ; 1,0 ; 1,0$. It is easy to get the original value just from 1 node. In this situation, we can choose a random fraction number $f$ to multiple with the original number and after a linear operation, we can use $f$ to decode the original fraction number.

### 5.3.3. Implementation of the Algorithm on HPC

We did an experiment to prove this method works in practice. During the experiment, we generated rational numbers which can be represented with length of 15 multiple $P$-adic data structure and the prime set are adjacent primes with the largest prime 46337. The redundant length was chosen $k=5$. With the numbers of errors from 1 to 5 . In each situation, we generated 1000 random rational numbers and tried to identify the modified digits. The experimental result is the following:


Figure 5.5 Implementation Results; Horizontal axis: (Number of Error Digits)/k

Successful Identification Percentage means among the 1000 experiment samples, the percentage of samples which have been successfully identified for the error digits and restored to the correct rational numbers. Disturbing Rate means, in the worst case situation, the number of disturbing groups divided by the number of correct groups. For example, if we want to identify the correct digits from the digits of a multiple $P$-adic data, we should do all the possible combinations $C_{n}^{k}$ of the digits to decode them to the rational number. Assume the number of compromised digits is $e$, there will be the number of $C_{n-e}^{k}$ combinations decoded results with the same value. Besides the correct digits having the same decoded results, some of the combinations with the compromised digits also will have the same decoded results, which will be called disturbing elements. Usually the number of disturbing elements is far more less than $C_{n-e}^{k}$. While with the increase of $e$, the number of correct groups $C_{n-e}^{k}$ will decrease, which will make it harder to identify the correct groups versus the disturbing groups. As we mentioned above, when the number of compromised digits is larger than $\frac{n-k}{2}$, it will be almost impossible to identify the correct or compromised digits. The number of disturbing groups is depended on the length of the Multiple $P$-adic Data Type.

## A Method to Improve the Efficiency

In general, if you want to identify the correct digits, all the combination $C_{n}^{k}$ of digits should be decoded to rational numbers. With the increase of the $n$, the computational complexity will be high. For example, if $n=25, k=15$ then $C_{25}^{15}=3,268,760$, it will take too much time to decode the groups. We now give a better method that can significantly decrease the calculation load.

Step 1: Randomly select $m=k+e+1$ digits among $n$ digits of the multiple $P$-adic data, where $e$ means the number of nodes being possibly compromised. If there is no prediction, $e$ can be taken as 1 .

Step 2: Get the decoded values from the combinations $C_{m}^{k}$ among the $\operatorname{nodes} v \sim\left\{v_{0}, v_{1}, \cdots, v_{C_{m}^{k}}\right\}$. Sort $v$ and pick up the duplicate elements with their nodes index. If the number of the duplicate elements is less than $C_{k+1}^{k}$, which means the number of correct digits is less than $k$, then repeat step 2 with $m=m+1$. Otherwise, the result from the duplicate elements is the correct value, and the nodes with the duplicate elements are the normal nodes, record them and the correct rational number.

Step 3: Replace the first digit from the correct group with one from the remaining digits and decode to get the rational number. If the rational number is the same, then that node is normal, take it to the normal nodes collection, otherwise it is incorrect. Go through the remaining digits and identify the correct and incorrect digits.

During step 2 , if the disturbing rate is high, say possibly 2 or more groups which cannot be identified as the correct groups, then in this situation we can increase the value of $m$ and repeat step 2. Or we can keep all of them to go through step 3. The correct digits are the group with the most digits.

The following experiments have been designed to compare the new method with the old version.

Experiment 5.3.1. During this experiment, we generated a rational number which can be represented with the length of 2 multiple $P$-adic data structure, and the prime set are the
adjacent primes with the largest prime to be 46337 . The number of errors is fixed. The redundant length is $k$ varies from4 to 33.In each situation, we generate 100 random rational numbers and try to identify the compromised digits using both old and new methods. The experimental results are given in Figures 5.6 and 5.7.


Figure 5.6 Experiment 1Implementation Results; Horizontal axis: Length of Multiple $P$ adic; Vertical axis: 100 operations cost time in second


Figure 5.7 Experiment 1Implementation Results; Horizontal axis: Length of Multiple $P$ adic; Vertical axis: $\frac{\text { old Method Time Cost }}{\text { New Method Time Cost }}$

From Figure 5.7, we can find that the time cost on the new method is significantly shorter than that of the old method. The reason is that it usually only needs 1 to 2 iterations for the new method to identify the compromised digits, and the steps cost would be like $\boldsymbol{C}_{\boldsymbol{k}+\mathbf{1}}^{\boldsymbol{k}}+\boldsymbol{C}_{\boldsymbol{m}-\boldsymbol{k}-\mathbf{1}}^{\mathbf{1}}$ for 1 iteration and $\boldsymbol{C}_{\boldsymbol{k}+\mathbf{2}}^{\boldsymbol{k}}+\boldsymbol{C}_{\boldsymbol{m}-\boldsymbol{k}-\mathbf{2}}^{\mathbf{1}}$ for 2 iteration, while the old method is $\boldsymbol{C}_{\boldsymbol{m}}^{\boldsymbol{k}}$. In this experiment, $\boldsymbol{k}=\mathbf{2}$, the time complexity for the new vs old versions would be $\boldsymbol{O}(\boldsymbol{n})$ vs $\boldsymbol{O}\left(\boldsymbol{n}^{2}\right)$. Actually, with the increase of $k$, the old method's time complexity will increase to ( $\boldsymbol{n}^{\boldsymbol{k}}$ ), and new method's iteration steps will also increase but it still has a significant advantage.

Experiment 5.3.2. During this experiment, we generated a rational number which can be represented with the length of 6 multiple $P$-adic data structure and the prime set are adjacent primes with the largest prime to be 46337. The redundant length is $k=10$. With the number of errors from 1 to 5 . In each situation, we generated 100 random rational
numbers and tried to identify the compromised digits using both the old and new methods. The experimental results are given in Figures5.8 and 5.9.


Figure 5.8 Experiment 2 Implementation Results; Horizontal axis: Length of Error Digits;
Vertical axis: 100 operations cost time in second


Figure 5.9 Experiment 2 Implementation Results; Horizontal axis: Length of Error Digits;
Vertical axis: $\frac{\text { old Method Time Cost }}{\text { New Method Time Cost }}$

From Figure 5.8, we can find that when $k$ is large, the new method's advantage is more significant. The reason for Figure 5.9 is that when the number of error digits increases, the new method needs more and more iteration steps to identify the compromised digits.
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## Appendix A

## Full size of matrix

$$
\left[\begin{array}{ll}
e_{00}^{A} & e_{01}^{A} \\
e_{10}^{A} & e_{11}^{A}
\end{array}\right]
$$

-499031910327745937158678240342942112460738357 6881921987519180225314410067784161624259457527 6026307920636823586372102345126805085844059078 4074542147651536093110756252220146919882101022 6061401097577072077485046894606805994907411701 2717289612880116209684578641320599811663054433
$e_{00}^{A}=\frac{4441430214778284813615912208413787146167}{9179179519067235333094775009324116369068786440}$ 2291807740735072529720980104108840079387214968 6551682253701813182588071780421932625503562484 1616097423515172013613580871946770453324249466 3316241453549686813846861745670315523362009127 4830152650903361847890546666188872707840409600 00000000000000000000000000000000000000

3368585763017225866816740542740618137934040906 1105514861033219292265827847626920695113037075 1851153023420317914960372494647322845576117863 9880460547975648247926388751357937664560901672 4266230018069402952282545297924160584548827603 1780733355473181790251971156218526524653642223
$e_{01}^{A}=\frac{8273878016825451972334990799321610437}{8261556622754181591985011258793804510894439740}$ 4827085076842881093930808193990598592826808714 9580427615032168727498103820373324124529082274 3981058433250556617845717274654759649407874800 9413524934085221176075606842776240265320998250 3865132569119065629731125254043344127918080000 000000000000000000000000000000000000
-336858576301722586681674054274061813793404090 6110551486103321929226582784762692069511303707 5185115302342031791496037249464732284557611786 3988046054797564824792638875135793766456090167 2426623001806940295228254529792416058454882760 3178073335547318179025197115621852652465364222 $e_{10}^{A}=\frac{38273878016825451972334990799321610437}{3098083733532818096994379222047676691585414902}$ 6810156903816080410224053072746474472310053268 1092660355637063272811788932639996546698405852 8992896912468958731692143977995534868527953050 3530071850281957941028352566041090099495374343 8949424713419649611149171970266254047969280000 000000000000000000000000000000000000

## 4421801872006697468026710695910934797779605523 4381935328771611340082943645977772601066958585 8219374488404564632852362258637593988394659927 0352994883600097410104530862746350174007958166 6861091678316812330292970820776999452397429242 4785252264897392678005219184179182559935178422 <br> $e_{11}^{A}=\frac{92278626625923970826726398213879873711}{5422300137845624247397757389474161568226287348}$ 6585877990307637781269777276688766291621139643 9313230023283771500262995988434896909580163492 7536935186886599501712663806213282124326560866 1874573010535679974424306516429722250087262775 7283634477326880416475428410406929025728512000 <br> 0000000000000000000000000000000000000

## Appendix B

## Proof for P-adic Arithmetic Using Long- Integer method

## 1. Introduction

By combining with the algorithm of Dr. E. V. Krishnamurthy ${ }^{[1]}$ and John. D. Dixon ${ }^{[2]}$, we have developed an algorithm on error free matrix calculation called "DK Algorithm". Furthermore, we improve it to a more efficient way using longinteger method which fits the computer integer operation rules. To ensure correctness during the operation process, we should predict the range of prime p and P -adic series length r first. In this report, we focus on finding range of p and r in the basic arithmetic under long-integer method.

## 2. Proof of Basic Arithmetic Operations

In order to obtain the range limitation of $p$ and $r$ in basic arithmetic operations, we should go deep into the process.

Firstly, let's assume $a_{1} a_{2} a_{3} \cdots a_{r}$ and $b_{1} b_{2} b_{3} \cdots b_{r}$ are two P-adic series under $p$ as the prime number and r as the length of the series.

For all the arithmetic proofs, we assume:
a) For P-adic expansion $a_{1} a_{2} a_{3} \cdots a_{r}$, each $a_{i} \in[0, p-1]$ under prime $p$
b) Since the limitation of algorithm, $p$ and r should be less than the maximum of long integer (+2147483647); we denote $\boldsymbol{m}$.

We will prove the following operations: Addition, Subtraction, Multiplication and Division.

### 2.1 Addition

According to the operation rule of P-adic Addition:

| $a_{1}$ | $a_{2}$ | $a_{3}$ | $\ldots \ldots \ldots$ | $a_{r}$ |
| ---: | ---: | ---: | :--- | ---: |
| + | $b_{1}$ | $b_{2}$ | $b_{3}$ | $\ldots \ldots \ldots$ |$b_{r}$.

Because $d_{i}=\left\|a_{i}+b_{i}\right\|_{p}$, we can get $d_{1} d_{2} d_{3} \cdots d_{r}$ which is also a P-adic series. During the process the largest integer possible shows out is $a_{i}+b_{i}$.

Since $a_{i}, b_{i} \in[0, p-1], \therefore a_{i}+b_{i}<2 p<m \therefore \boldsymbol{p}<\frac{\boldsymbol{m}}{2}$

### 2.2 Subtraction

Subtraction is similar to P -adic addition but add one more step:

When we deal with subtraction, we transfer the subtrahend to a positive P -adic series. If so, we can handle the problem like addition. Because we follow the rule of modulo arithmetic in P-adic field, using $\left\|\boldsymbol{b}_{\boldsymbol{i}}+\boldsymbol{c}_{\boldsymbol{i}}+\boldsymbol{t}_{\boldsymbol{i}}\right\|_{p}=0\left(\boldsymbol{t}_{\boldsymbol{i}}\right.$ is carry number from $\boldsymbol{b}_{i-1}+\boldsymbol{c}_{\boldsymbol{i}-1}$, so it only can be 0 or 1 . In this way, we can easily transfer the series $-b_{1} b_{2} b_{3} \cdots b_{r}$ to $+c_{1} c_{2} c_{3} \cdots c_{r}$ which is also a P-adic series and satisfies with the condition that $\left\|-b_{1} b_{2} b_{3} \cdots b_{r}\right\|_{p}=\left\|+c_{1} c_{2} c_{3} \cdots c_{r}\right\|_{p}$. Then, we do calculation as follows:

| $a_{1}$ | $a_{2}$ | $a_{3}$ | $\ldots \ldots \ldots$ | $a_{r}$ |
| ---: | ---: | ---: | :--- | ---: |
| + | $c_{1}$ | $c_{2}$ | $c_{3}$ | $\ldots \ldots \ldots$ |$c_{r}$.

So whatever $a_{i}+b_{i}$ or $c_{i}+b_{i}$ will satisfies $p<\frac{m}{2}$

### 2.3 Multiplication

According to the operation rule of P -adic multiplication, we can split the multiplication operation into two steps showed as follows: the first step is to get new temporary series consisting of $d_{i j}$, and the next step is to sum up all these temporary series.


Now, let's go to the first step to compute $d_{11} d_{12} d_{13} \cdots d_{1 r}$ as an example. There is two parts when computing $d_{i j}$.

Part (1) is the simple multiplication series as $a_{1} b_{1} a_{2} b_{1} a_{3} b_{1} \cdots a_{j} b_{i} \cdots a_{r} b_{1} \quad(i, j \leq r)$ and part (2) is the carry number as $c_{i j}$, which is carry number for $a_{j} b_{i}$.

digit: 1 |  |
| :--- | :--- | :--- | :--- | :--- |

$$
\begin{array}{rrrrrr}
a_{1} b_{1} & a_{2} b_{1} & a_{3} b_{1} & \ldots & a_{r} b_{1} & \rightarrow(1) \\
+ & c_{11} & c_{12} & c_{13} & \ldots & c_{1 r} \\
\hline & d_{11} & d_{12} & d_{13} & \ldots & d_{1 r}
\end{array}
$$

Before estimating $d_{i j}$, we should first figure out the range of the carry number $c_{i j}$.
Knowing the modulus operation is used in P -adic field, we can proof:

$$
\begin{aligned}
& \because a_{i}, b_{i} \in[0, p-1] \quad \therefore a_{j} b_{i}<p^{2}(i, j \leq r) \\
& c_{11}=0 ; \quad c_{12}=\operatorname{int}\left[\left(a_{1} b_{1}+c_{11}\right) / p\right]<p ; \\
& c_{13}<\left(a_{2} b_{1}+c_{12}\right) / p<\left(p^{2}+p\right) / p<p+1 ; \\
& c_{14}<\left(a_{3} b_{1}+c_{13}\right) / p<\left(p^{2}+p+1\right) / p<p+1+\frac{1}{p} ;
\end{aligned}
$$

then $c_{1 r}<\left(a_{r-1} b_{1}+c_{1 r-1}\right) / p<p+1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots+\frac{1}{p^{r-3}}$
$\lim _{r \rightarrow \infty} c_{1 r}=\lim _{r \rightarrow \infty} p+1+\frac{1}{p}+\frac{1}{p^{2}}+\cdots+\frac{1}{p^{r-3}}=p+\frac{1}{1-1 / p}$

If we assume $m=2147483647$ (maximum of long integer), and then we approximately have

$$
\lim _{p \rightarrow m}\left(p+\frac{1}{1-1 / p}\right)=p+1 ;
$$

$\therefore \lim _{p \rightarrow m} \lim _{r \rightarrow \infty} c_{1 r}=p+1$;
$\therefore \lim _{r \rightarrow \infty} \lim _{p \rightarrow m} d_{1 r}=\lim _{r \rightarrow \infty} \lim _{p \rightarrow m}\left(c_{1 r}+a_{r} b_{1}\right) \leq(p-1)^{2}+p+1<p^{2}$
Since $d_{1 r}$ can be the largest number of the calculation, so if we set $\boldsymbol{p}^{2}<\boldsymbol{m}$, then the error of data overflow won't occur during the first step. Here, one thing should be clear that $d_{i j}$ can only be greater than $p$ during the calculation process, but each $d_{i j}$ of
$d_{11} d_{12} d_{13} \cdots d_{1 r}$ must meet the condition: $d_{i j} \in[0, p-1]$ after carry, because it is also a P -adic series under p as prime.

After completing the first step, now we start the second step to sum up all temporary series.


Above graph shows addition of r P-adic series, we can still use the same method before adding $e_{i}$ as the i-th carry number. So we rewrite column addition involving $e_{i}$. And now we can proof that: For each $e_{i}$, the carry number of column i , reflects the effect from column 1 to column (i-1). Take column 4 for example, $e_{4}$ can be affected by column 1 to column 3. For column 1, it has no effect on $e_{4}$ since $d_{11}$ can't be more than $p$. For column 2, it has effect no greater than $1 / \mathrm{p}$ because $\left(d_{12}+d_{21}\right) / p<2 p / p=2$, which means it can be 0 or 1 . If it carries 1 to column 3 , so this 1 will carry to column 4 as only $1 / p$. For column 3, it affects no greater than 2 because $\left(d_{13}+d_{22}+d_{31}\right) / p<3 p / p=3$, which means it can be 0,1 or 2 . So, the number carry to column 4 is no greater than
2. Thus, the maximum value of $e_{4}$ could be $2+1 / p$.

By analogy, we have $e_{5}=3+2 / p+1 / p^{2}$;
And $e_{r}=(r-2)+(r-3) / p+(r-4) / p^{2}+\cdots+1 / p^{r-3}$
$p \cdot e_{r}=(r-2) \cdot p+(r-3)+(r-4) / p+\cdots+1 / p^{r-4}$
(1) - (2), we have $(1-p) \cdot e_{r}=-(r-2) \cdot p+1+1 / p+\cdots+1 / p^{r-4}+1 / p^{r-3}$

We assume $m=2147483647$ (maximum of long digit), and then we have
$\lim _{p \rightarrow m} e_{r}=\lim _{p \rightarrow m} \frac{-(r-2) \cdot p+1+1 / p+\cdots+1 / p^{r-4}+1 / p^{r-3}}{1-p}$, because both numerator and denominator are polynomial and continuous except p=1or 0 . So,

$$
\begin{aligned}
\lim _{p \rightarrow m} e_{r} & =\lim _{p \rightarrow m} \frac{-(r-2) \cdot p}{1-p}+\lim _{p \rightarrow m} \frac{1+1 / p+\cdots+1 / p^{r-4}+1 / p^{r-3}}{1-p} \\
& =(r-2)+\lim _{p \rightarrow m} \frac{p^{r}-1}{p^{r-1} \cdot(p-1)^{2}}=r-2+0 \\
& =r-2
\end{aligned}
$$

Now, let's see the last addition of column addition $d_{r 1}+e_{r}$. Since $d_{r 1}$ is a P-aidc number, the error of data overflow won't occur if we set $p+(r-2)<\mathrm{m}$ which is same as $\boldsymbol{r}<\boldsymbol{m}+2-\boldsymbol{p}$.

Thus, to sum up the points which we have just indicated, $\boldsymbol{p}^{2}<\boldsymbol{m}$ and $\boldsymbol{r}<\boldsymbol{m}+2-\boldsymbol{p}$ are the two conditions we cannot violate during multiplication process.

### 2.4 Division

Basically, we deal with division by transfer it to multiplication like:


So we need add one more step that find $b_{1} b_{2} b_{3} \cdots b_{r}$ which is $c_{1} c_{2} c_{3} \cdots c_{r}{ }^{-1}$. To do that, we consider the following. If so, we say $b_{1} b_{2} b_{3} \cdots b_{r}=c_{1} c_{2} c_{3} \cdots c_{r}{ }^{-1}$.


Actually, to perform the division, we do multiplication twice, one for finding the divisor's inverse and another for computing the final result. Since these two multiplication is independent to each other, the range limitation of $p$ and $r$ would not change, which still be $\boldsymbol{p}^{2}<\boldsymbol{m}$ and $\boldsymbol{r}<\boldsymbol{m}+2-\boldsymbol{p}$.
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