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1 Supplementary Information

1.1 Derivation of the Seed Factor

We assume here that gamma-ray emission is due to external Compton scattering. We begin with the peak energies (in units
of electron rest mass energy) of the synchrotron and inverse Compton SED components, as seen in the observer’s frame.
These are, respectively,

εs =
B

Bcr
γ2δ/(1 + z) (1)

εc =
4

3
ε0γ

2δ2/(1 + z) (2)

where ε0 is the characteristic energy of the external seed photons in units of the electron rest mass energy, B is the magnetic
field in the jet, δ is the Doppler factor, γ is the Lorentz factor of the electrons responsible for the SED peak energy emission
of both the synchrotron and inverse Compton SED components, and Bcr is the critical magnetic field (Bcr = m2

ec
3/eh̄).

Supplementary Equation (2) is valid if the electron scattering takes place in the Thomson regime, which holds if,

νc <
∼

3.5× 1023/(1 + z) Hz. (3)

Here, as in the rest of the paper we have assumed that the highest energy possible for external seed photons in the broad-line
region and molecular torus are UV emission-line photons which have ε0 ≈ 3 × 10−5 [1]. For powerful blazars, generally,
〈νc〉 ≈ 1022 Hz. Thus the peak of the inverse Compton component is generally produced in the Thomson regime for powerful
blazars.

Dividing Supplementary Equation (2) by Supplementary Equation (1) and solving for B/δ,

B

δ
=

4ε0εsBcr
3εc

. (4)

We now consider the Compton dominance. This is the ratio of the observed peak inverse Compton luminosity, given by

Lc =
16

9
σT cβpγ

2
pn(γp)U0δ

6 (5)

and the observed synchrotron peak luminosity, given by

Ls =
4

3
σT cβpγ

2
pn(γp)UB δ4 (6)

Here σT is the Thomson cross section, c is the speed of light, γp is the Lorentz factor of the electrons responsible for the
peaks of the synchrotron and inverse Compton components, n(γp) is the electron density distribution at γp, βp is the speed of
these electrons in units of c, Γ is the bulk Lorentz factor, U0 is the external photon field energy density in the galaxy frame,
and UB = B2/8π is the magnetic field energy density. Their ratio is given by

k =
Lc
Ls

=
32πδ2U0

3B2
, (7)
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where U0 is the energy density of the external photon field.
Solving for B/δ, equating to Supplementary Equation (4), and doing some simple algebra, we find

U
1/2
0

ε0
= 3.22× 104

k
1/2
1 νs,13
νc,22

Gauss, (8)

where k1 is the Compton dominance in units of 10, νs,13 is the synchrotron peak in units of 1013 Hz, and νc,22 is the EC
peak in units of 1022 Hz.

This gives us the seed factor,

SF = Log10

(
U

1/2
0

ε0

)
= Log10

(
3.22× 104

k
1/2
1 νs,13
νc,22

Gauss

)
. (9)

We note here that similar equations have been presented in [2] without discussing how these equations can be used to
infer the precise location of gamma-ray emission in FSRQs.

1.2 Estimating the Seed Factor in the Molecular Torus

To calculate the expected seed factor of the molecular torus, we need an estimate of its energy density and characteristic
photon energy. In the molecular torus, reverberation mapping [e.g., 3, 4] and near-infrared interferometric studies [5] of radio-

quiet sources find that the inner radius of the molecular torus scales as L
1/2
d,45 (where Ld,45 is the accretion disk luminosity

in units of 1045 erg s−1). We assume this relation holds for radio-loud AGN. This relation implies that the molecular torus
energy density is constant with both molecular torus size and luminosity. The best-fit relation and uncertainties on the scaling
factor were found using the data in [3] and uncertainties were calculated using Wilk’s Theorem. For the molecular torus we

find RMT = 4.83± 0.23× 1018L
1/2
d,45. The fraction of Ld which is reprocessed by the molecular torus (the covering factor) is

ξMT ∼ 0.2 [6, 7, 8]. We estimate the uncertainty on the covering factor as 50% of the expected value. This is justified by the
distribution of molecular torus covering factors for high-z, luminous quasars found in [8]. We therefore estimate the molecular
torus covering factor as ξMT = 0.2± 0.1. The energy density of the molecular torus is therefore U0,MT = 2.28± 1.16× 10−5

erg cm-3. The molecular torus spectrum can be approximated using a blackbody spectrum with a temperature of T = 1200
K [9]. This gives a characteristic photon energy for the molecular torus of ε0,MT = 5.7× 10−7, in units of electron rest mass
energy. These quantities imply a molecular torus seed factor of SFMT = 3.92± 0.11.

1.3 Estimating the Seed Factor in the Broad-Line Region

Reverberation mapping of radio-quiet active galactic nuclei finds that the radius of the broad-line region is RBLR = 2.76 ±
0.20 × 1017L

1/2
d,45 [10]. We assume that this holds for radio-loud sources. The covering factor of the broad-line region is

ξBLR ∼ 0.1 [11]. Because the molecular torus is expected to be the same material as the broad-line region, but beyond
the sublimation radius [12], the uncertainty in the broad-line region covering factor should be approximately the same as
for the molecular torus. We therefore assume a 50% uncertainty in the broad-line region covering factor. The broad-line
region covering factor is therefore estimated as ξBLR = 0.1± 0.05. With this scaling relation and covering factor, the energy
density of the broad-line region is U0,BLR = 3.49 ± 1.80 × 10−3 erg cm-3. The broad-line region SED can be approximated
by a blackbody with peak frequency of ν0 = 1.5νLyα [1]. The characteristic photon energy of the broad-line region is
therefore ε0,BLR = 3× 10−5, in units of electron rest mass energy. These assumptions imply a broad-line region seed factor
of SFBLR = 3.29± 0.11.

1.4 Description of SED Samples

Plots of the SEDs used and their fits are included in Supplementary Fig. 1-5.

1.4.1 LBAS Sample

The LBAS is the Fermi LAT Bright AGN Sample. A subsample of 48 quasi-simultaneous, multiwavelength SEDs for sources
in the LBAS were presented in [13], selected from the LBAS solely on availability of Swift observations carried out between
2008 May and 2009 January. This selection criterion implies that the LBAS subsample should be relatively unbiased in terms
of selection effects. The distribution of redshifts, optical, X-ray, and gamma-ray fluxes of the LBAS Sample are consistent
with being the same as for the full LBAS [13]. Data for this sample is available via public repository at Vizier [14]. However,
due to evident data missing in the tables available at Vizier, all data was extracted from plots in [13] using Dexter [15].
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1.4.2 Giommi Sample

Part of the Giommi Sample is a sample of 105 quasi-simultaneous, multiwavelength SEDs belonging to 3 flux limited samples
based on Planck, Swift, and Fermi data respectively as presented in [16]. The other part of the Giommi Sample is taken
from a companion paper from the Planck Collaboration [17] which included 28 quasi-simultaneous SEDs which were not
represented in [16] (i.e., not overlapping with the sample in [16]). Due to the companion nature of the Planck Collaboration
paper, we have decided to refer to this collection of 2 samples as a single sample (we do, however, include the data for the
Planck Collaboration paper in its own table). Swift-UVOT and Fermi -LAT data from [16] was accessed via public repository
at Vizier [18]. Due to evident inconsistencies found in the tables available at Vizier, radio, ground-based optical, and Swift-
XRT data from [16] was extracted from plots in the cited paper using Dexter [15]. All data from [17] was extracted from
plots in the cited paper using Dexter [15].

1.4.3 DSSB Sample

The DSSB Sample is the sample of SEDs in [19]. DSSB stands for Dynamic SEDs of Southern Blazars. This is a sample
of SEDs of the 22 gamma-ray brightest sources (according to the Fermi-LAT Third Source Catalog; [20]) observed in the
Tracking Active Galactic Nuclei with Austral Milliarcsecond Interferometry program (TANAMI; [21]). Time periods of steady
activity were identified in [19] by using Bayesian blocks to determine periods of constant gamma-ray flux, being subdivided
further when such periods were longer than a year. [19] then searched for observations in other wavebands which were
quasi-simultaneous to these identified time-periods. Data for this sample was accessed via public repository at Vizier [22].

We found that the DSSB Sample was needed to include enough BL Lacertae object SEDs for our testing against weak
extragalactic jets as described in Section 1.6 of the Supplementary Information. The DSSB contributes somewhat minimally
to our sample of FSRQs (only 11 FSRQ SEDs from the DSSB Sample are included in our final sample of SEDs).

1.4.4 Literature Search Sample

The Literature Search Sample is a sample of quasi-simultaneous, multiwavelength SEDs taken from the literature. Initially 7
sources were included in this sample: 3C 279, 3C 454.3, 3C 345, PKS 1510-089, PKS 0528+134, PKS 0420-015, and 1502+106.
SEDs were excluded from the final sample based only on simultaneity, wavelength coverage, and steady-statedness. This left
only SEDs from 3C 279 and 3C 454.3 in the sample. The SEDs included in the Literature Search Sample for these two sources
(for completeness, including those which did not pass the cut on peak Compton frequency) are in [23, 24, 25, 26, 27, 28, 29].
All data in this sample was extracted from either tables or plots in the cited papers. Data was extracted from plots, using
Dexter [15], in cases of evident inconsistencies in tables, missing data in tables, or in cases for which tables were not provided.

1.5 Impact of Variability in SED Samples

LBAS has a γ-ray integration time of 88 days for all SEDs. A companion paper [30] investigated the weekly lightcurves of
the LBAS sources (note that 2 of the sources in our paper are missing in their data) in a 47 week period starting at the
start of the LBAS period. We have calculated the normalized excess variance (Fvar =

√
(S2 − 〈σ2

F 〉)/〈F 〉) for the 13 weeks
overlapping with the LBAS period, the normalized excess variance for the total 47 weeks, and compared these two quantities
by calculating the fractional difference between them. This is detailed in the table below. Of note are (1) the normalized
excess variance for all sources is below 1, with a maximum of about 0.8, and a median of about 0.4 (2) the fractional difference
is only negative (i.e., the LBAS period has a larger excess variance than the total 47 weeks) for one source, and the median
of the fractional difference is about 0.3, implying that the excess variance is generally a sizeable fraction smaller during the
LBAS period than over the entire 47 week period (i.e., there is less variability in the integration time of the LBAS than these
sources experience on average).

The DSSB SEDs were created via a Bayesian block method based on Fermi-LAT lightcurves to select periods of relatively
steady flux.

The other samples were integrated over similarly short lengths of time, and thus it is likely that variability is similarly
small and/or averaged out.

1.6 Comparison with Seed Factor of Weak Extragalactic Jets

To test that the seed factor distribution for powerful extragalactic jets is different from sources in which there is no significant
external photon field for external Compton scattering we calculate the seed factor for weak extragalactic jets.

Beamed weak extragalactic jets generally correspond to BL Lacertae objects (BL Lacs, or BLLs). We have calculated the
seed factor for sources in the LBAS Sample, Giommi Sample, and the DSSB Sample which are classified (in their respective
papers) as BL Lacertae objects (see Supplementary Fig. 6, and compare with Fig. 1). The number of BL Lac SEDs which
we could reliably fit is 21. This is about a third the number of FSRQ SEDs which we were able to reliably fit (62 SEDs for
the FSRQs).
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Supplementary Table 1: LBAS Normalized Excess Variances

0FGL Name LBAS Time EV Total EV Fractional Difference of EV

J0457.1-2325 0.23 0.48 0.53
J1512.7-0905 0.80 0.95 0.15
J1256.1-0547 0.15 0.78 0.81
J2143.2+1741 0.37 0.51 0.27
J0349.8-2102 0.27 0.71 0.61
J1457.6-3538 0.58 0.60 0.04
J1229.1+0202 0.51 0.61 0.17
J2254.0+1609 0.35 0.92 0.62
J1522.2+3143 0.26 0.30 0.16
J0531.0+1331 0.43 0.81 0.47
J1504.4+1030 0.63 0.40 -0.57

The Kolmogorov-Smirnov test is not very sensitive to effects in the tails of a distribution. Global effects and the small
sample size of the BL Lac sample reduce the reliability of the Kolmogorov-Smirnov test. We therefore applied the Anderson-
Darling test and the Shapiro-Wilk test to large (107 variates) bootstrapped samples of the BL Lac and FSRQ seed factor
distributions. Using a rejection significance threshold of 2σ, the BL Lac distribution is significantly rejected as normal by
both of these tests (> 2.58σ (p-value less than 0.01) using the Anderson-Darling test, and 3.55σ (p-value 0.00) using the
Shapiro-Wilk test). The FSRQ distribution is not significantly rejected as normal by either of these tests (1.64 − 1.96σ
(0.05 < p-value < 0.1) using the Anderson-Darling test, and 1.99σ (p-value 0.05) using the Shapiro-Wilk test). These results
imply that the BL Lacs and FSRQs have distinct seed factor distributions, and thus that the BL Lacs and FSRQs likely emit
gamma-rays through different processes.

A complicating factor is that BL Lacertae populations are known to be contaminated with “fake BL Lacs” [31], which
are FSRQs which have been classified as BL Lacs due to their continuum emission outshining their broad-line emission.
However, any contaminating FSRQs in our BL Lac sample are expected to have seed factors which behave the same as for
the FSRQ sample (which is not a contaminated sample). Therefore, any differences between the FSRQ and BL Lac seed
factor distributions are attributable to the real BL Lacs in the BL Lac sample.
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Supplementary Fig. 1: Giommi Sample FSRQ SEDs. The SEDs for the FSRQs in the Giommi Sample which passed all
selection criteria. Red data points represent data we identified as being attributable to the synchrotron peak, big blue bump
emission, or extended emission. Blue data represent data we identified as being primarily attributable to inverse Compton
emission. The green curve shows the fit to the red data; the solid parts show the portion within the range of the red data,
while the dashed parts show the extension of the fit beyond the range of the red data. The black curve represents the same,
but for the blue data. Frequencies are in Hertz. Fluxes are in erg cm-2 s-1. Error bars are as they were presented by the
original authors. Downward pointing arrows represent upper limits as they were presented by the original authors.
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Supplementary Fig. 2: Planck Sample FSRQ SEDs. The SEDs for the FSRQs in the Planck Sample which passed all
selection criteria. Red data points represent data we identified as being attributable to the synchrotron peak, big blue bump
emission, or extended emission. Blue data represent data we identified as being primarily attributable to inverse Compton
emission. The green curve shows the fit to the red data; the solid parts show the portion within the range of the red data,
while the dashed parts show the extension of the fit beyond the range of the red data. The black curve represents the same,
but for the blue data. Frequencies are in Hertz. Fluxes are in erg cm-2 s-1. Error bars are as they were presented by the
original authors. Downward pointing arrows represent upper limits as they were presented by the original authors.

6



10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 3.72+0.16 0.16

J0457.1-2325

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 3.43+0.14 0.14

J0730.4-1142

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 4.31+0.04 0.04

J1512.7-0905

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 3.2+0.22 0.21

J1256.1-0547

10 15 20 25
Log10(Frequency)

−15

−10
Lo
g1
0(
Fl
ux
) SF = 5.67+0.12 0.12

J2143.2+1741

10 15 20 25
Log10(Frequency)

 15

 10

Lo
g1
0(
Fl
ux
) SF = 4.76+0.09 0.09

J0349.8-2102

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 4.38+0.21 0.21

J1457.6-3538

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 5.59+0.12 0.13

J1229.1+0202

10 15 20 25
Log10(Frequency)

 15

 10

Lo
g1
0(
Fl
ux
) SF = 4.11+0.07 0.07

J2254.0+1609

10 15 20 25
Log10(Frequency)

 15

 10

Lo
g1
0(
Fl
ux
) SF = 4.99+0.08 0.07

J0423.1-0112

10 15 20 25
Log10(Frequency)

−15

−10

Lo
g1
0(
Fl
ux
) SF = 4.12+0.16 0.16

J1522.2+3143

10 15 20 25
Log10(Frequency)

 15

 10
Lo
g1
0(
Fl
ux
) SF = 4.51+0.06 0.06

J0531.0+1331

10 15 20 25
Log10(Frequency)

 15

 10

Lo
g1
0(
Fl
ux
) SF = 3.71+0.11 0.11

J1504.4+1030

Supplementary Fig. 3: LBAS Sample FSRQ SEDs. The SEDs for the FSRQs in the LBAS Sample which passed all
selection criteria. Red data points represent data we identified as being attributable to the synchrotron peak, big blue bump
emission, or extended emission. Blue data represent data we identified as being primarily attributable to inverse Compton
emission. The green curve shows the fit to the red data; the solid parts show the portion within the range of the red data,
while the dashed parts show the extension of the fit beyond the range of the red data. The black curve represents the same,
but for the blue data. Frequencies are in Hertz. Fluxes are in erg cm-2 s-1. Error bars are as they were presented by the
original authors. Downward pointing arrows represent upper limits as they were presented by the original authors.
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Supplementary Fig. 4: DSSB Sample FSRQ SEDs. The SEDs for the FSRQs in the DSSB Sample which passed all
selection criteria. Red data points represent data we identified as being attributable to the synchrotron peak, big blue bump
emission, or extended emission. Blue data represent data we identified as being primarily attributable to inverse Compton
emission. The green curve shows the fit to the red data; the solid parts show the portion within the range of the red data,
while the dashed parts show the extension of the fit beyond the range of the red data. The black curve represents the same,
but for the blue data. Frequencies are in Hertz. Fluxes are in erg cm-2 s-1. Error bars are as they were presented by the
original authors. Upward/downward pointing arrows represent lower/upper limits as they were presented by the original
authors.
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Supplementary Fig. 5: LSS Sample FSRQ SEDs. The SEDs for the FSRQs in the LSS Sample which passed all selection
criteria. Red data points represent data we identified as being attributable to the synchrotron peak, big blue bump emission,
or extended emission. Blue data represent data we identified as being primarily attributable to inverse Compton emission.
The green curve shows the fit to the red data; the solid parts show the portion within the range of the red data, while the
dashed parts show the extension of the fit beyond the range of the red data. The black curve represents the same, but for
the blue data. Frequencies are in Hertz. Fluxes are in erg cm-2 s-1. Error bars are as they were presented by the original
authors. Naming is contracted to include only the source name and final trailing number as given in Supplementary Table
6. Downward pointing arrows represent upper limits as they were presented by the original authors.
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Supplementary Fig. 6: Histogram of BL Lac seed factors. A histogram showing the distribution of seed factors for
our sample of BL Lacertae objects. We do not include a kernel density estimate here due to the small size of the BL Lac
sample. For reference, the expected seed factor value and 1σ confidence interval for the broad-line region (blue) and molecular
torus (orange) for FSRQs are shown by solid and dashed lines, respectively. See Sections 1.2 and 1.3 of the Supplementary
Information for information on calculation of the plotted confidence intervals. The distribution of seed factors appears flat
for BL Lacs as compared to for FSRQs. Compared with Fig. 1, it is clear that the FSRQ seed factor distribution has a
sharper peak than the BL Lac seed factor distribution.
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1.7 Seed Factor Tables

Supplementary Table 2: DSSB FSRQ Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

2142-758 2142-758 beta 1.14 4.76+0.09
−0.08 12.73+0.01

−0.01 −11.37+0.01
−0.01 21.55+0.08

−0.08 −10.22+0.05
−0.05

1424-418 1424-418 eta 1.52 3.07+0.04
−0.04 13.02+0.02

−0.02 −9.73+0.02
−0.02 23.10+0.04

−0.04 −9.45+0.01
−0.01

2052-474 2052-474 beta 1.49 5.00+0.13
−0.10 12.73+0.04

−0.04 −11.35+0.03
−0.03 21.17+0.09

−0.12 −10.47+0.06
−0.07

2149-306 2149-306 delta 2.35 7.07+0.05
−0.06 13.93+0.02

−0.02 −11.68+0.01
−0.01 20.54+0.05

−0.05 −10.34+0.03
−0.03

1424-418 1424-418 zeta 1.52 2.37+0.06
−0.06 12.66+0.01

−0.01 −9.37+0.02
−0.02 23.18+0.05

−0.05 −9.61+0.01
−0.01

1424-418 1424-418 alpha 1.52 4.10+0.12
−0.12 12.74+0.01

−0.01 −11.03+0.01
−0.01 22.02+0.12

−0.12 −10.29+0.04
−0.04

1954-388 1954-388 beta 0.63 5.65+0.13
−0.13 13.42+0.04

−0.04 −11.47+0.02
−0.02 21.16+0.11

−0.12 −10.72+0.06
−0.06

2052-474 2052-474 alpha 1.49 4.27+0.10
−0.10 12.99+0.03

−0.03 −11.16+0.02
−0.02 22.19+0.09

−0.10 −10.24+0.07
−0.08

1424-418 1424-418 delta 1.52 4.16+0.22
−0.06 13.42+0.00

−0.00 −10.61+0.00
−0.00 22.45+0.05

−0.22 −10.26+0.01
−0.07

0402-362 0402-362 beta 1.42 3.95+0.06
−0.06 12.62+0.01

−0.01 −10.70+0.02
−0.02 22.24+0.06

−0.06 −9.57+0.04
−0.04

1424-418 1424-418 epsilon 1.52 2.33+0.05
−0.05 12.57+0.02

−0.02 −9.21+0.04
−0.04 23.10+0.04

−0.04 −9.51+0.01
−0.01

Supplementary Table 3: LBAS FSRQ Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

J0457.1-2325 J0457.1-2325 1.00 3.72+0.16
−0.16 13.14+0.02

−0.02 −11.03+0.02
−0.02 22.95+0.15

−0.15 −10.00+0.04
−0.04

J0730.4-1142 J0730.4-1142 1.59 3.43+0.14
−0.14 12.94+0.02

−0.02 −10.50+0.02
−0.02 22.71+0.14

−0.14 −10.12+0.05
−0.06

J1512.7-0905 J1512.7-0905 0.36 4.31+0.04
−0.04 12.89+0.01

−0.01 −10.99+0.01
−0.01 22.20+0.03

−0.03 −9.76+0.02
−0.02

J1256.1-0547 J1256.1-0547 0.54 3.20+0.22
−0.21 12.67+0.02

−0.02 −10.32+0.02
−0.02 22.53+0.20

−0.21 −10.19+0.08
−0.07

J2143.2+1741 J2143.2+1741 0.21 5.67+0.12
−0.12 14.25+0.02

−0.02 −10.85+0.02
−0.02 21.77+0.11

−0.12 −10.48+0.05
−0.05

J0349.8-2102 J0349.8-2102 2.94 4.76+0.09
−0.09 13.12+0.02

−0.02 −11.23+0.02
−0.02 21.87+0.09

−0.09 −10.21+0.05
−0.05

J1457.6-3538 J1457.6-3538 1.42 4.38+0.21
−0.21 13.52+0.03

−0.03 −11.28+0.02
−0.03 22.76+0.21

−0.20 −10.06+0.08
−0.08

J1229.1+0202 J1229.1+0202 0.16 5.59+0.12
−0.13 13.63+0.09

−0.10 −9.93+0.04
−0.04 21.29+0.09

−0.08 −9.45+0.04
−0.04

J2254.0+1609 J2254.0+1609 0.86 4.11+0.07
−0.07 12.88+0.02

−0.02 −9.77+0.02
−0.02 22.11+0.10

−0.07 −9.09+0.04
−0.05

J0423.1-0112 J0423.1-0112 0.92 4.99+0.08
−0.07 12.89+0.01

−0.01 −10.88+0.01
−0.01 21.22+0.07

−0.07 −10.26+0.04
−0.04

J1522.2+3143 J1522.2+3143 1.49 4.12+0.16
−0.16 13.21+0.04

−0.04 −11.15+0.07
−0.06 22.58+0.15

−0.14 −10.19+0.06
−0.06

J0531.0+1331 J0531.0+1331 2.07 4.51+0.06
−0.06 12.17+0.03

−0.03 −11.46+0.02
−0.02 21.43+0.05

−0.04 −9.92+0.04
−0.04

J1504.4+1030 J1504.4+1030 1.84 3.71+0.11
−0.11 13.19+0.01

−0.01 −9.71+0.04
−0.04 23.06+0.11

−0.11 −9.71+0.04
−0.04
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Supplementary Table 4: Giommi FSRQ Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

J0457-2324 J0457-2324 1.00 3.31+0.13
−0.13 12.97+0.04

−0.04 −11.35+0.02
−0.02 23.14+0.12

−0.12 −10.41+0.07
−0.07

J1256-0547 J1256-0547 0.54 2.58+0.10
−0.10 12.45+0.02

−0.02 −10.48+0.02
−0.02 22.97+0.09

−0.09 −10.29+0.04
−0.04

J0920+4441 J0920+4441 2.19 3.11+0.13
−0.13 11.89+0.03

−0.03 −11.35+0.04
−0.04 22.21+0.12

−0.12 −10.53+0.07
−0.07

J0136+4751 J0136+4751 0.86 7.31+0.12
−0.11 12.85+0.03

−0.02 −10.90+0.01
−0.03 18.01+0.10

−0.11 −11.99+0.05
−0.06

J1642+3948 J1642+3948 0.59 2.40+0.09
−0.09 11.73+0.03

−0.04 −11.31+0.02
−0.02 22.60+0.08

−0.08 −10.78+0.03
−0.03

J1924-2914 J1924-2914 0.35 1.92+0.12
−0.13 12.48+0.05

−0.05 −10.76+0.03
−0.03 23.59+0.11

−0.11 −10.71+0.03
−0.03

J1911-2006 J1911-2006 1.12 3.97+0.13
−0.14 12.54+0.04

−0.04 −11.20+0.03
−0.03 21.76+0.13

−0.12 −10.84+0.08
−0.09

J0010+1058 J0010+1058 0.09 6.54+0.14
−0.14 14.36+0.07

−0.07 −10.73+0.02
−0.02 20.84+0.11

−0.11 −10.70+0.04
−0.04

J0530+1331 J0530+1331 2.07 5.62+0.02
−0.05 13.85+0.00

−0.03 −11.26+0.00
−0.02 21.63+0.00

−0.07 −10.48+0.00
−0.06

J1130-1449 J1130-1449 1.18 5.26+0.11
−0.11 12.69+0.04

−0.04 −11.14+0.03
−0.03 20.47+0.10

−0.10 −11.09+0.04
−0.04

J2232+1143 J2232+1143 1.04 2.95+0.15
−0.13 11.46+0.04

−0.05 −11.59+0.03
−0.03 21.82+0.11

−0.14 −10.98+0.05
−0.06

J2229-0832 J2229-0832 1.56 4.62+0.07
−0.08 12.71+0.04

−0.04 −11.34+0.04
−0.04 21.33+0.06

−0.06 −10.88+0.02
−0.02

J1923-2104 J1923-2104 0.87 3.65+0.16
−0.08 13.46+0.06

−0.06 −10.94+0.03
−0.03 22.99+0.07

−0.12 −10.59+0.07
−0.04

J0957+5522 J0957+5522 0.90 5.60+0.24
−0.25 13.97+0.26

−0.20 −11.88+0.04
−0.04 21.85+0.13

−0.14 −10.95+0.09
−0.09

J0237+2848 J0237+2848 1.21 4.51+0.20
−0.05 12.78+0.05

−0.05 −11.44+0.03
−0.03 21.75+0.00

−0.12 −10.50+0.00
−0.06

J1222+0413 J1222+0413 0.97 4.16+0.08
−0.08 11.83+0.05

−0.05 −11.74+0.04
−0.04 21.33+0.06

−0.06 −10.45+0.05
−0.05

J2203+3145 J2203+3145 0.29 5.37+0.09
−0.09 12.07+0.03

−0.03 −11.31+0.03
−0.03 19.82+0.07

−0.08 −11.07+0.03
−0.03

J2148+0657 J2148+0657 1.00 4.61+0.10
−0.10 12.89+0.03

−0.03 −11.02+0.02
−0.02 21.25+0.09

−0.09 −11.10+0.03
−0.03

J2207-5346 J2207-5346 1.22 4.48+0.10
−0.11 11.83+0.05

−0.05 −12.01+0.04
−0.04 20.99+0.08

−0.08 −10.74+0.08
−0.08

J1504+1029 J1504+1029 1.84 4.09+0.23
−0.26 12.94+0.09

−0.02 −11.88+0.01
−0.04 22.53+0.24

−0.23 −10.55+0.09
−0.08

Supplementary Table 5: Planck FSRQ Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

J1224+2122 J1224+2122 0.43 3.17+0.27
−0.26 12.01+0.02

−0.02 −11.59+0.03
−0.03 22.69+0.27

−0.26 −9.92+0.10
−0.09

Supplementary Table 6: LSS FSRQ Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

3C 279 3C 279 January 1 [23] 0.54 4.03+0.21
−0.20 12.70+0.01

−0.01 −9.89+0.01
−0.01 21.96+0.22

−0.19 −9.32+0.10
−0.09

3C 454.3 3C 454.3 2 [24] 0.86 3.73+0.07
−0.07 12.85+0.02

−0.01 −9.52+0.02
−0.02 22.23+0.06

−0.06 −9.32+0.04
−0.04

3C 454.3 3C 454.3 54673 54693 3 [25] 0.86 3.29+0.19
−0.20 12.50+0.03

−0.03 −10.03+0.02
−0.01 22.51+0.19

−0.19 −9.46+0.08
−0.08

3C 454.3 3C 454.3 54800 54845 4 [25] 0.86 3.83+0.09
−0.09 12.77+0.02

−0.02 −10.29+0.01
−0.02 22.15+0.09

−0.09 −9.90+0.03
−0.03

3C 454.3 3C 454.3 flare 5 [26] 0.86 3.86+0.05
−0.05 13.02+0.00

−0.00 −9.23+0.01
−0.01 22.76+0.04

−0.05 −8.04+0.02
−0.02

3C 454.3 3C 454.3 54617 54618 6 [25] 0.86 4.09+0.04
−0.03 13.04+0.02

−0.02 −9.79+0.02
−0.02 22.12+0.02

−0.02 −9.45+0.01
−0.01

3C 454.3 3C 454.3 post-flare 7 [26] 0.86 3.98+0.06
−0.07 13.02+0.01

−0.01 −9.24+0.01
−0.01 22.64+0.06

−0.06 −8.05+0.02
−0.02

3C 279 3C 279 Period D 8 [27] 0.54 3.99+0.14
−0.12 13.01+0.06

−0.05 −10.25+0.02
−0.02 22.79+0.04

−0.06 −8.74+0.03
−0.04

3C 279 3C 279 Period D 9 [28] 0.54 3.69+0.20
−0.20 12.91+0.05

−0.03 −10.37+0.04
−0.02 22.68+0.17

−0.13 −9.48+0.08
−0.06

3C 279 3C 279 Period F 10 [28] 0.54 3.86+0.15
−0.15 12.65+0.02

−0.01 −10.45+0.01
−0.02 21.85+0.10

−0.08 −10.34+0.03
−0.04

3C 279 3C 279 Period G 11 [28] 0.54 4.51+0.06
−0.09 13.15+0.04

−0.06 −10.64+0.03
−0.02 22.21+0.05

−0.05 −9.52+0.02
−0.02

3C 279 3C 279 Period A 12 [28] 0.54 2.81+0.09
−0.09 12.04+0.06

−0.05 −10.62+0.05
−0.06 22.43+0.07

−0.07 −10.23+0.02
−0.02

3C 279 3C 279 Period B 13 [28] 0.54 3.49+0.23
−0.23 12.91+0.03

−0.03 −10.09+0.02
−0.03 22.69+0.17

−0.17 −9.57+0.10
−0.10

3C 279 3C 279 Period C 14 [28] 0.54 3.41+0.23
−0.23 12.85+0.03

−0.03 −10.31+0.02
−0.02 22.70+0.19

−0.18 −9.83+0.07
−0.06

3C 279 3C 279 Period H 15 [28] 0.54 3.62+0.11
−0.12 12.38+0.02

−0.02 −10.33+0.03
−0.02 21.88+0.11

−0.11 −10.10+0.09
−0.08

3C 454.3 3C 454.3 pre-flare 16 [29] 0.86 3.25+0.08
−0.08 12.89+0.03

−0.03 −9.63+0.03
−0.03 23.00+0.07

−0.07 −8.91+0.04
−0.04

3C 454.3 3C 454.3 pre-flare 17 [26] 0.86 3.22+0.30
−0.22 12.87+0.02

−0.02 −9.50+0.03
−0.02 22.93+0.18

−0.31 −8.96+0.07
−0.08
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Supplementary Table 7: DSSB BL Lac Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

0537-441 0537-441 alpha 0.89 3.93+0.06
−0.06 13.21+0.01

−0.01 −10.61+0.01
−0.01 22.48+0.06

−0.06 −10.22+0.03
−0.03

0537-441 0537-441 zeta 0.89 4.15+0.15
−0.16 13.24+0.00

−0.00 −10.70+0.00
−0.00 22.24+0.16

−0.16 −10.42+0.05
−0.05

0426-380 0426-380 epsilon 1.11 3.55+0.08
−0.08 13.61+0.02

−0.02 −10.68+0.02
−0.02 23.34+0.08

−0.08 −10.13+0.02
−0.02

0537-441 0537-441 delta 0.89 2.36+0.04
−0.04 12.87+0.00

−0.00 −9.81+0.00
−0.00 23.50+0.04

−0.04 −9.84+0.02
−0.02

0537-441 0537-441 epsilon 0.89 3.22+0.23
−0.23 13.44+0.00

−0.00 −10.46+0.00
−0.00 23.37+0.23

−0.22 −10.15+0.08
−0.08

0426-380 0426-380 gamma 1.11 3.55+0.28
−0.28 13.47+0.02

−0.02 −11.30+0.01
−0.01 23.29+0.29

−0.28 −10.60+0.06
−0.06

1057-797 1057-797 alpha 0.58 4.71+0.19
−0.19 13.08+0.00

−0.00 −11.47+0.00
−0.00 21.62+0.19

−0.19 −10.98+0.06
−0.06

0447-439 0447-439 gamma 0.11 3.89+0.20
−0.19 15.02+0.05

−0.05 −10.26+0.01
−0.01 23.85+0.16

−0.19 −10.81+0.05
−0.05

0537-441 0537-441 gamma 0.89 4.05+0.08
−0.08 13.36+0.02

−0.02 −10.33+0.01
−0.01 22.40+0.07

−0.07 −10.16+0.03
−0.03

0537-441 0537-441 beta 0.89 4.83+0.07
−0.07 13.55+0.03

−0.03 −11.12+0.01
−0.01 22.13+0.10

−0.06 −10.34+0.03
−0.03

Supplementary Table 8: LBAS BL Lac Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

J1751.5+0935 J1751.5+0935 0.32 2.99+0.25
−0.25 12.87+0.01

−0.01 −10.22+0.02
−0.02 22.80+0.21

−0.24 −10.39+0.07
−0.10

J0712.9+5034 J0712.9+5034 0.50 3.10+0.18
−0.18 13.55+0.04

−0.04 −11.21+0.02
−0.02 23.58+0.16

−0.17 −10.98+0.08
−0.07

J0855.4+2009 J0855.4+2009 0.31 4.81+0.09
−0.09 13.47+0.01

−0.01 −9.96+0.02
−0.02 21.40+0.09

−0.09 −10.50+0.04
−0.04

J0538.8-4403 J0538.8-4403 0.89 3.80+0.19
−0.16 13.27+0.03

−0.03 −10.64+0.02
−0.02 22.78+0.25

−0.17 −10.05+0.10
−0.06

Supplementary Table 9: Giommi BL Lac Table

Source SED Name z SF Log10(νs) Log10(νsFνs) Log10(νIC) Log10(νICFνIC )

J0738+1742 J0738+1742 0.42 3.03+0.20
−0.20 13.82+0.04

−0.04 −10.99+0.01
−0.01 23.75+0.22

−0.19 −11.10+0.08
−0.09

J2202+4216 J2202+4216 0.07 4.93+0.14
−0.14 13.75+0.04

−0.04 −10.29+0.02
−0.02 21.73+0.13

−0.13 −10.48+0.04
−0.04

J0538-4405 J0538-4405 0.89 3.69+0.19
−0.20 13.52+0.02

−0.02 −10.27+0.01
−0.01 23.01+0.19

−0.19 −9.92+0.03
−0.03

J0818+4222 J0818+4222 0.53 4.29+0.14
−0.14 13.09+0.03

−0.03 −11.45+0.02
−0.02 22.06+0.12

−0.12 −10.96+0.09
−0.09

J0550-3216 J0550-3216 0.07 8.63+0.09
−0.08 13.58+0.02

−0.02 −10.87+0.02
−0.02 18.11+0.07

−0.08 −10.57+0.03
−0.03

J1800+7828 J1800+7828 0.68 4.43+0.12
−0.12 13.59+0.02

−0.02 −10.82+0.01
−0.01 22.10+0.12

−0.12 −10.95+0.05
−0.05

J1517-2422 J1517-2422 0.05 4.76+0.08
−0.08 13.72+0.03

−0.03 −10.34+0.02
−0.02 21.79+0.08

−0.08 −10.70+0.03
−0.03

2 Supplementary Methods

2.1 Empirical Model Fitting of SEDs

All SEDs were fit using the continuous simulated annealing global optimization algorithm [32] as implemented by Goffe,
Ferrier, and Rodgers [33], version 3.2.

2.1.1 Models

We used a few different empirical models to fit the SEDs. These are a log-parabola, log-parabola with a thermal (big-blue
bump) component, third-degree polynomial, third-degree polynomial with a thermal (big-blue bump) component, and a
log-parabola with a low-energy power-law cutoff (to model extended emission as necessary in a very small number of SEDs).
Choosing between these models was based on 3σ significance preference over the null-hypothesis model (i.e., via Wilk’s
theorem imposing a 3σ cutoff to reject the model with less degrees of freedom). Model choice only disobeyed this criteria
in a very small number of cases where the null-hypothesis model clearly visually disagreed with the SED data (in almost all
such cases the significance of rejecting the null-hypothesis model was nearly 3σ).

We list the mathematical expressions for our models below. Here the different models are listed as LP (Log-Parabola),
Poly3D (third-degree polynomial), BBB (big-blue bump thermal spectrum), LPBBB (log-parabola with big-blue bump
added), Poly3DBBB (third-degree polynomial with big-blue bump added), PL (power-law), and LPPL (log-parabola with
low-energy power-law cutoff). In Poly3D νl is the base-10 logarithm of the frequency, and νl,0 is the pivot logarithmic
frequency. BBB and PL are defined alone only to aid in comprehension. These two models were never used alone.
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LP(ν) = N0

(
ν

νp

)−bLog10(ν/νp)

(10)

Poly3D(νl) = a(νl − νl,0)3 + b(νl − νl,0)2 + c(νl − νl,0) + d (11)

BBB(ν) = πNBBB
2h (ν (1 + z))

4

c2

(
Exp

[
hν (1 + z)

kBTBBB

]
− 1

)−1

(12)

LPBBB(ν) = LP(ν) + BBB(ν) (13)

Poly3DBBB(ν) = Poly3D(Log10(ν)) + BBB(ν) (14)

PL = N0

(
ν

ν0

)−α

(15)

LPPL(ν) =

{
LP(ν), if ν >= ν0

PL(ν), if ν < ν0
(16)

We corrected data for attenuation due to the extragalactic background light using the Dominguez 2011 [34] model as
implemented in gammapy.

2.2 Effective Coverage of SEDs

Well-sampled in the context of our paper was defined using spectral curvature. SEDs were excluded if a power-law was
preferred over a log-parabola at the >= 2σ level. We chose to use curvature as a proxy for ”well-sampledness“ since blazar
spectral components are expected to have curvature. Therefore, if an SED cannot significantly constrain the curvature of
either the synchrotron or IC component, the SED must not be well-sampled (either due to actual wavelength coverage or
due to measurement uncertainties). A statistical test for what we term ”effective coverage“ is preferred over observer choice,
since it reduces the possibility of any observer bias and places all SEDs on an equal statistical footing.

2.3 Bootstrapping Methods

2.3.1 Error-Modified Bootstrap.

To estimate uncertainties of quantities for which the likelihood is unknown or unreasonable to calculate or sample, uncer-
tainties can be estimated via bootstrapping. Bootstrapping is defined by estimating a population distribution by creating
a sample through the use of resampling with replacement. Key to this discussion is the idea of bootstrapping as a method
of sampling an observed distribution. It is upon this idea that we create an extension of the bootstrap to incorporate the
uncertainties estimated for the observed variates (that is the observed quantities in a sample; e.g., the observed seed factors).

The error-modified bootstrap extends the standard bootstrap by drawing, for each resampling of the observed variates, a
random value of each individual resampled variate from its respective distribution as defined by its respective uncertainties.
This creates a population distribution estimate which incorporates the measured sample uncertainties. This method also
allows for an asymptotically continuous distribution of sample statistics (i.e., continuous in the limit of an infinite number
of samples), as opposed to the necessarily discrete distribution produced by the standard bootstrap (since there is a finite
number of combinations of observed variates in the case of the standard bootstrap).

2.3.2 Parameter Bootstrap.

For uncertainty estimation of values determined by a set of parameters (e.g., the peak frequency of a third-degree polynomial),
it was necessary to perform a bootstrap on the measured parameters. This procedure is to create a random sample of
parameters where each sample parameter, θ∗i , is drawn from the distribution of θ̂i, as defined by the uncertainties on θ̂i. That

is, a single sample in the bootstrap is a set {θ∗i } such that each θ∗i has been drawn from the distribution of θ̂i.
This may not appear on the surface to be the same as the above-described error-modified bootstrap. However, this is a

special case of the error-modified bootstrap. Here there is a single datum for the quantity in question. Since this quantity
is a function of the given parameters, the distribution of the quantity is a function of the distributions of the parameters.
Therefore this parameter bootstrap is really the error-modified bootstrap in the case of a single datum.
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2.4 Error Analysis

Error analysis (meaning here estimation of uncertainties) was accomplished through different means, depending on the
application. Here we describe our methods for error analysis for SED parameters, seed factor parameters, and the various
other distributions related to the seed factor as appropriate.

2.4.1 SED Error Analysis.

Error analysis of the parameters of the SED models was accomplished via application of Wilk’s Theorem through the profile-
likelihood method. For a given parameter, θ̂n, for which the uncertainties were to be calculated, the log-likelihood of a
given SED model was calculated for a sample of values, {θ∗n}, with all other parameters fixed at their best-fit values. This
sample of log-likelihoods was then transformed by subtracting from all the log-likelihood values the difference of the best-fit
log-likelihood and the target delta-log-likelihood (as given by Wilk’s Theorem). This transformation was performed so that
a root-finding method could be employed to find the uncertainties. This transformed sample was then interpolated using
scipy.interpolate.splrep, and scipy.interpolate.sproot was used to find the roots.

Error analysis of the peak frequencies and peak fluxes was performed differently depending on the SED model preferred
for a given SED. In the case of log-parabolic models, the peak frequency and peak flux are parameters of the model. Therefore
the uncertainties of the peak frequency and peak flux for any log-parabolic model was calculated using the profile-likelihood
implementation described above.

In the case of third-degree polynomials, however, the peak frequency and peak flux are not parameters of the model,
and are instead calculated from the model after fitting. The uncertainties therefore cannot be calculated directly using the
profile-likelihood method. A bootstrapping procedure (parameter bootstrap, as described in 2.3) was therefore employed to
estimate the uncertainties. This method relied on first estimating the uncertainties of the model parameters through the
profile-likelihood method, and then creating a large sample (106 for a pure third-degree polynomial and 107 for a third-
degree polynomial with added big-blue bump) of peak values calculated for parameter tuples drawn randomly from binormal
distributions as defined by the parameter uncertainties calculated beforehand. A kernel-density estimate was then created
from the bootstrapped peak values using sklearn.neighbors.KernelDensity to provide an estimate of the log-likelihood
function of each peak value. The bandwidth used for the kernel density estimate in this method was chosen based on testing.
This log-likelihood estimate was then sampled and interpolated in the same way as for the model parameter error analysis,
and roots were found to estimate the uncertainties of the peak values.

2.4.2 Seed Factor Error Analysis.

The uncertainties for the seed factor calculated for each individual SED were estimated using the error-modified bootstrap.
The uncertainty on the seed factor population median was estimated using a bootstrap method (parameter bootstrap, as
described in 2.3) on the individual seed factors. This was done by sampling the observed seed factor distribution with replace-
ment, drawing, from each seed factor selected in a given sample, a value from the distribution defined by its uncertainties.
In effect this is a modification of the bootstrap method which incorporates the uncertainties of the measured seed factors.
1σ confidence intervals were then constructed by finding the values on either side of the peak of the median seed factor
distribution at which half the probability of a normal distribution 1σ interval was enclosed (that is to say that on the upper
and lower sides of the median, it was found at what point, rounding for brevity to the nearest whole number, 34% of the
distribution was enclosed).

2.5 Kernel Density Estimation of the Seed Factor Distribution

A kernel density estimate was calculated for a bootstrapped sample of the observed distribution of seed factors. Bootstrap
samples were calculated using the seed factor uncertainties to better approximate the distribution. The bandwidth of the
kernel density estimate was chosen using Silverman’s Rule [35]. Silverman’s Rule gives a bandwidth which approximates the
bandwidth which would minimize the mean integrated squared error. Silverman’s Rule gives a bandwidth,

h =

(
4σ5

3n

)1/5

(17)

where σ is the sample standard deviation, and n is the number of data. In our method, the standard deviation of the
bootstrapped distribution was taken as σ (being an estimate of the population standard deviation), and the number of
observed data was taken as n. We used a Gaussian kernel for the kernel density estimate.
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