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ABSTRACT

Title: Data, Energy, and Privacy Management Techniques for Sustainable Microgrids

Zhichuan Huang, Doctor of Philosophy

Directed by: Assistant Professor Ting Zhu

Department of Computer Science and Electrical Engineering

The increased reliance on burning fossil fuels to generate electricity is rapidly de-

pleting our planets finite resources and contributing to climate change. Recent studies show

that buildings consume 40% of the annual energy consumption. Consequently, techniques

to make buildings self-sustainable, while ensuring user well-being and comfort, are crucial

for achieving a sustainable energy future in smart cities. Recently, the growing adoption

of renewable energy sources has shifted the emphasis from large-scale centralized utility

control of power grids to more localized energy system in microgrids, which comprises of

residential and commercial buildings; and generate, store, and share electricity to balance

local generation and consumption.

In this dissertation, we investigate the feasibility of microgrids by addressing three

main challenges: i) how to collect and manage energy data from microgrids; ii) how to

conduct energy energy management based on data analytics to minimize the total cost; iii)

how to protect users’ privacy in microgrids. Specifically, we first designed a low-cost hard-



ware PowerQM to enable accurate power quality monitoring. Next, to collect energy data

from deployed multiple energy meters in residential homes, we present E-Sketch, a mid-

dleware for utility companies to gather data from smart meters with much less storage and

communication overhead. Then, based on the energy data collected, we propose M-pred

for accurate demand forecast by utilizing high granularity data collected from residential

homes. With M-Pred, we propose two energy management techniques in microgrids: i)

exploring energy sharing among residential homes to improve the utilization efficiency of

renewable energy (e.g., solar energy); ii) scheduling demand in residential homes and gen-

eration in microgrids to minimize the total operational cost. Finally, to protect data privacy

of homeowners, we leverage the unique feature of hybrid AC-DC microgrids and propose

Shepherd, a privacy protection framework to effectively protect occupants privacy.

We implement and evaluate our proposed management techniques based on large

energy datasets collected from more than 700 residential homes. The evaluation results

show that i) our power quality meter PowerQM can achieve similar or even better accuracy

than existing commercial products with much lower cost; ii) E-Sketch can significantly

reduce the required data storage by 90% while preserving the data accuracy with more than

99%; iii) M-pred can achieve accurate demand forecast with negligible errors (e.g., Mean

Absolute Percentage Error is 2.12%); iv) energy sharing can improve utilization efficiency

of renewable energy up to 30%, while demand and generation scheduling can reduce total

operational cost by 30% in microgrids; v) Shepherd can effectively protect users privacy of

energy consumption information from multiple detection algorithms.
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CHAPTER 1

INTRODUCTION

Microgrids play a important role in energy cyber-physical systems [73]. In a typical mi-

crogrid, it consists of local generators and energy storage (e.g., batteries) to provide power

for a small community with commercial and residential buildings. Microgrids can provide

power to places i) where the traditional power grid does not exist due to the poor economy

or limited number of residences (e.g., islands); and ii) when the traditional power grid is

temporarily not functioning due to severe weather conditions (e.g., storms). Therefore, mi-

crogrids have gained increasing attention recently [107]. However, due to the very limited

capacities of local energy storage and energy generation, microgrids are more difficult to

manage than traditional power grids.

To better manage the microgrids for sustainability, in this dissertation, we inves-

tigate the feasibility of sustainable microgrids from three perspectives: data, energy and

privacy management. Specifically, we try to answer three questions: i) how to collect accu-

rate energy data from microgrids and do data analytics; ii) how to conduct energy energy

management based on data analytics to minimize the total cost of the microgrids; iii) how

to protect users’ privacy while collecting the data for analytics.

1
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1.1 Background and Motivation

Buildings account for more than 75% of the United States electricity use [35], with the

residential sector accounting for 54% of this total. To reduce energy consumption in build-

ings, renewable energy sources have been investigated to incorporate with the traditional

power grid. Compared to energy supply from traditional power grid, renewable energy

generation such as solar energy locates in a distributed manner, and introduces much less

energy transmission loss, where energy transmission and distribution losses in power grid

can be as high as 32.3% [35]. According to technical report from SunShot Initiative [108],

the solar energy source will reach 14% of the total energy generation by 2030 and 27%

by 2050. Meanwhile, the development of energy storage technology makes the distributed

energy storage (e.g., Powerwall by Tesla) more and more affordable. With these increasing

distributed energy generation and storage, buildings can generate, store and consume the

energy locally, and form a microgrid. Compared to traditional power grid, microgrids can

i) improve the energy efficiency with much short transmission loss; ii) provide the power

supply when the traditional power grid is temporarily not functioning due to severe weather

conditions (e.g., storms).

However, due to the very limited capacities of local energy storage and energy gen-

eration, microgrids are even more difficult to maintain than traditional power grids. To

ensure the stability and reliability of a microgrid, we need to i) monitor the energy gener-

ation and consumption in real-time; ii) collect high granularity energy consumption data

for better demand forecast; iii) conduct real-time energy management based on collected

energy data.
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To monitor the real-time energy data in buildings, many works have been developed

[22] [64]. A high-fidelity wireless building energy auditing network has been built to ana-

lyze the energy consumption of a large building to identify energy waste [54]. The power

budgeting system is proposed for virtualized infrastructures that enforces power limits on

individual distributed applications to ensure actual consumption never exceeds capacity

[67]. A lowest cost AC plug-load meter that measures real, reactive and apparent power is

proposed in [33]. However, different from these existing works, in this dissertation, we are

aiming to monitor the power quality (voltage, frequency and phase angle) of microgrids

instead of power consumption in the power grid, which is more important for the stability

of the microgrid.

With the collected accurate energy data from smart meters, different applications

have been investigated to best utilize these data. One main application is how to improve

the accuracy of energy demand forecast for better energy management. Some prediction

algorithms have been proposed based on the aggregated energy consumption in the whole

grid [11, 45]. However, there are two major limitation of these approaches: i) these al-

gorithms can only provide demand forecast for the next day or a even longer time period,

while real-time generation management (e.g., hourly) is required in microgrids; ii) the ex-

isting approaches is that they only predict the hourly average energy consumption, while

peak demand is a more serious problem in microgrids with limited capacities of local en-

ergy storage and generation.

To minimize the energy cost in buildings, different techniques have been proposed

for improving building energy efficiency by monitoring the occupancy [8] [14]. A novel

optimization theoretic approach is proposed to scheduling electrical vehicle charging to
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avoid charging at peak time [7]. However, these work mainly focus on demand scheduling,

while we need to conduct both demand and generation management in microgrids. More-

over, how to incorporate the renewable energy in microgrids is also an important issue due

to the natural mismatch between energy harvesting and consumption in buildings.

Besides, with the high granularity energy data collected from smart meters, recent

studies show that it is possible to detect human’s activities in the house based on the energy

consumption data. There are some cases where fairly exact appliance signatures are known,

the edge detection can be disaggregated into its individual loads by solving a binary knap-

sack problem [72]. In [4], Molina-Markham et al. show how to use off-the-shelf statistical

tools to detect household habits from power consumption patterns. Therefore, how to pro-

tect homeowners’ privacy while collecting their energy consumption data for better energy

management is also a critical problem in microgrids. Different approaches are proposed

to protect the privacy by utilizing batteries or generate some fake power consumption in

the buildings [120]. The privacy protection mechanism should introduce minimum energy

overhead and affect on human’s behaviors.

1.2 Contributions

This dissertation designs and evaluates systems to collect energy data from residential

homes, conduct energy management in microgrids based on data analytics, and how to

protect privacy of homeowners. To perform these tasks efficiently and in a user-friendly

manner, we devise novel algorithms drawing from diverse fields of mathematical model-

ing, machine learning, and optimization. We evaluate the proposed algorithms and systems
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using simulations based on real power consumption data either collected from real homes,

or obtained from smart meter companies.

The key contributions and systems developed for data, energy and privacy manage-

ment in microgrids are shown in Figure 1.1 and summarized in the following sections.

1.2.1 Power Quality Meter: PowerQM

Traditional power grid is not resistant to severe weather conditions, especially in remote

areas. For some areas with few people, such as islands, it is difficult and expensive to

maintain their connectivity to the traditional power grid. Therefore, a self-sustainable mi-

crogrid is desired. However, given the limited local energy storage and energy generation,

it is extremely challenging for a microgrid to balance the power demand and generation in

real-time. To realize the real-time power quality monitoring, the power quality informa-

tion of microgrid, such as voltage, frequency and phase angle in each home, needs to be

collected in real-time. Furthermore, the unreliable sensing results and data collection in a
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microgrid make the real-time data collection more difficult. To address these challenges,

we designed an accurate real-time power quality data sensing hardware to sense the volt-

age, frequency and phase angle in each home. A novel data management technique is also

proposed to reconstruct the missing data caused by unreliable sensing. We implemented

our system over off-the-shelf smartphones with a few peripheral hardware components, and

realized an accuracy of 1.7 mHz and 0.01 rad for frequency and phase angle monitoring,

respectively. We also show our data management technique can reconstruct the missing

data with more than 99% accuracy.

1.2.2 Energy Data Collection Middleware: E-Sketch

To reduce peak demand, many utility companies are transitioning from fixed rate pricing

plans to real-time pricing plans. To apply real-time pricing plans, it is crucial to collect

accurate real-time power consumption readings from individual homes. Thus, utility com-

panies are increasing the installation of smart meters in individual homes. Smart meters

can record energy related data (e.g., power consumption) every second. However, power

consumption data with high time granularity needs huge data storage space and generates

significant communication overhead for utility companies to gather all the data for the pric-

ing plans. In this paper, we present E-Sketch, a middleware for utility companies to gather

data from smart meters with much less storage and communication overhead. E-Sketch

utilizes adaptive sampling to compress power consumption changes in time domain. Then

frequency compression is applied to further compress the sampled data. We conducted ex-

tensive system evaluations with 30 homes second-level power consumption data for more
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than 2 months. Results indicate i) our design can reduce data storage space significantly

by 90% with more than 99% accuracy of second-level power consumption on average for

a single home, and ii) our design can achieve even more than 99.8% accuracy on average

for aggregated power consumption of 30 homes.

1.2.3 Energy Data Analytics for Demand Forecast: M-Pred

Accurate energy demand prediction is very important for smart grids to conduct demand

response and stabilize the grids. In previous work, many prediction algorithms are pro-

posed to improve the energy consumption prediction accuracy based on the aggregated

energy consumption in the whole grid. Recently, with the increasing installations of smart

meters in individual homes, high granularity (e.g., per minute) energy consumption data in

individual homes becomes available and provides us a great opportunity for better energy

consumption prediction. In this paper, we propose M-Pred to utilize the high granularity

energy consumption data collected by smart meters in individual homes for better energy

consumption prediction in smart grids. In M-Pred, we propose a learning algorithm to

learn energy consumption patterns of individual homes from the high granularity energy

consumption data. The consumption patterns we learn from homes are then applied for en-

ergy consumption prediction in smart grids. Furthermore, since not every home in a smart

grid is equipped with a smart meter, we propose a matching and prediction algorithm to

leverage the multi-granularity energy data for accurate consumption prediction. We con-

ducted extensive system evaluations with 726 homes minute-level power consumption data

for more than 12 months. The simulation results show that our design can provide accu-
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rate energy consumption prediction for the next hour with negligible errors (e.g., Mean

Absolute Percentage Error is 2.12%).

1.2.4 Energy Sharing in Microgrids

To reduce electricity usage and peak demand, many utilities are introducing market-based

time-of-use (TOU) pricing models. In parallel, government programs that in- crease the

fraction of renewable energy are incentivizing residential consumers to adopt on-site re-

newables and energy storage. Connecting on-site renewables and energy storage between

homes forms a sustainable microgrid capable of generating, storing, and sharing electricity

to balance local generation and consumption in residential areas. In this paper, we investi-

gate how to minimize the costs of electricity from a utility for a microgrid under market-

based TOU pricing models. In particular, we (i) present a system architecture for an energy-

sharing microgrid; and (ii) develop optimal energy-sharing algorithms for homes within the

microgrid. We conduct an extensive evaluation under two typical TOU pricing models that

use data from more than 40 homes. Our results indicate that our system reduces the costs

of Alternating Current (AC) electricity by 20%, even for homes with similar energy usage

patterns.

1.2.5 Demand and Generation Scheduling

Given the limited capacities of local energy generation and storage in such a community,

it is extremely challenging for an isolated microgrid to balance the power demand and

generation in real-time with dynamically changing energy demand. Meanwhile, more and
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more sensing devices (such as smart meters) are deployed in individual home to monitor

the real-time energy data, which can be helpful for homes and microgrid to better schedule

the workload and generation. However, it is still difficult to conduct real-time distributed

control due to the unreliable sensing devices and delayed communication which introduce

missing and delayed data. To address these issues in microgrids, we designed a novel tech-

nique for the system to i) process the collected sensing data, ii) reconstruct the missing data

caused by sensing error or unreliable communication, and iii) predict the future demand

for real-time distributed control with missing data in extreme situations. The control center

then decides the operations of the local generator and each home decides the scheduling

of the flexible workload of appliances based on the collected and predicted data. Through

extensive experiments and simulations, we show that our design can recover the missing

data with more than 99% accuracy and our distributed control can balance power demand

and generation in real-time and reduce the operational cost by 23%.

1.2.6 Privacy Management: Shepherd

With the high granularity power consumption data, Non-Intrusive Load Monitoring (NILM)

can be applied to analyze the data for revealing appliances’ activities ([47]). The widely

used technique is the edge detection ([68]), which looks for the sharp edges that reveal the

significant changes in the steady power consumed by the household. More seriously, we

demonstrated a new signature detection technique which can reveal appliances’ usage more

accurately than existing approaches. Appliances usage information can then be used to re-

veal private information of occupants. For example, usage time of certain appliances (e.g.,
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water heater) can reveal the number of people living in the home. Furthermore, changes

of appliances usage patterns can also reveal private information (e.g., health conditions).

For example, if a person usually turns off all the lights when he/she sleeps, and suddenly

he/she turns on and off the lights frequently in the night while other appliances’ usage

patterns stay the same; this indicates that he/she may be sick or has a sleeping problem.

Thus, it is critical to protect power consumption information and prevent privacy leakage

for occupants in individual homes.

1.2.7 Dissertation Outline

Chapter 2 includes background information needed to set context for the contributions in

this dissertation. Chapter 3 presents PowerQM, an accurate power quality monitor with

much lower cost compared to existing commercial products. E-Sketch, a middleware for

minimizing data storage and communication overhead between smart meters and servers is

presented in chapter 4. Chapter 5 talks about M-Pred, which utilizes the high granularity

energy data collected by PowerQM through E-Sketch for accurate demand forecast in mi-

crogrids. Chapter 6 details our solution for energy sharing, which addresses the mismatch

problem between energy harvesting and consumption in residential homes to improve the

renewable energy utilization efficiency. Chapter 7 presents another approach of energy

management by scheduling both demand in residential homes and generation to minimize

total operational cost in microgrids. With the large scale energy data, we show the possible

privacy leakage in Chapter 8 and provide corresponding privacy protection. Finally, we

conclude the dissertation with a summary of findings and future work in Chapter 9.



CHAPTER 2

BACKGROUND AND MOTIVATION

This chapter presents background information on microgrids management to set the context

for our contributions. More detailed related work sections are included in the relevant

chapters.

2.1 Background of Microgrids

In microgrids, researchers have i) developed models based on measurement from phaser

measurement units to solve wide area control problem of large-scale power systems ([1,

2, 3]), ii) investigated the integration of renewable energy into power grid ([6, 60, 78]),

iii) optimized the packing size of large scale batteries to improve battery utilization in

microgrids ([40]), and (iv) applied stochastic network calculus to analyze the power supply

reliability with various renewable energy configurations and store that energy into very

large scale batteries ([113]). Our work builds on previous works, but targets minimizing

energy sharing loss over the small community level DC line.

11
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2.2 Energy Monitoring

Energy monitoring is the basis of the research in microgrids. There are many works on

energy monitoring in buildings [22] [54] . A power budgeting system is proposed for

virtualized infrastructures that enforces power limits on individual distributed applications

to ensure actual consumption never exceeds capacity [67]. A contactless sensing method is

proposed to detect 100W loads from 10cm away [94]. A lowest cost AC plug-load meter

that measures real, reactive and apparent power is proposed in [33].

2.3 Energy Data Management in Microgrids

Energy data is widely used to reduce and schedule energy generation and consumption

([121, 122]). Chen et al. explore energy consumption in everyday home environments to

study the relationship between behavioral patterns ([27]) and energy consumption and in-

vestigates how this relationship can be helpful for people to act in a more energy-efficient

manner. Xiang et al. design a novel data aggregation scheme that exploits compressed

sensing (CS) to achieve both recovery fidelity and energy efficiency in WSNs with arbi-

trary topology ([118]). A system framework of data reduction is proposed to minimize

energy consumption in wireless sensor network ([126]). There are also works on energy

data collection. A new and severe denial of service attack is proposed for data collec-

tion in AMI network ([123]). Time-Log Tree (TL-Tree), a novel indexing structure is

proposed to consider time-series as a primary characteristic for optimizing both mem-

ory and energy constraints ([66]). Zhang et al. study timely, cost-minimizing upload of

massive, dynamically-generated, geo-dispersed data into the cloud, for processing using a
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MapReduce-like framework ([125]).

Different from previous work that focus on data collection and aggregation, we

propose to use data compression to process collected energy data. By learning from pattern

of energy consumption data, we present the design to save storage space while maintain

accurate data.

2.4 Energy Management in Microgrids

This research mainly focuses on (i) energy auditing ([53]) and design of control algorithms

to reduce energy consumption inside a single building ([19, 50]); (ii) reducing the energy

usage of building-wide heating, energy-efficient building automation, ventilation, and air

conditioning ([13, 70]); (iii) investigation on the integration of renewable energy into power

grid ([130, 131]); and (iv) applying stochastic network calculus to analyze the power sup-

ply reliability with various renewable energy configurations and store that energy into very

large scale batteries ([82]); and v) taking model predictive control approach to schedule

the workload to reduce the energy cost in the buildings ([128]). Our work takes a differ-

ent approach to reduce energy cost by sharing the renewable energy. Unlike these other

approaches, our work opens up new approach where energy can be gained efficiently and

used smartly.

Therefore many approaches are devised to minimize building power consumption.

Several control algorithms are proposed to use occupancy information to reduce energy

consumption while maintaining people’s comfort in ([19]). An efficient energy control

system is proposed by combining optimization and scheduling ([86]). In our paper, the
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energy sharing among homes with renewable energy is studied and the energy consumption

of the cluster of homes is reduced by energy sharing. Even enormous work has been done

and still it’s going on in the areas like energy-efficient building automation ([13]), or energy

saving electronics ([30, 111]), energy efficient data centers ([18, 75]), optimal charging of

plug-in hybrid electric vehicles ([104]) but our work opens up new approach where energy

can be gained efficiently and used smartly. A lot of work has been done in increasing the

efficiency of these batteries ([55]). As well as changing the harvesting patterns or effective

use of TOU ([16]). But all of these have certain limitations upon their usage.

2.5 Data Privacy in Microgrids

The large-scale placement of smart meters has introduced leakage of private and valuable

information about occupants’ activities [29]. NILM algorithms have been widely used in

the research of residential settings to reveal the usage of individual appliances with con-

sumption data [96]. In [68], NILM algorithms are extended to evaluate the threat to indi-

vidual privacy by considering the potential disclosure from smart-meter data. A statistical

technique is used to develop a simple approach to discover people’s life patterns [4]. In

this paper, we develop a new detection technique based on the consumption signature of

appliances that achieves a higher detection ratio.

To protect the privacy of energy data, Battery-based Load Hiding is to use a recharge-

able battery to store and supply power to home appliances at strategic times to hide the

appliances’ consumption from smart meters [120]. The BE algorithm [109] tries to avoid

charging the external load whenever possible, and when the actual demand is different from
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the external load, the battery can be charged or discharged to counteract the difference. The

NILL algorithm [95] has three states and attempts to maintain a different constant load for

each state.



CHAPTER 3

HARDWARE DESIGN OF POWER QUALITY

MONITOR

Given the limited local energy storage and energy generation in microgrids, it is extremely

important to balance the power demand and generation in real-time. To realize the real-

time balance between power demand and generation, the power quality information of

microgrid, such as voltage, frequency and phase angle in each home, needs to be collected

in real-time. In this chapter, we designed an accurate real-time power quality data sensing

hardware to sense the voltage, frequency and phase angle in microgrids.

3.1 Introduction

A microgrid enables local electricity generation, energy storage and load to operate inde-

pendently of the traditional power grid. Compared to the traditional power grid, a microgrid

normally coordinates energy demand and generation in a small community, thus the energy

transmission and distribution losses in a microgrid are much lower and the investment for

transmission and distribution infrastructures can be minimized. Furthermore, because the

16



17

microgrid can be isolated from the traditional power grid, it provides the power supply i) to

places where the traditional power grid does not exist due to the poor economy or limited

number of residences (e.g., islands); ii) when the traditional power grid is temporally not

functioning due to severe weather conditions (e.g., storms). Therefore, it has been gaining

increasing attention lately.

To enable the functionality of microgrid, the key challenge is to balance the power

demand and generation in real-time with dynamically changing power supply and demand.

When a microgrid is connected to the traditional power grid, variations in equilibrium are

resolved through the support of the traditional power grid. However, when the traditional

power grid is down or not connected, the challenge to maintain stability is greater because

there are fewer resources in a microgrid. In a typical microgrid, the power generation

comes from local generators, renewable energy and energy stored in batteries, while the

power demand comes from the loads from commercial and residential buildings. To main-

tain the stability of a microgrid, we need to schedule the operations of local generators,

batteries, and controllable workloads of appliances to offset the dynamically changing and

renewable energy generation and power demand of uncontrollable appliances. To achieve

the stability of the microgrid, power quality through the power lines needs to be monitored

in real-time (e.g., every a couple seconds). The power quality of microgrid is typical mon-

itored with the data such as voltage, frequency and phase angle. However, devices that can

monitor these data are normally very expensive. For example, the installation cost of one

transmission-level Phasor Measurement Unit (PMU) is more than $80,000 at the Tennessee

Valley Authority (TVA). The reason why PMU is so expensive is that specialized DSP chips

are needed for synchrophasors for synchronizing the GPS signal. In the meanwhile, PMU
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requires GPS signal for synchronization and GPS does not work in indoor environment

(such as homes and buildings). In this chapter, we design a low cost accurate power qual-

ity data sensing hardware to sense the voltage, frequency and phase angle in each home

and utilize the existing WiFi or cellular network for data communication. Specifically, we

summarize our contributions as follows:

• We designed and implemented a high accurate real-time voltage, frequency and phase

angle monitoring hardware platform with a small quantity of peripheral hardware. Exper-

imental results show that our prototypes can achieve frequency accuracy of 1.7 mHz and

voltage accuracy of 0.02 V .

• The cost of our hardware is much lower compared to existing products such as PMU and

Frequency Disturbance Recorder (FDR).

3.2 Background and Motivation

A microgrid is a distributed power system that can autonomously coordinate local gen-

erations and demands in a dynamic manner [63]. Microgrids can operate in either grid-

connected mode or isolated mode. There have been worldwide deployments of pilot mi-

crogrids, such as the US, Japan and European.

3.2.1 Background

In this chapter, we consider a modern microgrid, which consists of generation technology

(e.g., renewable energy and local electricity generators) and batteries. To ensure compati-

bility with the traditional power grid, we adopt the microgrid architecture, which is similar
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to the one used in a traditional power grid. If the microgrid is built from nothing (e.g.,

island, where there is no electricity grid before), the microgrid can be built the same archi-

tecture as traditional grid with a distribution network across the community of homes. If

the microgrid is built from a traditional grid, we only need to add local generators, batteries

and control center into the microgrid. Within the microgrid, sensors are deployed in each

home to collect energy related data (e.g., power, voltage, frequency and phase angle) and

send to control center for power quality monitoring.

3.2.2 Motivation

Different from previous work on power monitoring devices, in this chapter, we propose a

hardware to sense the voltage, frequency and phase angle of the microgrid. In this section,

we demonstrate why these sensing data is important and the reliability of sensing results.

Sensing Requirements. In traditional power grid, voltage, frequency and phase

angle is used in different layers to monitor the stability and power quality of power grid.

Specifically, i) voltage needs to be regulated to ensure the appliances in each home are

working in the proper state; ii) frequency is used to monitor the power load in the trans-

mission lines so that utility company knows whether to generate more or less energy; iii)

phase angle difference between buses is measured by PMU to indicate the system stability

and stress in advance. However, devices that can monitor these data are normally very ex-

pensive. Furthermore, the distributed renewable energy can put back unpredictable amount

of energy into microgrid, which makes the distributed power quality monitoring is even

more important and challenging. Thus, it is crucial to develop a low cost device for power
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quality sensing in microgrids.

3.3 Sensing Hardware

In this section, we propose the detailed design of sensing hardware in homes. The main

challenge of sensing hardware is the time synchronization among sensors. Because self-

sustainable microgrid requires to monitor the energy data from all the homes in real-time,

the readings from different homes must be accurately synchronized. To address this chal-

lenge, we propose two time synchronization methods applied in our sensing hardware for

frequency and phase angle monitoring.

3.3.1 Hardware Design and Implementation

Our sensing hardware consists of a voltage regulator module, a voltage transform circuit,

a microprocessor-based analog-to-digital (AD) sampling module, a PSS harvesting circuit,

and an Android-based smartphone. The system design and implementation are shown in

Figure 3.1(a) and 3.1(b), respectively. The voltage regulator outputs the necessary DC

power to power up the whole system, including the smartphone. A voltage transform circuit
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takes an analog voltage signal from 120 V wall outlet and transforms the AC power into

the voltage range for analog-to-digital conversion (ADC). An 8-bit microprocessor (MCU)

is used to control the voltage sampling process through external ADC at the sampling

frequency of 1,440 Hz, and sends the data to smartphone every 100 ms for phasor state

estimation.

The communication between the microprocessor and the smartphone is conducted

by the USB host controller IC MAX3421E (USB host shield) [77]. The MAX3421E host

controller contains the digital logic and analog circuitry necessary to implement a full-

speed host compliant to USB specification v2.0. Under this circumstance, similar as being

connected to the desktop PC, the smartphone behaves as USB slave in relation to the USB

host chip, and can communicate with the MCU and be charged at the meantime. The MCU

communicates with the USB host through SPI bus.

The PSS harvesting circuit, shown within the dotted line in Figure 3.1(a), extracts

the PSS signals and transmits them to the MCU in the form of pulses. The rising edges

of the pulses will be detected through External Interrupt (EI) in the MCU, and trigger new

sampling cycles.

Hardware Cost. Our implementation includes following hardwares: i) a MCU (AT-

mega328), which costs less than $10; ii) multiple ADCs, which costs less than $ 10;

iii) USB host controller (MAX3421E), which costs less than $10; iii) harvesting antenna,

which costs less than $10; iv) other our designed circuits, which also costs less than $10;

and v) a smartphone to collect data and running NTP protocol, which we use Samsung S3.

Note that we only use the smartphone for the prototype, we can easily design a board run-

ning NTP protocol and store the data in the board. Therefore, our total cost for hardware
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Figure 3.2: Synchronization signals in LTE FDD downlink

can be less than $50.

3.3.2 Time Synchronization

Power grid operations should be monitored in real-time using globally synchronized times-

tamps, so that measurements from dispersed locations can be compared on a common

time reference. Being different from current synchrophasors, our system does not rely on

continuous GPS reception and hence is highly accessible and applicable to heterogeneous

microgrid scenarios. Instead, we develop two techniques to provide timing signals that are

necessary for precise monitoring.

Frequency monitoring: Network Time Protocol (NTP) [80] is being widely used

in current computing systems, such as the Windows Time Service, in order to synchronize

the local clock of digital devices with Coordinated Universal Time (UTC). Due to the un-

certainty of network transmission delay, the timing accuracy of NTP is in the order of 10

milliseconds [114] and is much lower than that of the GPS signal. Nevertheless, by inves-

tigating the frequency oscillation in the power grid, we found that such time precision is

sufficient for detecting a frequency disturbance event. Therefore, NTP is an appropriate

alternative to GPS to provide global time synchronization to frequency measurement data.

Phase angle monitoring: Compared to frequency monitoring, phase angle moni-
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toring requires a globally synchronized clock with higher accuracy and stability. Simply

speaking, a 15-millisecond timing error, which is usually the upper bound of NTP timing

error, corresponds to an unacceptable phase angle measurement error of 5.76 radians in a

60 Hz power system. Instead, we propose to harvest the precise timing signal from the 4G

LTE cellular signal, which is widely available nationwide nowadays.

The enhanced base station (eNodeB) of LTE is strictly synchronized with GPS or

the Precision Time Protocol (PTP) [51]. The cell ID in the LTE network is defined within

two synchronization signals, namely Primary Synchronization Signal (PSS) and the Sec-

ondary Synchronization Signal (SSS). Figure 3.2 illustrates the LTE frame format and the

location of synchronization signals under Time-Division Duplexing (TDD) mode. The PSS

repeats periodically (every 5 ms) and therefore can be regarded as a time synchronization

signal. Note that though the frame structure is a little different in Frequency-Division Du-

plexing (FDD) mode, the PSS will also repeat every 5 ms. Thus, our design can be applied

with LTE under different modes.

3.3.3 PSS Harvesting Circuit Design

Since measurement of phase angle requires more accurate timing information than the fre-

quency monitoring does. In our system design, we aim to harvest synchronization signals

from 4G LTE cellular signal for time synchronization. Similar to the GPS-based system,
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the harvested LTE signal can be directly used to trigger a new sampling cycle.

In LTE networks, to achieve high data transmission rate, Orthogonal Frequency Di-

vision Multiple Access (OFDMA) is utilized as the physical layer technique in the down-

link data transmission. The frequency of PSS signal (200 Hz) is far lower than the band-

width of data transmitted (in the order of 1 MHz). Since our purpose of PSS detection is not

to decode the signal but only to identify the arrival of the PSS signals, the PSS signal can be

detected based on the scheme shown in Fig. 3.3. A Voltage-Controlled Oscillator (VCO)

is used to detect the frequency band with the strongest signal strength. The signal in 1900

MHz frequency band is selected and down-converted to 200 kHz intermediate frequency

(IF) output. The PSS signal would be transformed as a pulse after passing the bandpass

filter with a bandwidth of 120 kHz and the envelope detector. The MCU will capture the

rising edge of the PSS pulses as the trigger to start a new sampling cycle.

The cell ID can be calculated as:

NCell
ID = 3N1

ID +N2
ID (3.1)

where N1
ID ∈ 0, 1, ..., 167 is the cell identity group and is located in SSS signal, and N2

ID ∈

0, 1, 2 is the cell identity and is located in PSS signal. The SSS signal indicates the frame

timing as they are different within a frame, while PSS signal indicates the OFDM symbol

timing as they are the same within a frame. The sequence used for the PSS is generated

from a frequency domain Zadoff-Chu (ZC) sequence according to [84]:

cu(n) =


e−j

πun(n+1)
63 n = 0, 1, ..., 30

e−j
πu(n+1)(n+2)

63 n = 31, 32, ..., 61

(3.2)

where the ZC root u for the PSS sequence is 25,29,34 that corresponds to the value of N2
ID
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(a) eGauge and our prototype (b) Synchronization experiment

Figure 3.5: Experiment setup in residential homes

= 0,1,2, respectively.

As shown in Fig. 3.4, comprised with three Zadoff-Chu sequences in frequency

domain, the PSS signal maps to the central 62 subcarriers around DC (within the central six

Resource Blocks (RBs)), enabling the frequency mapping of the synchronization signals to

be invariant with respect to the system bandwidth, which varies from 1.4 MHz to 20 MHz.

3.4 Evaluations

In this section, we evaluate the performance of our design from two perspectives: i) data

measurement accuracy; ii) time synchronization between sensors.
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3.4.1 Frequency & Voltage & Phase Angle Measurement

We collect empirical data of voltage, frequency and phase angle from three homes. The

experiment setup is shown in Figures 3.5(a) and 3.5(b). To evaluate the accuracy of our

system, we test our system against the traditional Frequency Disturbance Recorder (FDR)

and commercial products from eGauge. Both standard power generator and AC wall power

are used in our experiments.

First, the frequency measurement result over standard 60 Hz power generator is

shown in Figure 3.6, and the GPS-synchronized Doble F6150 signal generator is used to

generate 60 Hz, 120V AC power. The prototypes can achieve a frequency accuracy of

less than 1.7 mHz and a 0.02 V voltage magnitude accuracy. Second, the measurement
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results over the 120V AC wall outlet are shown in Figure 3.7 and 3.8. We compare our

design with both FDR and commercial eGauge energy monitoring system. We find our

system has similar accuracy of voltage compared to eGauge, and much higher accuracy of

frequency than eGauge over time.

For angle measurement, we conducted the experiments over wall power. The dif-

ference between our design and FDR is 0.011 rad (shown in Figure 3.9(a)). Compared to

FDR with an accuracy of 0.0001 rad, the timing error is mainly introduced in the PSS signal

harvesting process. The PSS signals are harvested in the form of pulses, and the slope of

the rising edge of the PSS pulse is flatter and can be affected by the strength of the signal.

To evaluate the relationship between the measurement accuracy and the quality of the LTE

cellular signal reception, we emulate the environment with different signal-to-noise ratio

(SNR) by using aluminum foil to cover the antenna of the PSS harvesting antenna. The

performance of the phase angle measurement with respect to different SNR is depicted in

Fig. 3.9(b). PSS harvesting module can achieve the highest SNR of 11.49 dB under no

cover with the error of 0.01 rad on phase angle monitoring. As the coverage area of the

foil increases, the error increases to 0.0127 and 0.015 rad in partially covered and totally
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covered situation, respectively. However, the accuracy of phase angle sensing is still good

enough for power quality monitoring.

3.4.2 Time Synchronization

The synchronization effect of NTP approach is evaluated by comparing the measurement

of two prototypes, one of which disables the WiFi network to disable NTP synchroniza-

tion. The local clock of both two prototypes are calibrated before the experiment starts.

The voltage measurement result is shown in Figure 3.10. It is expected that, without syn-
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chronization, the smartphone will assign timestamps to measurement points through local

clock. The local clock which is vulnerable to the environmental factors, such as temper-

ature, will continuously drift without calibration. 10 minutes after startup, the spikes of

voltage measurement are aligned with each other. However, after 3 hours, there is a two-

sample-interval (0.2 s) delay in the NTP-disabled device, which means its local time is

drifted by 0.2 seconds and the measurement will be assigned a timestamp that is earlier

than the real time. It’s expected that this delay will accumulate as time goes.

3.5 Related Work

Energy Monitoring. There are many works on energy monitoring in buildings [22] [54] .

A power budgeting system is proposed for virtualized infrastructures that enforces power

limits on individual distributed applications to ensure actual consumption never exceeds

capacity [67]. A contactless sensing method is proposed to detect 100W loads from 10cm

away [94]. A lowest cost AC plug-load meter that measures real, reactive and apparent

power is proposed in [33].

Different from these existing works, in this chapter, we are aiming to monitor the

power quality (voltage, frequency and phase angle) of power grid instead of power con-

sumption in the power grid, which is more important for the stability of the microgrid. Our

experiment results show that we can achieve similar performance compared to PMUs by

reducing the cost with three magnitudes.

Sensing Deployment. Based on different application, there are massive work on

how to minimize the deployment effort of sensor networks [61] . A sensor sampling
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methodology is proposed for better trade-offs between sampling rate and energy consump-

tion [88]. The energy consumption of data transmission over WiFi is investigated in [119].

An external hardware based clock tuning circuit is used to improve synchronization and

reduce clock drift [21].

3.6 Conclusion

To achieve the stability of the microgrid, power quality through the power lines needs to be

monitored for balancing demand and generation. However, the existing approaches (PMU)

are very expensive. To address these issues, we design an accurate real-time energy data

sensing hardware to sense the voltage, frequency and phase angle in each home. Through

extensive experiments and simulations, we show that our design realized an accuracy of 1.7

mHz and 0.01 rad for frequency and phase angle monitoring, respectively.



CHAPTER 4

DATA MANAGEMENT

Nowadays, utility companies are increasing the installation of smart meters in individual

homes. Smart meters can record energy related data (e.g., power consumption) every sec-

ond. However, power consumption data with high time granularity needs huge data storage

space and generates significant communication overhead for utility companies. In this

chapter, we present E-Sketch, a middleware for utility companies to gather data from smart

meters with much less storage and communication overhead.

4.1 Introduction

Peak demand of power grids is the main concern for utility companies because it deter-

mines how much power utility companies need to generate. Based on the government

research report [87], most of the generation and distribution infrastructures are constructed

to handle some extremely rare peak demands. In 2010, Energex, a distribution network

in Queensland, used 13% of its $8.8 billion infrastructures for only 100 hours of the year

[39]. To reduce peak demand, many utility companies intend to introduce real-time pricing

plans to encourage homes to reduce high peak demand. Presently, utility companies moni-

31
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tor aggregated peak demand with high time granularity (e.g., every second) [5]. However,

at the individual home level, traditional meters at each home monitor energy consumption

every hour. Yet, in one hour, the power grid may need notably more power than average

hourly power consumption for several minutes. Thus, utility companies are transitioning

from hourly pricing plans to real-time pricing plans for better regulation of peak demand.

To apply real-time pricing plans, utility companies need to collect power consumption of

individual homes at high time granularity.

To collect accurate power consumption information at individual homes, smart me-

ters have been rolled out in many countries [117]. Smart meters deployed at homes usually

record power consumption and other energy data every second. However, it requires huge

data storage for utility companies to gather power consumption readings every second from

all the homes. For example, in our experiments, 127.1TB is needed to store all second-level

raw data in one day for homes in New York State (detailed discussed in §4.2.2). Thus, it

is critical to design an architecture to gather data from all the homes with less storage and

communication overhead. Besides, power consumption data at different periods of the day

is not equally valuable. For example, most appliances run at stable states with relative sta-

ble energy consumption when people are not at home. Then the power consumption data

at those periods is not as valuable as power consumption when you frequently turn on/off

appliances at home. A possible solution for reduction of data storage is to only record ap-

pliances’ usage to recover power consumption every second. However, it requires servers

to know the consumption pattern of all appliances at each home for recovery of power con-

sumption data every second. Moreover, appliances may not consume stable power all the

time, which makes it difficult to recover accurate power consumption for pricing plans only
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with appliance usage data.

In this chapter, we study the power consumption patterns of homes to compress

second-level power consumption data. A middleware E-Sketch is proposed to work be-

tween smart meters at individual homes and central servers in the utility company to reduce

data storage of power consumption data. In order to reduce communication overhead, E-

Sketch is executed at each local smart meter. However, smart meters have limited storage

and computing power, therefore the design should be simple and fast to reduce computation

overhead at smart meters. Our design consists of three parts: i) adaptive sampling in time

domain; ii) data compression in frequency domain; iii) encoding and decoding. We also

show how compressed data can be used to recover power consumption in the central server

and analyze the performance of our design. The main contributions of this chapter are as

follows:

• To our best knowledge, this is the first work to investigate the power consumption at

different time granularity. We study the necessity to record power consumption with

high time granularity and investigate the relationship between high and low time

granularity power consumption data.

• With the analysis of second-level power consumption data, we propose E-Sketch to

compress the data in both time domain and frequency domain to reduce data storage

and communication overhead. Our design can guarantee that power consumption

error is always under the given error bound.

• To validate our design, we evaluate our work extensively with empirical traces of

30 homes’ second-level power consumption for more than 2 months. The results
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show that our design reduces data storage significantly by 90% with more than 99%

accuracy of second-level power consumption on average for a single home. For

aggregated power consumption of 30 homes, our design can achieve even more than

99.8% accuracy on average by canceling errors from different homes.

4.2 Motivation

In this section, we firstly give an example from our empirical data to show the importance

of high time granularity data at a single home and a small community; then we show the

problem of gathering and utilizing data with high time granularity.

4.2.1 The Need for High Granularity Power Monitoring

In this section, we show that in a single hour there may be several minutes where a home

consumes much more power than it does during the rest of given hour. That means hourly

power consumption misses a lot of vital information on how homes consume energy. The

missing information can be utilized for applying real-time pricing plans. Also, different

substations have different capabilities, overlapping of peak demand from individual homes

may cause blackouts at some substations within several seconds. Thus, it is important to

investigate the relationship of second-level and hourly average power consumption. The

second-level and hourly average power consumption of two different homes and aggre-

gated power consumption of 30 homes are shown in Figure 4.1. For hourly average power

consumption, it is defined as the average second-level power consumption within one hour.

• Observation 1: Different homes with similar hourly power consumption may have sig-
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Figure 4.1: Second-level and hourly average power consumption of home 1, 2 and aggregated data
of 30 homes in two hours (blue solid line is hourly average power consumption; red dashed line is
second-level power consumption)

nificantly different second-level power consumption. As shown in Figure 4.1, home 1 and

home 2 have similar hourly power consumption for two hours. During some periods,

second-level power consumption is much larger than hourly average power consumption.

However, the detailed consumption for every second of different homes is significantly dif-

ferent. In Figure 4.1, home 1 has peak demand around 9kW for 20 minutes in the first

hour and another peak demand around 8kW for 10 minutes in the next hour. At the mean

time, home 2 only has peak demand around 6kW in the first hour and almost keeps stable

consumption of 3kW in the next hour. The detailed distribution of power differences be-

tween consumption per second and hour for two homes is shown in Figure 4.2. For home 1,

10% period in an hour (6 minutes), second-level power consumption is 4.2kW larger than

hourly average power consumption; around 30 seconds in an hour, second-level power con-

sumption is 5kW larger than hourly average consumption. For home 2, 10% period in an

hour (6 minutes), second-level power consumption is 0.2kW larger than hourly average
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Figure 4.2: Distribution of power differences between second-level and hourly consumption for a
single home and 30 homes in two hours
consumption; around 30 seconds in an hour, second-level power consumption is 1.8kW

larger than hourly average consumption. From perspective of utility company, home 2 con-

sumes energy more reasonable than home 1. Because even they have similar hourly power

consumption, home 2 has much lower second-level peak demand and should be charged

less than home 1.

• Observation 2: Multiple homes can generate very high peak demand for minutes while

hourly average power consumption is low. We also show aggregated power consumption

for 30 homes in Figures 4.1. Second-level power consumption still shows peak demand

compared hourly average power consumption. In the first hour, from 30 to 35 minutes,

it consumes more than 90kW while hourly power consumption is only 75kW . For dis-

tribution of power differences between second-level and hourly average consumption for

30 homes (shown in Figure 4.2), 10% period in an hour (6 minutes), second-level power

consumption is 12.4kW larger than hourly average consumption; around 30 seconds of

an hour, second-level power consumption is 28.0kW larger than hourly average consump-
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tion. Thus, compared to a single home, hourly power consumption for a small community

(e.g., substation) also misses detailed second-level peak demand. Moreover, peak demand

of homes may overlap and create larger peak demand of 28.0kW . Thus, it is very impor-

tant to monitor second-level power consumption at individual homes for utility company

designing real-time pricing plans.

4.2.2 Large Volume of Energy Data

In § 4.2.1, we showed the necessity of recording second-level power consumption at in-

dividual homes. However, second-level data requires huge data storage and causes com-

munication overhead. In our simulations, for one single home, 16.4MB is needed to store

all second-level data related to energy for one day. The data includes date, total power

consumption, power consumption of two phases, voltage of two phases and frequency of

two phases. Considering the number of housing units in New York State (8,123,051 in

2012 [110]), 127.1TB is needed to store each day’s power consumption data. The amount

of historical data that stores for a long period for backup or study of the power grid will

increase with time, which becomes a huge cost for utility companies. Furthermore, to uti-

lize the second-level power consumption data for real-time pricing plans, transmission of

such large amount of data from smart meters to the respective substations also generates

huge communication overhead. Thus, it is important to design a middleware for utility

companies to gather data from all the homes with less data storage and communication

overhead. Besides, the computing resources at the smart meter are limited, thus the design

for gathering data at individual homes should be simple and efficient.
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4.3 Problem Formulation

In this section, we give an overview of E-Sketch, describe how power consumption is

collected and present our design goal.

4.3.1 Overview of E-Sketch

The real-time data collected at the smart meters needs to be sent to utility company for

billing calculation. However, we already show in § 4.2.2 that the amount of real-time data

is huge, thus it is not possible for smart meters to send out the raw real-time data to the util-

ity company. Thus, in this chapter, we propose a middleware E-Sketch to work between

the smart meters and the central server in the utility company (shown in Figure 4.3). Each

home collects raw real-time power consumption data and then runs E-Sketch middleware

to reduce data storage for every window size N , then the central server in the utility com-

pany decompressed the data from smart meters for billing calculation. E-Sketch includes

three components: i) adaptive sampling that only samples power consumption change that

is larger than certain threshold (detailed in § 4.4.1); ii) frequency compression that com-

presses adaptive sampled data in frequency domain (detailed in § 4.4.2); and iii) encoding

that encodes compressed data (detailed in § 4.4.3). The compressed data is then sent to

central server for every window.

In the central server, when it receives compressed data from smart meters, it first

stores the data in the database directly for persistent storage. Then for every time interval

(e.g., day or month), the utility company can recover the compressed data in the database to

calculate billing details for consumers. The recovery of the compressed data is the inverse
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Figure 4.3: Overview of system architecture

process of E-Sketch. It first decodes the compressed data, utilizes the frequency data to

conduct frequency decompression and obtains data in time domain. Then inverse sampling

is processed to get recovered data. The detailed algorithm for recovery of E-Sketch is

discussed in § 4.4.4.

4.3.2 Design Goal

To record power consumption with high time granularity with less storage, we propose mid-

dleware E-Sketch to work between smart meters and central server in the utility companies.

Because E-Sketch needs to be run at local smart meters, the computation and implementa-

tion complexity of E-Sketch should be low due to limited computation and energy resource

in smart meters.To achieve these design goals, we formulate the problem as follows:

Let P = {p(1), · · · , p(n)} be the original power consumption series. Given the

specific boundaries of e(t) (|e(t)| ≤ θ), our design goal is to minimize the communication

overhead and data storage for storing power consumption data every second in the central

server. Assume Q = {q(1), · · · , q(m)} be the data stored in the central server and R =
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Notations Definitions
N Window size of E-Sketch
p(t) Original power consumption of home at t
p̃(t) Sampled power consumption of home at t
d(t) Power change from t to t+ 1

dc(t) Compressed high power change from t to t+ 1

d̃(t) Sampled power change from t to t+ 1

Ic Index of compressed high power change
Ĩ Index of sampled power change
f(k) Frequency value of d̃(t)
fq(k) Quantization results of f(k)
ed̃(t) Error caused by quantization in time domain
ef (k) Error caused by quantization in frequency domain
r(t) Recovered power consumption from E-Sketch
θ Desired error bound
e(t) Power difference between p(t) and r(t)

Table 4.1: Notations for Energy Data Collection

{r(1), · · · , r(n)} be the recovered power consumption series in the central server. We can

formulate our problem as

min H(Q)

s.t. g1 : P→ Q (a)

g2 : Q→ R (b)

e(t) = |p(t)− r(t)| ≤ θ, t ∈ [1, n] (c)

g1 is the function that maps from P to Q and g2 is the function that maps from Q to

R. H(Q) is the information content of Q. Then our goal is to find the functions g1 and g2

to minimize the information content of stored data Q. And our proposed design E-Sketch

can be considered as g1 and recovery algorithm of Sketch can be considered as g2. Because

g1 is run in smart meters, thus the complexity of g1 should be relative low. Note thatm = n

is not required, which means the data points stored in the central server and data points of

original power consumption may not be equal.
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Figure 4.4: Empirical CDF of power consumption and power change

4.4 System Design

In this section, we introduce the main design of E-Sketch. Our design consists of three

parts: i) adaptive sampling in time domain; ii) data compression in frequency domain; iii)

encoding and decoding. We also show how compressed data can be recovered and analyze

the performance of our design.

4.4.1 Adaptive Sampling

In this section, we introduce adaptive sampling to reduce data storage while keeping the

valuable data of power consumption. To design adaptive sampling, we first analyze the

distribution of power consumption. The empirical Cumulative Distribution Function (CDF)

of power consumption p(t) and power change d(t) in a window (window size N for the

experiment is 2 hours) is shown in Figure 4.4. And we have:

d(t) = p(t+ 1)− p(t) (4.1)

In Figure 4.4, though power consumption varies from 1kW to 10kW , power change
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is mostly very small. For example, 90% of power change is less than 0.05kW , which

provides great opportunity to reduce storage space by only storing the power consumption

change that is valuable. We divide d(t) into d̃(t) and υ(t). When power consumption

change at t is valuable, we have d̃(t) = d(t); when power consumption change at t is not

valuable, we have d̃(t) = 0 to save the storage. υ(t) is 0 when d̃(t) = d(t), υ(t) = d(t)

when d̃(t) = 0. Then we have

D = D̃ + Υ (4.2)

D, D̃ and Υ are vectors of d(t), ˜d(t) and υ(t). If the data of D̃ is stored, then we

calculate p̃(t) with p̃(t) = p̃(t − 1) + d̃(t − 1). Then at t, the error of power consumption

data can be calculated as

p(t)− p̃(t) =
i=t−1∑
i=1

d(i)−
i=t−1∑
i=1

d̃(i) =
i=t−1∑
i=1

υ(i) (4.3)

Assume that υ(t) is a random variable with mean of zero and variance of σ2. Then

the error of power consumption data at t will be a random variable with mean of zero and

variance of sυ(t − 1) · σ2. sυ(t − 1) is the number of υ(t) > 0 for t ∈ [1, t − 1]. With

the increase of time, the variance of power consumption error increases, which means the

error p(t)− p̃(t) can be very high when t is high. To overcome this problem, we present an

adaptive sampling algorithm shown in Algorithm 1.

The basic idea of adaptive sampling is to keep track of power consumption when

we decide whether power consumption change at t is valuable or not. Given the error
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Algorithm 1: Adaptive Sampling Algorithm
Input: Power consumption data p(t) and desired error bound θ
Output: Compressed power consumption data.

1: err = 0, count = 0;
2: for t = 1 to N do
3: d(t) = p(t+ 1)− p(t);
4: if |err + d(t)| < θ then
5: err = err + d(t);
6: else
7: count+ +;
8: dc(count) = d(t) + err, Ic(count) = t;
9: err = 0;

10: end if
11: end for

bound θ, we iteratively check the power consumption error at t + 1 based on d(t) and

power consumption error at t if ignoring power consumption change d(t) (Lines 1-3). If

power consumption error at t + 1 is less the error bound θ, then we can ignore the d(t)

and keep track of power consumption error at t + 1 (Lines 4-5). Otherwise, we rewrite

d̃(t) = err + d(t) and power consumption error at t + 1 will be zero (Lines 6-11). Let ti

be the ith time that d̃(t) = err + d(t) is rewritten. Because power consumption error is

fixed by d̃(t), we always have p(ti + 1) = (̃p)(ti + 1). Then the maximum error we get is

at t = t1, · · · , ti, · · · . The power consumption error of p̃(ti) can be calculated as

p(ti)− p̃(ti) =

j=ti∑
j=ti−1

υ(j), i = 1, 2, · · · (4.4)

We know the power consumption error is always less than bound θ. We can calcu-

late the mean of error is zero and the variance of error is E[ti+1 − ti] · σ2. E[ti+1 − ti] is

the expected mean of ti+1 − ti. Based on the probability theory, we have
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Figure 4.5: Results of adaptive sampling
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Figure 4.6: Spectrum analysis of sampled data over 30 days

E[ti+1 − ti] = P1 +
∞∑
j=2

j ∗ Pj
k=j−1∏
k=1

(1− Pk) (4.5)

Pi is the probability that the sum of i υ(t) is larger than θ. With the probability

distribution of υ(t), we can calculate Pi based on probability theory. We will not do the

detailed calculation since the result is too complicated. But it can be proved that E[ti+1 −

ti] <
α

(1−α)2 and α is a constant determined by probability distribution of υ(t).
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4.4.2 Data Compression in Frequency Domain

With adaptive sampling, we can remove most of ignorable power consumption changes.

And an example of power consumption changes after adaptive sampling is shown in Fig-

ure 4.5. Most of the power consumption changes are still quite small (less than 0.5kW )

and few of the power consumption changes are more than 4kW . The detailed power con-

sumption changes from time 900 to 1000 shown in zoom-in figure is frequently fluctuated.

This is because that power consumption increase caused by turning on appliances will be

followed by power consumption decrease caused by turning off appliances. The highly

fluctuated signal is better analyzed in the frequency domain but not time domain. We use

Discrete Fourier Transform (DFT) to transfer sampled data from time domain to frequency

domain. The discrete time signal d̃(t) can be equivalently represented by its DFT:

f(k) =
N∑
t=1

d̃(t) · e−i2πkt/N (4.6)

For example, Figure 4.6 shows the frequency spectrum measured over 30 days of

power consumption change after adaptive sampling. It is clear that most of the “energy” in

the signal is stored in low frequency components. The mechanism to keep the signals in the

time domain is through filtering and downsampling. To compress the data from frequency

domain, we use Discrete Cosine Transform (DCT) instead of DFT, which outputs real

number and is more suitable for data compression. The formula of DCT is as follow:

f(k) =

√
1

N
d̃(1) +

√
2

N

N∑
t=2

d̃(t) · cos
[
π

N
(t+

1

2
)k

]
(4.7)
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To simplify the calculation, we revise the parameters of standard DCT so that DCT

matrix is real unitary transform. The elements of the DCT matrix H = {H [k, t]} are

H[k, t] =


√

1
N
, t = 1, k ∈ [1, N ]√

2
N
cos
[
π
N

(t+ 1
2
)k
]
, t ∈ [2, N ], k ∈ [1, N ]

(4.8)

Let F be {f(1), · · · , f(N)}, then we have F = HD̃. Since the DCT is a real

unitary transform, H−1 = HT and the inverse DCT (IDCT) is described by D̃ = HTF.

When compressing a signal, the DCT coefficients are typically quantized rather

than the actual signal D̃. The quantized DCT coefficients are denoted as Fq, with fq(k) =

Q[f(k)], where Q[·] is the quantization operator. Quantization is a non-linear operation

that results in a loss of information; only scalar quantization is considered here, where each

element of f(k) is quantized individually. Scalar quantization is a many-to-one mapping

that transforms intervals of real numbers [qki , q
k
i+1) to single real numbers. The superscript

“k” accounts for the possibility of different quantization intervals for different frequency

coefficients, and the subscript “i” indicates the ith quantization level. Transform coeffi-

cients that are in these intervals are typically mapped to the midpoint of the interval, so that

fq(k) = 1
2
(qki + qki+1), for qki ≤ f(k) ≤ qki+1.

The recovered signal D̃q is obtained by performing the IDCT on the quantized fre-

quency values, D̃q = HTFq . Two quantities of interest in this chapter are the quantization

errors in both the spatial and the frequency domains. Spatial-domain error is represented

by ed̃ = D̃q − D̃, and frequency-domain error by ef = Fq −F. Note that the quantization
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error in the spatial domain can be expressed as

ed̃ = HTef =
N∑
k=1

hk(fq(k)− f(k)) (4.9)

To compress the signal, we need to carefully select qki to maximize the compression

ratio while fulfilling the error bound θ. Different from traditional DCT which applies in

image data compression, the high frequency component of the signal we need to compress

is not ignorable and the error should be within the error bound θ. Thus, we present a

frequency compression algorithm to decide quantization results of frequency data f(k)

that maximize the compression ratio and fulfill the error bound. The basic idea is to decide

quantization results based on transferring quantization errors in frequency domain to time

domain. The detailed description is in Algorithm 2. We first calculate f(k) based on our

defined DCT Equation (4.7) (Line 1). Then f(k) is sorted in ascending order and initialize

fq(k) and current error bound b(t) (Line 2). For each f(k), we first check when f(k) is

ignored whether the error caused by f(k) still less than current error bound b(t). If |ed̃(t)| <

b(t), we can ignore f(k) and set fq(k) = 0 and update b(t) (Lines 4-8). Otherwise, we

divide f(k) by λ, and check the error bound again until we find the maximum fs(i) that

fulfill the error bound (Lines 10-15). Then we can update fq(k) and current error bound

b(t) (Lines 16-19).

To analyze the performance of our frequency compression algorithm, we calculate

the variance of error after quantization. Because the quantization process is symmetry, the

DCT-domain quantization errors are uncorrelated random variables. The covariance matrix

Kef = E(Fq − F)(Fq − F)T is then diagonal, with its N non-zero elements equal to the
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Algorithm 2: Frequency Compression Algorithm

Input: Power consumption changes after adaptive sampling d̃(t) and desired
error bound θ
Output: Quantization results fq(k) of frequency data f(k) for k ∈ [1, N ].

1: Calculate f(k) with d̃(t) based on Equation (4.7);
2: Sort f(k) in ascending order;
3: b(t) = θ for t ∈ [1, N ], fq(k) = −1 for k ∈ [1, N ];
4: for i = 1 to N do
5: ed̃(t) =

∑k=N
k=1 hk(t) ∗ (−f(i));

6: if |ed̃(t)| < b(t) for t ∈ [1, N ] then
7: fq(i) = 0;
8: b(t) = b(t)− ed̃(t);
9: else

10: fs(i) = f(i);
11: ed̃(t) =

∑k=N
k=1 hk(t) ∗ (fs(i)/λ);

12: while |ed̃(t)| > b(t) for t ∈ [1, N ] do
13: fs(i) = fs(i)/λ;
14: ed̃(t) =

∑k=N
k=1 hk(t) ∗ (fs(i)/λ);

15: end while
16: fq(k) = f(i)− fs(i);
17: b(t) = b(t)− ed̃(t);
18: end if
19: end for

quantization noise of the individual frequency-domain coefficients, σ2
ef

[k]. With Kef , we

can calculate the covariance of the error in time domain as

Ked̃
= E(D̃q − D̃)(D̃q − D̃)T = HTKefH (4.10)

Equation 4.10 includes information about the correlation of the time domain error

sequence, but another quantity of interest is the variance of the individual time domain

errors. The variance of ed̃(t) is found as σ2
ed̃

[t] = Ked̃
[t, t], or in summation notation

σ2
ed̃

=
N∑
k=1

H2[k, n]Kef [k, k] =
N∑
k=1

H2[k, n]σ2
ef

(4.11)
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4.4.3 Encoding

After frequency compression, we can further reduce data storage by encoding the com-

pressed data. Because the range of compressed data is much less than the range of original

power consumption, the storage space for compressed data can be reduced.

The first step of encoding is to generate the probability distribution of compressed

data. Then we can encode compressed data based on their probability to minimize the

data storage. The encoding works by creating a binary tree of nodes. These nodes can

be stored in a regular array, the size of which depends on the number of symbols. A

node can be either a leaf node or an internal node. Initially, all nodes are leaf nodes,

which contain the symbol itself, the weight (frequency of appearance) of the symbol and

optionally, a link to a parent node which makes it easy to read the code (in reverse) starting

from a leaf node. For example, with number of n values [v1, · · · , vn], we can calculate their

probability to generate n nodes [(v1, pr1), · · · , (vn, prn)]. Internal nodes contain symbol

weight, links to two child nodes and the optional link to a parent node. As a common

convention, bit ‘0’ represents following the left child and bit ‘1’ represents following the

right child. The process essentially begins with the leaf nodes containing the probabilities

of the symbol they represent, then a new node whose children are the two nodes with

smallest probability is created, such that the new node’s probability is equal to the sum

of the children’s probability Assume (v1, pr1) and (v2, pr2) are merged to (v12, pr12), then

we have pr12 = pr1 + pr2. With the previous two nodes merged into one node (thus not

considering them anymore), and with the new node being now considered, the procedure is
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Algorithm 3: Recovery of Power Consumption

Input: p(1), N , Ic, Dc ,̃Ic and Fq

Output: Recovered power consumption r(t)
1: r(1) = p(1);
2: indexs = 2, index e = 2;
3: for i = 1 to |Ic| do
4: index e = Ic(i);
5: for t = index s to index e do
6: r(t) = r(t− 1) + dc(i);
7: end for
8: end for
9: for t = 1 to N do

10: Calculate d̃(t) with fq(k) and N based on IDCT;
11: end for
12: indexs = 2, index e = 2;
13: for i = 1 to |̃Ic| do
14: index e = Ĩc(i);
15: for t = index s to index e do
16: r(t) = r(t− 1) + d̃(i);
17: end for
18: end for

repeated until only one node remains. Finally, based on the constructed tree, we can assign

each value a code to be stored.

4.4.4 Recovery of Power Consumption

In previous sections, we present E-Sketch to compress power consumption with high time

granularity. In this section, we show how the compressed data can be used to recover

original power consumption.

Since we encode compressed data, the first step of recovery of original data is to

decode by simply translating the stream of prefix codes to individual byte values. Then we

have initial power consumption p(1), length of power consumption data N , indexes and

values of high power consumption changes Ic and Dc, and indexes and frequency values
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of power consumption changes Ĩc and Fq. Then we show how power consumption can be

recovered with above data in Algorithm 3. First, we can recover the power consumption

data with the indexes and values of high power consumption changes (Lines 1-8). Because

we store the power consumption changes but not original power consumption, we need

to calculate original power consumption based on the compressed data. Then we recover

time domain data of power consumption change with quantization results in frequency

domain based on IDCT (Lines 9-11). The recovered power consumption changes D̃q can

be obtained by performing IDCT on quantized frequency values fq(k), D̃q = HTFq. With

the indexes and time domain values Ĩc and D̃, we can also recover the power consumption

data from 1 to N (Lines 12-18). Algorithm 3 can recover the original power consumption

from 1 to N . If we only need power consumption of a specific time, we can also calculate

the original power consumption as follows:

p̃(t) = p(1) +

Ic(i)<t∑
i=1

dc(i) +

Ĩ(i)<t∑
i=1

j=N∑
j=1

H[i, j]fq(j) (4.12)

Then we can reduce the computation overhead of central server and obtain original

power consumption of a specific time faster.

4.4.5 Time Complexity and Storage Analysis

First, we analyze the complexity and data storage of E-Sketch at local smart meters in the

following three stages.

i) Adaptive sampling. Basic power consumption curve is sketched in time domain. In

adaptive sampling, Algorithm 1 is applied to generate sampled power consumption changes
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and time complexity of Algorithm 1 is O(N). For window size N , we need to store the

high power consumption changes and indexes in this window. Thus the storage cost should

be related to the number of high power consumption changes Nh.

ii) Frequency compression. Sampled data of power consumption changes are transferred

into frequency domain and quantize frequency data. In frequency compression, we need to

conduct DCT for d̃(t) and run Algorithm 2. The time complexity for DCT is O(NlogN)

with fast Fourier transform (FFT) and time complexity for Algorithm 2 isO(N). For output

of frequency compression, we need to store fq(k) and Ĩ , which is related to the number of

sampled consumption changes Ns.

iii) Encoding. The compressed data in adaptive sampling and frequency compression is

encoded to further reduce storage space. Time complexity of encoding is O(NlogN) and

encoding introduces no storage cost.

In total, the time complexity of our design is still O(NlogN), which means our

design is simple for smart meters. And the total data storage cost will be related to Nh and

Ns.

Even after data compression, the amount of data in the central server is still a huge

number because the number of homes is large. Thus, we also analyze the time complexity

of decompression in the central server. The decompression algorithm includes IDCT cal-

culation and two loops with complexity of O(N). Thus the complexity of decompression

is also O(NlogN).
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Figure 4.7: eGauge deployment in a home
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Figure 4.8: Power consumption of a home in seven days

4.5 Implementation and Evaluation

In this section, we evaluate the performance of our proposed design. We deploy eGauge

power meters at individual homes to collect the energy consumption related data (e.g.,

power, voltage, frequency, etc.) every second ([38]). One of the experiment setup is shown

in Figure 4.7. We add current transducers (CTs) around each leg of the home’s split-phase

power input from the grid to monitor all the circuits inside the home every second. In

our simulation, we use the power consumption traces that we collected from 30 homes in

eGauge website for two months. To make the figure easy to follow, we only show the power

consumption of a home for seven days in Figure 4.8. In a day, the power consumption is

mostly in the afternoon and evening. And the power consumption for different days varies

significantly.
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4.5.1 Evaluation Baseline and Metrics

Baseline. To verify the efficiency of our approach, we compare our design with three ap-

proaches: i) Sparse Data, which utilizes lower time granularity power consumption to

estimate high time granularity power consumption; ii) Polynomial Fitting, which applies

polynomial fitting to estimate the power consumption; iii) Zip. We realize deflate algo-

rithm, which is most commonly used compression method for zip files ([97]).

Metrics. We use two metrics to evaluate the performance of our approach: i) storage

space: the amount of storage space used to store data; ii) average error of power con-

sumption: average power differences between original and recovered data.

4.5.2 Basic Evaluation Results

We evaluate the effectiveness of our proposed E-Sketch compression algorithm, which in-

cludes the storage space, error of power consumption for a single home and a community

of 30 homes. All results are simulated with the two months empirical data of energy con-

sumption. And the selection of parameters are: i) error bound θ = 0.05; ii) window size

N = 3600s. The impacts of these parameters are investigated in latter sections.

Error of power consumption for a single home. The errors of two approaches over time

are shown in Figure 4.9. Our proposed E-Sketch can recover data with at most 0.05kW

power error. The average power error of E-Sketch is 0.02kW . As shown in Figure 4.1,

the home consumes more than 3kW power at most time; thus E-Sketch recovers data with

more than 99% accuracy. We also show the power errors of sparse data and polynomial

fitting. We use average power consumption data for every 5 seconds to recover power
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Figure 4.9: Error of power consumption of different approaches compared to original power of a
single home

consumption for every second. The average errors of power consumption for sparse data

and polynomial fitting is also 0.02kW . However, at some time, the power errors of sparse

data and original data is more than 2kW . And for polynomial fitting, the maximum error

is around 0.1kW , which is much better than sparse data but worse than E-Sketch. Because

Zip is lossless compression, there would be no error of power consumption.

Error of power consumption for 30 homes. The high time granularity power consump-

tion data of each home is sent to the utility companies for calculating the price of electricity.

To further verify the performance of E-Sketch, we apply E-Sketch for power consumption

data in 30 homes. The power errors of aggregated power consumption for 30 homes are

shown in Figure 4.10. Compared to power errors for a single home, the average power error

for 30 homes increases from 0.02kW to 0.1kW . While for sparse data, average power er-

ror becomes 0.52kW . The average power error for polynomial fitting is close to E-Sketch,

however, the standard deviation (STD) of polynomial is much higher than E-Sketch. And

maximum error for polynomial fitting can reach 2kW while maximum error for E-Sketch
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Figure 4.10: Error of power consumption of different approaches compared to original aggregated
power of 30 homes

is only 0.3kW . The reason that E-Sketch performs better than sparse data is E-Sketch

randomizes the errors, then power errors of different homes can be cancelled.

4.5.3 Advanced Evaluation Results

In the basic evaluation results, we show E-Sketch works well for a single home and 30

homes. In this section, we investigate the impact of different parameters in E-Sketch to

verify the robustness of our design.

Impact of error bound θ. The results of tradeoff of θ between storage and accuracy

are shown in Figure 4.12. In this simulation, the setting of window size N is 1 hour.

When θ increases, the storage space increases linearly and average power error decreases

slowly. With higher error bound θ, adaptive sampling can sample less data and frequency

compression can take advantage of more aggressive quantization, thus the data storage

space decreases significantly.
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Figure 4.11: Storage space of different approaches
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Figure 4.12: Impact of error bound θ

Impact of window size N . We show the impact of window size N in Figure 4.13. In this

simulation, the setting of θ is 0.05kW . With shorter period of window size N , the adaptive

sampling samples less data for a window. However, it makes frequency compression harder

to compress the sampled data, which introduces more data storage. Thus, data storage

decreases with larger window size. For the average power error, the adaptive sampling and

frequency compression still works to keep errors under error bound, thus average power

error almost stay the same.
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Figure 4.13: Impact of window size N

4.6 Conclusion

In this chapter, we present E-Sketch to save the space and keep high accuracy of energy

data. In order to reduce communication overhead, E-Sketch is executed at each local smart

meter. However, smart meters have limited storage and computing power, therefore the

design should be simple and fast to reduce computation overhead at smart meter. Our

design consists of three parts: i) adaptive sampling in time domain; ii) data compression in

frequency domain; iii) encoding and decoding. We also illustrate how compressed data can

be used to recover power consumption in the central server and analyze the performance of

our design.

We conducted extensive system evaluations with 30 homes’ second-level power

consumption data for more than 2 months. Results indicate i) our design can reduce data

storage space significantly by 90% with more than 99% accuracy of second-level power

consumption on average for a single home, and ii) our design can achieve even more than

99.8% accuracy on average for aggregated power consumption of 30 homes.



CHAPTER 5

DEMAND FORECAST IN MICROGRID

Accurate energy demand prediction is very important for smart grids to conduct demand

response and stabilize the grids. In previous work, many prediction algorithms are pro-

posed to improve the energy consumption prediction accuracy based on the aggregated

energy consumption in the whole grid. Recently, with the increasing installations of smart

meters in individual homes, high granularity (e.g., per minute) energy consumption data in

individual homes becomes available and provides us a great opportunity for better energy

consumption prediction. In this chapter, we propose M-Pred to utilize the high granularity

energy consumption data collected by smart meters in individual homes for better energy

consumption prediction in smart grids.

5.1 Introduction

Compared to traditional power grid, smart grids i) are expected to be robust against grid

disturbance or outage; ii) can use more environmental friendly renewable resources; and

iii) can utilize the rich information from homes for better energy management. However, to

better utilize energy generation in smart grids, one main challenge is how to accurately pre-

59
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dict the energy demand (i.e., consumption). This is because generators in smart grids need

to generate enough power for energy usage to avoid power outage. To improve the accu-

racy of energy demand prediction, some prediction algorithms [11, 45] have been proposed

based on the aggregated energy consumption in the whole grid. One major limitation of

these approaches is that they are predicting energy consumption for the next day or a even

longer time period. To achieve faster demand response in smart grids, energy demand

prediction for the immediate near future (e.g., the next hour) is more desirable. Another

limitation of the existing approaches is that they only predict the hourly average energy

consumption. However, energy consumption over an hour can change dynamically. If

generators only generate the energy based on the average energy consumption, it is highly

possible that the peak power demand will be higher than the power generated in smart grids.

Thus, it is very important to predict not only average hourly energy consumption but also

the peak demand within an hour. To address these limitations, we propose to utilize both

the energy consumption in individual homes and aggregated energy consumption in smart

grids for more accurate energy consumption prediction. With the increasing installations

of smart meters in individual homes nowadays, high granularity (e.g., per minute) energy

consumption data in individual homes becomes available [117]. Because high granularity

energy consumption in individual homes provide more information of consumption pat-

terns, high granularity energy consumption data from some of the individual homes with

smart meters provides us a great opportunity for better energy consumption prediction.

To utilize the high granularity energy consumption data from some of individual

homes, there are three big data related challenges: i) the huge amount of high granularity

energy consumption data collected from homes introduces the severe data storage issue;
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ii) the energy consumption prediction operation should have low computation overhead for

faster demand response; and iii) not every home in the power grid has a smart meter for

monitoring high granularity energy consumption data, thus we need to predict energy con-

sumption and peak demands based on different granularities of energy consumption data

from different homes. To address these three challenges, we propose M-Pred for accurate

energy consumption and peak demand prediction in smart grids. In M-Pred, to reduce the

large amount of data storage, we propose to store the energy consumption patterns instead

of the whole energy consumption data. Thus, a learning algorithm is proposed to learn

energy consumption patterns of individual homes from their energy consumption data. To

reduce the computation complexity and communication overhead for energy consumption

prediction, we design a distributed energy consumption prediction algorithm to utilize the

consumption patterns of homes. Furthermore, considering not every home in power grids

has a smart meter, we propose a matching algorithm to cope with different granularity of

the collected energy consumption patterns from individual homes and aggregated energy

consumption in the grids. Then the matching results can be applied to utilize the energy

consumption patterns collected from homes that have smart meters. The main contributions

of this chapter are as follows:

• To the best of our knowledge, this is the first work to utilize the spatial and temporal

features of the detailed power consumption in individual homes for more accurate power

consumption prediction in smart grids.

•With the analysis of massive minute-level power consumption data, we propose M-Pred

to learn energy consumption patterns of individual homes from their energy consumption

data and then utilize these patterns to predict the power consumption in smart grids. Con-
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sidering that not every home in smart grids has a smart meter, we also propose a matching

and prediction algorithm for accurate energy consumption prediction in such smart grids.

• To validate our design, we evaluate our work extensively with more than 12 months’

empirical minute-level power consumption data from 726 homes’. The evaluation results

show that our design can provide accurate energy consumption prediction for the next hour

with Mean Absolute Percentage Error (MAPE) of 2.12%.

5.2 Motivation

In this section, we first explain that why peak demand forecast is needed compared to

hourly average power consumption in smart grids. Then we give an example from our

empirical data to demonstrate that the power consumption patterns of high time granularity

data at individual homes can be beneficial for better prediction. Finally, we summarize the

opportunities and challenges of utilizing high time granularity energy consumption data in

individual homes.

5.2.1 The Need for Peak Demand Forecast

Peak demand is crucial in real-time demand response applications in smart grids. In this

section, we investigate the relationship between hourly average power consumption and

peak demand during the hour. We collect the minute-level power consumption data from

726 homes within a city. For hourly average power consumption, it is defined as the average

minute-level power consumption within one hour and peak demand is defined as the max-

imum power consumption in each hour. The relationship between hourly average power
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Figure 5.1: Average VS peak hourly energy consumption

consumption and peak demand of 726 homes is shown in Figure 5.1. For the same hourly

power consumption in these homes, the peak demand during the hour can be quite diverse.

For example, when hourly average power consumption is around 672kW , the difference

between peak demand and hourly average power consumption varies from 1.16MW to

1.85MW , which is almost 700kW . Furthermore, with the higher hourly average power

consumption, the diversity of the peak demand is more significant. This indicates hourly

power consumption misses a lot of vital information on how homes consume energy. The

missing information can be crucial for energy generation control and scheduling in smart

grids. For example, if we only predict the hourly power consumption in future, the gener-

ators may generate either too much energy or not enough energy to cause power outage.

Therefore, it is important to not only predict the hourly average power consumption but

also peak demand within an hour.

5.2.2 The Need for Power Consumption in Individual Homes

One main limitation of existing prediction approaches is that they only utilize the aggre-

gated power consumption in smart grids to predict hourly power consumption in short-term.

Unfortunately, because not every home in smart grids has the same consumption pattern,
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Figure 5.2: Hourly power consumption over two weeks (the top figure shows the aggregated power
consumption in the smart grid, and the bottom figure shows the power consumption data from a
single home)

the aggregated power consumption in smart grids does not show strong correlation over

time. The aggregated hourly average power consumption in a smart grid over two weeks is

shown in top figure of Figure 5.2. We can find that the power consumption patterns in each

day are quite different. Besides, the power consumption pattern in two consecutive weeks

are also different. Therefore, if we utilize previous day’s power consumption to forecast

current day’s power consumption with aggregated data, the forecast accuracy would be low.

In the meanwhile, from the bottom figure of Figure 5.2, we find that power consumption

patterns of a single home in consecutive two weeks are quite similar. The reason is that for

a single home, the weekly activities of homeowner are normally fixed with minor varieties.

While in a smart grid, the minor varieties of different homes aggregate together, which

causes that the aggregated power consumption patterns of different periods are different.

Therefore, if we can utilize the power consumption patterns in individual homes, power

consumption in smart grids can be better predicted.
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Figure 5.3: Power consumption pattern in a single home
5.2.3 The Need for High Time Granularity Data

In previous sections, we show hourly energy consumption in smart grids has weak correla-

tion over time. Thus the energy consumption prediction based on aggregated energy con-

sumption is not accurate. In this section, we investigate the correlation of high granularity

energy consumption data in a single home. Hourly energy consumption and minute-level

energy consumption data of a single home are shown in Figure 5.3. The top figure is the

minute-level energy consumption in a single home for 12 hours. We can find the energy

consumption pattern of two days are quite similar except there are several minutes delay

between two days. This is because homeowner in a single home has relatively stable be-

havior pattern, which consumes similar amount of energy. However, the hourly energy

consumption does not show the same phenomenon in the bottom figure. This is because

even though homeowner has similar energy consumption pattern, the small delay of energy

consumption makes the energy consumption pattern disappear in hourly energy consump-

tion. Thus, to realize real-time energy consumption prediction, it is important to utilize the

minute-level energy consumption data in individual homes.
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5.2.4 Challenges of Utilizing Energy Consumption Patterns

From the empirical results of previous sections, we find out energy consumption patterns of

homeowner can be explored with high granularity energy consumption data in individual

homes. Then the explored energy consumption pattern in individual homes can be benefi-

cial for energy consumption prediction in smart grids. However, there are many challenges

for utilizing energy consumption pattern in individual homes. First of all, high granularity

energy consumption data that reveals energy consumption pattern are large amount of data

especially for large amount of homes in smart grids. Thus, we need an efficient algorithm

to first learn energy consumption patterns in individual homes and then use the learned

consumption patterns for energy consumption prediction. Secondly, in reality, not every

home in the smart grids is deployed with a smart meter for monitoring high granularity en-

ergy consumption data. Thus, it is important to investigate how to utilize partial of the high

granularity energy data from homes in smart grids to realize real-time energy consump-

tion prediction. To address these challenges, we propose M-Pred, which utilizes different

granularity of energy consumption data from individual homes for energy consumption

prediction in smart grids.

5.3 Problem Formulation

In this section, we provide an overview of M-Pred, describe how energy consumption in

individual homes can be utilized and present our design goal.
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5.3.1 Overview of M-Pred

To realize real-time energy consumption prediction in smart grids, we propose M-Pred,

which utilizes the high granularity energy consumption data from individual homes to pre-

dict energy consumption in smart grids. The system overview of our design is shown in

Figure 5.4. In smart grids, some homes are deployed with smart meters for monitoring

high granularity energy consumption data. The energy consumption data is then processed

locally for pattern recognition (detailed in § 5.4.1). The patterns recognized can be first uti-

lized for energy consumption prediction in a single home. Then, to reduce the computation

complexity and communication overhead for energy consumption forecast, a distributed

energy consumption prediction algorithm is proposed to utilize the consumption patterns

learned from homes. The learned energy consumption patterns from different homes will

be clustered and then applied for energy consumption prediction in smart grids (detailed in

§ 5.4.2). Considering that not every home in smart grids is deployed with a smart meter, an
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Notations Definitions
N Number of home in a smart grid
pi(t) Original power consumption of home i at t
di(t) Predicted power consumption of home i at t
ei(t) Prediction error of home i at t
hi(t) Predicted peak demand of home i at t
S Power consumption pattern set S
sdist(X1, X2) Distance between two vectors X1 and X2

cij Consumption correlation between home i and j

Table 5.1: Notations for Demand Forecast

energy matching algorithm is proposed for smart grids in which only partial homes are de-

ployed with smart meters (detailed in § 5.4.3). Finally, the energy consumption prediction

can be latter used for generation scheduling and control to avoid power outage and improve

the energy efficiency in smart grids.

5.3.2 Design Goal

To predict power consumption with high time granularity in short term, we propose a mid-

dleware M-Pred, which is designed to be run at both local smart meters and central servers.

Due to the large amount of high granularity energy consumption data, the computation and

implementation complexity of M-Pred should be low. Let {pi(1), · · · , pi(t)} be the origi-

nal minute-level power consumption series for home i, {p(1), · · · , p(t)} be the aggregated

energy consumption in smart grids, and {d̂(1), · · · , d̂(m)} and {ĥ(1), · · · , ĥ(m)} be the

peak demand and hourly average power consumption in smart grids, respectively. Then we

have

h(i) =

j=N∑
j=1

k=i∗60∑
k=i∗60−59

pj(k) (5.1)
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d(i) =
k=i∗60
max

k=i∗60−59

j=N∑
j=1

pj(k) (5.2)

Our design goal is to minimize the prediction error of both hourly average power

consumption
i=m∑
i=1

{h(i)−h(i)} and peak demand
i=m∑
i=1

{d(i)− d(i)}, where h(i) and d(i) are

predicted hourly average and peak demand. Note that our proposed design M-Pred is used

to provide accurate power consumption (hourly average and peak demand) prediction in

both a single home and smart grids. Also, due to different applications, the energy power

prediction should also be able to conducted for different prediction window size (e.g., next

1 hour, 4 hours or 1 day).

5.4 System Design

In this section, we introduce the main design of M-Pred. Our design consists of three parts:

i) power consumption patterns recognition in a single home; ii) power consumption pre-

diction in smart grids; iii) power consumption prediction with limited data from individual

homes. In the end, we analyze the performance and complexity of M-Pred.

5.4.1 Consumption Pattern Recognition

Different from previous prediction model based on historical data, we need to predict the

power consumption in the immediate future (e.g., next minute) for real-time control be-

cause of the limited energy storage units in smart grids. Thus the power consumption data

of yesterday or last month can be much less useful. And because there are different power

consumption signatures for different loads, we can predict the data based on the detected



70

power consumption signatures. To evaluate our idea, we use trace data of one year for one

home to investigate the correlation between power consumption of different time gaps.

We first run a power consumption pattern detection algorithm on the data set to

recognize the power consumption patterns. In this chapter, we use a Euclidean distance-

based function to quantify the similarity between two vectors. The distance between two

vectors can be calculated as:

ρi,j =
1

l(Si)

l(Si)∑
t=1

(Si(t)− Sj(t))2 (5.3)

If the distance of two vectors calculated through Equation (5.3) is small, then the

similarity of two vectors is high. Then we go through the whole data set to find the pos-

sible consumption patterns. To simplify the algorithm, we use fixed length of energy con-

sumption patterns. The algorithm we use is shown in Algorithm 4. At the beginning, the

consumption pattern set S is empty. For t < T , we calculate similarity between power

consumption data and recognized consumption patterns based on Equation (5.3). If we

find the similarity between current power consumption and existing power consumption

pattern is higher than current maximum similarity, we reassign maximum similarity and

mark index = i. Then we compare the maximum similarity we find to the threshold of

minimum similarity ρmin. If ρmax > ρmin, we then detect a new consumption pattern Snew

and add it to consumption pattern set S. Then, we update t = t + l(Snew) for further

recognition. Otherwise, we update t = t+ 1 to continue the recognition process.

To evaluate the performance of our consumption pattern recognition algorithm, we

show some of the recognized consumption patterns from one home in Figure 5.5. For
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Algorithm 4: Pattern Recognition Algorithm
1: S = ∅;
2: while t < T do
3: ρmax = 0, index = −1;
4: for detected consumption pattern Si do
5: Calculate ρi(t) based on Equation (5.3);
6: if ρi(t) > ρmax then
7: ρmax = ρi(t), index = i,
8: end if
9: end for

10: if ρmax > ρmin then
11: Detect a new consumption pattern Snew and add to S;
12: t = t+ length(Si);
13: else
14: t = t+ 1;
15: end if
16: end while
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Figure 5.5: Some examples of signatures
example, the left top figure is the periodical activity of refrigerators while other three con-

sumption patterns are the combinations of several appliances activities.

Consumption Pattern Fitting

With the recognized consumption patterns in individual homes, future power consumption

can be predicted. However, to enable power consumption prediction, the length of energy

consumption pattern have to be long enough (e.g., 120 minutes in Figure 5.5). To save

the storage in smart meter and communication overhead for future energy consumption

prediction in central server, we introduce polynomial curve fitting to sketch the power

consumption patterns. To fit power consumption patterns, we first consider the general
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form for a polynomial of degree n:

p(t) = a0 + a1x(t) + a2x(t)2 + a3x(t)3 + · · ·+ anx(t)n (5.4)

The curve that gives minimum error between real power consumption pattern and

the fitted curve is best. In our case, we use least squares error to find the best fitted curve of

power consumption patterns. The general expression for any error using the least squares

approach is:

err =

Tp∑
t=1

(d(t)− p(t))2 (5.5)

We then find the A to minimize err where A is [a0, a1, · · · , an]T . To minimize

Equation (5.5), take the derivative with respect to each coefficient set to zero:

∂err

∂aj
= −2

Tp∑
t=1

(d(t)− p(t))x(t)j (5.6)

Then we have to solve n+ 1 equations to find A to minimize err:

XA = B (5.7)
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where

X =



1
∑
x(t)

∑
x(t)2 . . .

∑
x(t)n∑

x(t)
∑
x(t)2

∑
x(t)3 . . .

∑
x(t)n+1

∑
x(t)2

∑
x(t)3

∑
x(t)4 . . .

∑
x(t)n+2

...
...

... . . . ...∑
x(t)n

∑
x(t)n+1

∑
x(t)n+2 . . .

∑
x(t)n+n


(5.8)

B =



∑
d(t)∑

x(t)d(t)∑
x(t)2d(t)

· · ·∑
x(t)nd(t)


(5.9)

Then we can get A from X−1B. With A, we use Equation (5.4) to calculate fitted

curve. After fitting, we only need to store A instead of {p(1), · · · , p(t)} for future power

consumption prediction.

Power Consumption Prediction in A Single Home

With the fitted power consumption patternA, we can easily recover the power consumption

pattern with Equation 5.7. With the recognized power consumption patterns and historical

data, we can predict the energy consumption in future. The process is similar to pattern

recognition. For each recognized power consumption pattern Si, we calculate the similarity

between power consumption pattern and historical data P = {p(1), · · · , p(t)} based on

Equation 5.3. Then based on the distance between historical data and consumption pattern,

we predict the future power consumption as
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d(t+ k) = si(t+ k) + sdist(Si, P ) (5.10)

sdist(Si, P ) is the Euclidean distance between two vectors Si and P , which can be

calculated with Equation 5.3.

5.4.2 Power Consumption Prediction in Smart Grids

In previous section, we investigate the power consumption patterns in individual homes. In

this section, we describe how we can utilize the recognized consumption patterns to predict

future aggregated power consumption in smart grids for real-time demand response.

Individual Homes Clustering

A simple solution to utilize recognized consumption pattern for aggregated power con-

sumption prediction is to conduct predictions in each home and then send the prediction

results from each smart meters to the central server. However, with large number of homes

in smart grids, it is not scalable because this solution would introduce high storage need

and communication overhead between smart meters and central server. Because homes in

the same area may have the similar power consumption patterns, in this section, we de-

scribe how to use the spatial correlation among power consumption of homes for power

consumption prediction. However, different homes will not have different correlations at

different time. Thus, we need to keep updating the correlations among homes for predic-

tion. To evaluate our idea, we use trace data of 726 homes for one month to investigate the

correlation among power consumption of different homes. The spatial correlation between
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Figure 5.6: Spatial correlation of different homes over time
726 homes and one single home i is shown in Figure 5.6. X-axis is the standard correlation

between two vectors. The correlation between two homes can be calculated as:

cij(t) =
1

l

t∑
k=t−l

(pi(k)− pj(k)− 1

l

t∑
k=t−l

(pi(k)− pj(k)))2 (5.11)

Y-axis is the CDF of given correlation. In Figure 5.6, most of the homes have

similar consumption patterns with home i and 20% of the homes have correlation less 0.1

with home i. Thus, it is possible to infer power consumption of multiple homes based on

the prediction results of a single homes.

Updating Power Consumption Patterns

Based on analysis of § 5.4.1, we show how to generate consumption pattern from

real power consumption and polynomial fitting results. The key idea is to discover valuable

power consumption data by comparing differences between real power consumption and

polynomial fitting results. The detail of the algorithm is described in Algorithm 5. For each

second t from 1 to T , it checks if the fitting error is larger than threshold of high power

consumption dh (Lines 1-2). Note that dh needs to be selected carefully. If dh is too small, it

has better performance but cost too much storage; if dh is too large, the error of polynomial

fitting will be too high. Then if |e(t)| > dh, it finds the endtime of high power consumption

and add {power, start, end} to P (Lines 3-7). If the fitting error is less than the threshold,
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Algorithm 5: Consumption Pattern Updating Algorithm
Input: Fitting errors e(t) between real secondly power consumption and polynomial

fitting curve p(t)− d(t).
Output: Consumption pattern set S.

1: for t = 1 to T do
2: if |e(t)| > dh then
3: power = e(t), start = t, i = t;
4: while i < T & |e(i)| > dh do
5: i+ +;
6: end while
7: end = i, Add {power, start, end} to P ;
8: else
9: for j = 1 to tp do

10: if |e(t)− e(t+ j)| ≤ θ then
11: per = j;
12: for k = 1 to tk do
13: if |e(t+ k)− e(t+ k + j)| ≥ θ then
14: time = k;
15: end if
16: end for
17: Add {power, start, end, per, time} to S;
18: end if
19: end for
20: end if
21: end for

then the algorithm checks if there is periodical power consumption (Line 8-10). If yes, it

finds the period and last time of periodical power consumption (Lines 11-16), then adds

{power, start, end} to P (Lines 17-21).

Utilization of Consumption Correlation

Based on the analysis of § 5.4.2, power consumption of different days may have similar

patterns and thus only one day’s consumption needs to be stored for reducing storage space.

For example, instead of storing new power consumption data at Day 3, we only need to

store the power consumption differences between Day 1 and Day 3. However, we need to

carefully determine whether we can reduce storage space based on the correlation between



77

two days. The format for storing correlation information is as follows: {bc, t1, e1, · · · ,

tm, em}. bc is the bit used to store whether or not we utilize the correlation of power

consumption in storing the data. ti (i ∈{1, · · · ,m}) is used to store the time slot that

power consumption of two days are different and ei (i ∈{1, · · · ,m}) is used to store the

power consumption differences. As long asm < T/2, the data used to store time and power

consumption differences (2∗m data points) would be less than directly storing fitting errors

(T data points). Algorithm 6 gives a detailed description on how to make the decision. For

each second of t from 1 to T , it checks if the difference of power consumption for two days

is less than threshold dc and counts the number of time slot (Lines 1-6). Note that dc needs

to be selected carefully. If dc is too small, it has better performance but cost more storage

to store high power consumption; if dc is too large, the error of polynomial fitting will be

too high. Then algorithm checks if correlation between two days can be used to save space

(Lines 7-11). In server, when power consumption data of a new day is received from a

smart meter, it runs Algorithm 6 using the power consumption of past several days to find

a day to be used to save space. If it does not find, it stores the power consumption data of

that day from smart meter to database.

Power Consumption Prediction with Low Computation

Based on the correlation, we can predict p(t) based on readings from other homes:

p(t) =
N∑
i=1

pi(t) =
N∑
i=1

Nh∑
j=1

pj(t) ∗ cij(t)∑N
j=1 cij(t)

(5.12)

If cij(t) does not exist, then we replace cij(t) as cij(tk) where tk is the latest time for

updating correlation between home i and j. Nh is the number of homes selected for con-
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Algorithm 6: Correlation of Power Consumption
Input: Fitting errors e1(t) and e2(t) of two days.
Output: Decision of correlation of two days.

1: count = 0;
2: for t = 1 to T do
3: if |e1(t)− e2(t)| < dc then
4: count+ +;
5: end if
6: end for
7: if count ≥ T/2 then
8: Correlation can be used to update pattern;
9: else

10: Correlation can not be used to update pattern;
11: end if

ducting power consumption prediction based on correlation among homes. The prediction

accuracy is highly dependent on the selection of homes for power consumption prediction.

Here we give a detailed description on how to make the selection. We first add home 1 as

one of the selected homes. For each home i from 2 to N , it checks if the correlation of

power consumption between home i and any selected homes is smaller than threshold dc.

If the correlation between home i and one of the selected homes is smaller than dc, we skip

the home i. If the correlation between home i and any selected homes is larger than dc,

then we add home i as one of the selected homes. We continue this process until all homes

are either skipped or selected one of the homes.

5.4.3 Energy Consumption Forecast with Limited Data

In previous design, we consider that every home in smart grids are deployed with smart

meters. However, it may not be true in reality. Thus, we also propose an algorithm to

improve energy consumption forecast in smart grids when only partial of homes in smart

grids are deployed with smart meters. The key idea is to first conduct the energy matching
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with existing individual homes’ energy consumption data we collect in the central server.

Then based on the matching results, we know the information of how many homes of

different power consumption patterns exist in smart grid. Based on the energy consumption

prediction in individual homes with smart meters and aggregated energy consumption in

smart grids, we utilize the matching results to predict the energy consumption of smart

grids in future.

The high-level idea of our algorithm is that it searches for a shapelet which can

separate and remove a subset of time series from the rest of the dataset, then iteratively

repeats this search among the remaining data until no data remains to be separated.

As discussed before, an ideal shapelet has the ability to divide a dataset D into two

groups of time series, DA and DB. DA consists of the time series that have subsequences

similar to while DB contains the rest of the time series in D. Simply stated, we expect

the mean value of sdist(S,DA) to be much smaller than the mean value of sdist(S,DB).

Since we ultimately use a distance map that contains distance vectors to cluster the dataset,

the larger the gap between these two means of these distances vectors, the better. We use

the algorithm to extract shapelets. In essence, this algorithm can be seen as a greedy search

algorithm which attempts to maximize the separation gap between two subsets of D. This

separation measure is formally encoded in the following equation:

gap = µB − σB − (µA + σA) (5.13)

In Equation 5.13, µA and µB representmean(sdist(S,DA)) andmean(sdist(S,DB))

respectively, while σA and σB represent std(sdist(S,DA)) and std(sdist(S,DB)), respec-
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tively. In our algorithm, we consider all subsequences of the time series as candidate

shapelets and compute their distance vectors. We can represent a distance vector as a

schematic line. Then we search these lines for the location that maximizes the gap function

introduced in Equation 5.13. We refer to this point as dt. Points to the left of dt represent

sdist(S,DA), while points to the right correspond to sdist(S,DB)

Once we know the gap scores for all the subsequences of a time series, we add

the subsequence with maximum gap score in the set of shapelets. Given that we have

selected a u-shapelet, we do not want subsequences similar to it to be selected as shapelets

in subsequent iterations. Thus we remove the time series that have subsequences similar

to the shapelet from the dataset and use only the remaining dataset to search for the next

shapelet.

The detailed design of energy consumption prediction is shown in Algorithm 7.

For polynomial fitting, we can calculate gap with {Tp, a0, · · · , an} based on Equation 5.7

and 5.13. For energy consumption pattern abstraction, we can calculate high energy con-

sumption patterns in a short time and periodical energy consumption over a long time with

{power2, starttime2, endtime2, period, time}. For utilization of consumption correla-

tion, we can use bc to detect whether we utilize correlation of energy consumption. For

the limited data, we apply energy matching algorithm for energy consumption pattern from

given individual homes and aggregated energy consumption data. Finally, with the data

from four components, we calculate the predicted energy consumption in smart grids.
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Algorithm 7: Energy Consumption Prediction with Limited Data
1: for t = 1 to Tp do
2: Calculate gap based on Equation 5.7 and 5.13;
3: end for
4: for t = starttime1 to endtime1 do
5: d(t) = d(t) + power1;
6: end for
7: for t = starttime2 to endtime2 do
8: if t%(time+ period) = 0 then
9: for i = 1 to time do

10: d(t) = d(t) + power2;
11: end for
12: end if
13: end for
14: if bc = 1 then
15: for i = 1 to m do
16: d(t) = d(t) + e(t);
17: end for
18: end if

5.4.4 Time Complexity Analysis

In this section, we analyze the complexity of M-Pred at local smart meters in the following

three stages.

i) Learning Energy Consumption Patterns. Basic power consumption curve is sketched in

time domain. In learning algorithm, Algorithm 4 is applied to generate sampled power

consumption changes and time complexity of Algorithm 4 is O(N).

ii) Energy Consumption Prediction. Sampled data of power consumption changes are trans-

ferred into energy consumption pattern data. In energy consumption prediction, we need to

conduct d̃(t) and run Algorithm 5. The time complexity isO(NlogN) and time complexity

for Algorithm 5 is O(N).

iii) Energy Prediction for Smart Grids with Limited Data. The limited data from individual

homes is used for energy matching and energy consumption prediction in smart grids. Be-
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Figure 5.7: Aggregated power consumption over 12 months
cause the number of homes available is limited, thus the communication overhead between

homes and central server is low. Time complexity of matching and energy consumption

prediction is O(NlogN).

In total, the time complexity of our design is still O(NlogN), which means our

design is simple for smart meters.

5.5 Implementation and Evaluation

In this section, we evaluate the performance of our proposed design. We deploy eGauge

power meters at individual homes to collect the energy consumption data every minute. In

our simulation, we use the power consumption traces that we collected from 726 homes for

more than one year. To make the figure easy to follow, we only show the aggregated power

consumption for 12 months in Figure 5.7. It can be found that the power consumption for

different days varies significantly and is higher in summer while lower in winter.

5.5.1 Evaluation Baseline and Metrics

Baselines. To verify the prediction accuracy of our approach, we compare our design with

three existing approaches: i) NYISO: New York ISO [85], which is the standard of energy

consumption prediction in New York State; ii) CASCE: Southern California Edison ISO
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[105], which is the standard of energy consumption prediction in South California; and iii)

CAISO: California ISO [24], which is the standard of energy consumption prediction in

California.

For our design, to verify the prediction accuracy of pattern recognition and home

clustering, we also compare to i) our design with only pattern recognition (PR), which only

utilizes aggregated power consumption in smart grids for prediction; ii) our design with

perfect home clustering (PR+All), which assumes each home is a cluster. The prediction

accuracy of PR+All should be better than our design, however, it is not scalable when the

number of homes are huge. In our simulations, we consider PR+All as optimal algorithm

for prediction accuracy.

Metrics. Because we predict both peak demand and hourly average power consumption

in smart grids. Thus, we use two metrics to evaluate the performance of our approach: i)

MAPE of peak demand and ii) MAPE of hourly average power.

5.5.2 Energy Consumption Prediction in A Single Home

To enable real-time demand response in individual homes, energy consumption prediction

in a single home must be very accurate. In our simulations, we run the pattern recognition

algorithm with six months data and conduct the prediction with another six months. The

prediction window size in these series of simulations are set as 24 hours.

Hourly Average Power Consumption and Peak Demand Prediction

To make the results easy to follow, we only show the prediction results of one typical home

for one week in Figure 5.8. The prediction of hourly average power consumption matches
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Figure 5.8: Prediction accuracy of hourly average power and peak demand in a typical home
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Figure 5.9: CDF of MAPE for different homes with different methods
very well with the ground truth. The prediction of peak demand is also very accurate for

the most of time. However, the prediction of peak demand is less accurate compared to

hourly average power consumption. This is because hourly average power consumption in

a single is typical more stable; in the meantime, peak demand is highly dependent on the

accurate time of energy consumption events. Thus, it is much more difficult to predict peak

demand accurately.

Prediction Results for Different Homes

The prediction results of different homes compared to existing approaches are shown in

Figure 5.9. Because existing approaches can only predict hourly average power consump-

tion, we only show the prediction results of peak demand with our design. For CASCE,

CAISO and NYISO, the prediction accuracy is similar and varies from different homes,
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which is consistent with the results from [41]. The prediction results of hourly average

power with our design is much better than existing approaches, 95% of the homes can be

predicted with MAPE less than 0.2 and average MAPE for all the homes is 0.08. For the

prediction of peak demand in different homes, the accuracy is also very good. 83% of the

homes can be predicted with MAPE less than 0.2 and average MAPE for all the homes is

0.11.

5.5.3 Energy Consumption Prediction in Smart Grids

Because smart grids need accurate aggregated power consumption prediction, thus we pro-

vide the prediction results of aggregated peak demand and hourly power consumption in

this section.

Prediction with Different Methods

To verify the detailed performance of our design, we compare prediction results with PR

and PR+All. For PR, we applied our pattern recognition algorithm with aggregated power

consumption in smart grids. No minute-level energy data from individual homes are used

for PR. For PR+All, we assume all the minute-level energy data from individual homes are

available in the central server. In reality, it is not practical because large amount of energy

data needs to be transmitted from smart meters to central server especially when the number

of homes in a smart grid is huge. In this section, we consider PR+All as the optimal predic-

tion accuracy we can achieve by utilizing minute-level energy data from individual homes.

The MAPE of different methods is shown in Figure 5.10. We can find that for all three

methods, the prediction accuracy of hourly average power is always better than prediction
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of peak demand, which is similar to prediction accuracy in a single home. Compared to

PR, the prediction accuracy of hourly average power consumption and peak demand with

M-Pred is both around 40% better and very close to optimal results of PR+All. Therefore,

our design is well balanced between prediction accuracy and communication overhead.

Prediction with Limited Available Homes

Considering not every home in smart grids is deployed with smart meters, we evaluate the

performance of our design with minute-level energy data from different number of homes.

The results are shown in Figure 5.11. The X-axis is the percentage of homes that are

deployed with smart meters in a smart grid; and Y-axis is the MAPE value of prediction

results. We can find that the prediction accuracy of both hourly average power consumption

and peak demand increase with minute-level energy data from more homes. For prediction

of hourly average power consumption, the accuracy increases more slowly with percentage

of available homes. This is because in residential homes, energy consumption is mostly

high in the morning, low in the day time and high in the evening. Therefore, the curve of

hourly average power consumption over time is similar for different homes. At the mean

time, prediction accuracy of peak demand only increases significantly when the percentage

of available homes reaches 40%. This is because peak demand in different homes are
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percentages of homes with minute-level energy data
usually more dependent on homeowners’ behavior patterns, thus, only with enough energy

data from individual homes, the prediction accuracy of peak demand will be improved.

5.5.4 Impact of Window Size

In this section, we investigate the impact of window size on the prediction accuracy of

hourly average power consumption and peak demand. We apply our design with window

size of 1 hour, 4 hours, 8 hours, 12 hours and 24 hours. The results are shown in Figure 5.12.

With larger window size, the consumption events of homeowners’ are more unpredictable.

Thus, the prediction accuracy of both hourly average power consumption and peak demand

decreases with larger window size. For 1 hour window size, the prediction accuracy of

our design is extremely high with MAPE around 0.02. Therefore, our design can provide

very accurate power consumption prediction for real-time demand response in smart grids.

Similar to results in previous sections, prediction accuracy of peak demand decrease faster

with large window size because the peak demand is more unpredictable.
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5.6 Related Work

Our work is related to two areas of previous work: demand forecast and peak demand:

Demand Forecast. Research on electricity demand forecast includes long-term and medium-

term prediction for utility planning and maintenance purposes, and short-term forecast for

economic scheduling [9]. In this chapter, we focus on the short-term demand forecast. Re-

lated work on demand forecast includes three types of methods: simple averaging models

[24, 85, 105]; statistical models (e.g., regression [57] and time series [25, 46]); and machine

learning techniques(e.g., Artificial Neural Networks (ANNs) [48, 90] and pattern matching

[76, 102]). However, existing forecast techniques only conduct forecast with aggregated

power consumption in smart grids. In this chapter, we show that with detailed power con-

sumption in individual homes collected from smart meters, power consumption patterns in

each home can significantly help the demand forecast in smart grids.

Peak Demand. There are many works on modifying the elastic load components of com-

mon household appliances to reduce peak demand [49]. In [106], a novel demand response

mechanism is proposed to exploits appliance elasticity to decrease peak loads. A real-time

distributed deferrable load control algorithm is proposed to reduce the peak load by shift-
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ing the power consumption of deferrable loads to periods with high renewable generation

[42]. Batteries are deployed at homes to supply energy when peak demand and store energy

when energy consumption is low [82]. To support different approaches on flattening peak

demand in smart grids, we present peak demand forecast in this chapter for the first time.

The simulation results show that our design can significantly improve prediction accuracy

of peak demand in smart grids.

5.7 Conclusion

To the best of our knowledge, this is the first work to utilize the detailed power consump-

tion in individual homes to help power consumption prediction in smart grids. We show

that the detailed power consumption patterns in each home can significantly improve pre-

diction accuracy of power consumption in smart grids. In this chapter, we propose M-Pred

to learn energy consumption pattern of individual homes from their energy consumption

data and then utilize these patterns to predict the power consumption in smart grids. Our

design consists of three parts: i) energy consumption patterns recognition in a single home;

ii) energy consumption prediction in smart grids; iii) energy consumption prediction with

limited data from individual homes. Finally, we analyze the performance and complexity of

M-Pred. We conducted extensive system evaluations with 726 homes’ minute-level power

consumption data for more than 1 year. The results show that our design can provide accu-

rate real-time energy consumption with negligible errors (e.g., Mean Absolute Percentage

Error is 2.12%).



CHAPTER 6

ENERGY SHARING IN MICROGRID

To reduce electricity usage and peak demand, many utilities are introducing market-based

time-of-use (TOU) pricing models. In parallel, government programs that in- crease the

fraction of renewable energy are incentivizing residential consumers to adopt on-site re-

newables and energy storage. Connecting on-site renewables and energy storage between

homes forms a sustainable microgrid capable of generating, storing, and sharing electric-

ity to balance local generation and consumption in residential areas. In this chapter, we

investigate how to minimize the costs of electricity from a utility for a microgrid under

market-based TOU pricing models.

6.1 Problem Formulation

To minimize the AC energy costs of the microgrid, we propose the system architecture

for energy-sharing and describe the system components and interactions between these

components. Then we analyze the model of energy-sharing to formulate the problem.

90
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Figure 6.1: Architecture of Microgrids: Interconnected homes with renewable energy supply (e.g.,
solar panels)
6.1.1 System Overview

To ensure compatibility with the traditional power grid, we adopt the microgrid architecture

(shown in Figure 6.1), which is similar to the one used in a traditional power grid. Just as

the traditional grid has a distribution network, our microgrid employs a similar but separate

distribution network across the community of homes comprising the microgrid. Within

this network, there is a power meter and a switch between every home and the central

controller. The power meter is used to measure energy harvesting and consumption, while

the switch is used to control energy sharing with other homes. Batteries are also deployed

in each home to supply energy when there is not enough energy sharing. A centralized

design is chosen to optimize AC energy costs of the microgrid and save most computation

in homes. The central controller collects energy-related data from homes, arranges energy

transmissions and determines the price of sharing energy among homes. Presently, our

microgrid distribution network assumes a DC-based network for reasons of convenience

and efficiency (e.g., to reduce conversion losses). Our system architecture and design are

also compatible with an AC distribution network by considering the energy conversion loss
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from AC to DC and vice versa. For the sake of clarity, in the rest of the chapter, we use

DC distribution network to share renewable energy among homes and use traditional AC

power line for distributing energy from the utility company to homes. The design goal is to

minimize the cost from the AC line by optimally sharing renewable energy under different

pricing models.

To realize optimal energy sharing, we propose the system design as shown in Fig-

ure 6.2, which includes two components: home controllers and a central controller. The

home controllers have two planes: an energy sensing plane and an execution plane. The

energy sensing plane senses the home’s real-time energy data and makes a prediction,

then forwards those data to the central controller, which includes (i) current and future

energy consumption data, (ii) current and predicted energy harvesting data, and (iii) cur-

rent amount of energy in the battery. For prediction of energy harvesting, we focus on solar

energy here as it is the predominant renewable energy source in residential DG deploy-

ment. To predict energy harvesting, a weather forecast based prediction model similar to

Sharma’s approach ([101]) is adopted. At any time t, based on the sky condition percentage

C(t) released by the National Weather Service (NWS), we predict the solar panel’s energy

harvesting rate. For prediction of home’s consumption, we use historical consumption data

to predict future energy consumption based on an Exponentially Weighted Moving Average

(EWMA). The EWMA exploits the diurnal nature of a home’s consumption, while it also

adapts to seasonal variations. Note that more sophisticated models that consider changing

weekend activity patterns and weather conditions can be used to improve our work. How-

ever, this is not our main contribution and from evaluation results, the following prediction

models can already provide enough accuracy for our system.
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In addition, homes convey their battery and solar panel capacities and cost data

when they join the system. The above data will be used by the central controller for energy

allocation and price decision purposes. After receiving energy-sharing instruction from

central controller, the home controller’s execution plane toggles the power meter and a

switch to transmit a certain amount of energy. The switch controls energy flow from the

following options: (i) use energy from AC line to power appliances; (ii) charge battery

from AC line; (iii) charge battery from DC line; (iv) discharge battery to DC line; and (v)

discharge battery to power appliances.

The central controller contains only the energy-sharing plane, which includes the

spatial energy sharing, temporal energy sharing and AC allocation.

The energy-sharing plane processes data needed during energy sharing. It has three

major modules: (i) the spatial energy-sharing module that uses the individual home’s en-

ergy data and sharing efficiency to find energy-sharing home pairs (detailed in §6.2.1); (ii)

the temporal energy-sharing module that yields the optimal solution on minimizing the AC

energy costs of the microgrid based on TOU prices and energy-sharing pairs of spatial shar-

ing module (detailed in §6.2.2); and iii) the AC allocation module that optimally calculates

the amount of energy each home should get from the AC line based on data from both the

spatial energy sharing and temporal energy sharing module (detailed in §6.2.3).

In summary, our system works as follows: (i) home controllers gather consumption,

harvesting and battery information and send it to central controller; (ii) central controller

then decides energy-sharing sequences and sharing price; (iii) homes discharge battery to

share energy to others based on central controller’s instruction; and (iv) if a home still needs

energy after sharing, it gets energy from AC line.
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Figure 6.2: Overview of system architecture
6.1.2 Problem Definition

With the proposed system for energy sharing, we model the energy-sharing process and

formulate the problem. Because energy sharing takes time to transmit energy from one

home to another home, in our system, time is divided into time slots, and the size of a

slot is referred to as window size w. Then we can do energy sharing at window n based

on energy consumption and harvesting at window n + 1 to reduce electricity cost. Let

4Ei(nw) = EHi(nw)− ECi(nw) be the difference between harvested energy EHi(nw)

and consumed energy ECi(nw) for home i in the time interval [nw, (n + 1)w] and n ∈

[1, N ]. To simplify the notation, we will use n to represent nw in rest of the chapter. Let

Ei→j(n) be the amount of energy transmitted from home i to j in window n; and ηji be

the transmission efficiency between homes i and j. The amount of surplus energy ESi(n)

home i can get during energy sharing is as follows:

ESi(n) =
∑
j

(Ej→i(n) · ηji − Ei→j(n)) (6.1)

∑
j

Ej→i(n) · ηji is the amount of energy home i receives from other homes and
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j

Ei→j(n) is the amount of energy that home i provides to other homes. Let Bi(n) and Ci

be the battery level (amount of energy in battery) of window n and battery capacity of home

i respectively. Table 6.1 summarizes the definition of parameters. Based on information

of window n, we can calculate Bi(n+ 1) as follows:

Bi(n+ 1) =



0 Bi(n) +4Bi(n) < 0

Ci Bi(n) +4Bi(n) > Ci

Bi(n) +4Bi(n) otherwise

(6.2)

where 4Bi(n) represents the total amount of energy gap at home i in window n, which

includes the difference between harvested and consumed energy, energy obtained from

the AC line and energy transmission between home i and other homes in the microgrid.

4Bi(n) can be calculated as follows:

4Bi(n) = 4Ei(n) + EAi(n) + ESi(n) (6.3)

where 4Ei(n) is the difference between harvested and consumed energy at home i in

window n; EAi(n) and ESi(n) is the amount of energy home i gets from the AC line and

energy sharing in window n respectively; Based on the definition above, we can have the

following lemma:

Lemma 6.1.1. Home i does not have enough energy to consume if Bi(n) +4Bi(n) < 0.

Proof. The equation in lemma can be rewritten by using Equation 6.3 to separate the energy

consumption and the energy sources as follows:

ECi(n) > Bi(n) + EHi(n) + EAi(n) + ESi(n) (6.4)

In Equation 6.4, the energy consumption is larger than the energy obtained from all sources,
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Notation Definition
w Window size
Bi(n) Amount of energy in battery of home i in window n

Ci Battery’s capacity of home i
rci Battery charging rate of home i
rdi Battery discharging rate of home i
ηij Energy transmission efficiency between i to j
C(t) Sky condition percentage at time t
ECi(n) Consumed energy of home i in window n

EHi(n) Harvested energy of home i in window n

ÊCi(n) Predicted consumed energy of home i in window n

ÊH i(n) Predicted harvested energy of home i in window n

YAC(n) Price of AC line based on TOU in window n

4Ei(n) EHi(n)− ECi(n)
4Bi(n) Amount of energy gap of home i in window n

Ei→j(n) Energy transferred from i to j in window n

EAi(n) Energy from AC line of home i in window n

ESi(n) Energy surplus by sharing of home i in window n

Table 6.1: Notations for Energy Sharing
which will cause power shortages. Thus that situation should always be avoided.

Similarly, we have the following lemma:

Lemma 6.1.2. Home i wastes energy if Bi(n) +4Bi(n) > Ci.

Lemma 6.1.2 happens when the battery in home i cannot store extra energy due to

its capacity limit. This situation should be avoided, but may not be eliminated. Consider

the case when in the middle of a day, the harvesting overwhelms the consumption, the

battery may be charged to full capacity and extra harvested energy would be wasted.

Let YAC(n) be the price of the AC line based on TOU in time interval [n, (n + 1)].

Given 4Ei(n) and Bi(n), we can formulate our design goal of minimizing the microgrid

electricity cost from the AC line as follows:
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min
∑
n

(
YAC(n) ·

∑
i

EAi(n)
)

s.t. 0 ≤ Bi(1) ≤ Ci (a)

EAi(n) ≥ 0 (b)∑
j

Ei→j(n)−4Ei(n)− EAi(n) ≤ rdi · w (c)

∑
i

Ei→j(n) · ηij +4Ej(n) + EAj(n) ≤ rcj · w (d)

Bi(n) +4Bi(n) ≥ 0 (e)

Constraint (a) ensures the initial battery energy level will always be no less than

zero and not greater than the battery capacity. Constraint (b) means a home can only get

energy from AC line, but not sell energy to utility company. Constraints (c) and (d) mean

that amount of energy can be transmitted from i to j is determined by discharging rate of

i, charging rate of j and window size. Constraint (e) ensures every home can have enough

energy during window n. 4Ei(n) andBi(n) are determined by users’ power consumption.

To minimize the total AC energy cost, we can adjust ESi(n) by choosing proper energy-

sharing home pairs (i.e., home i shares Ei→j(n) amount of energy with j) and allocate the

amount of energy EAi(n) each home gets from the AC line over time. Thus we can rewrite

Constraint (e) by plugging in Equation (6.3) as follows:

ESi(n) + EAi(n) ≥ −Bi(n)−4Ei(n) (6.5)

The problem is a linear programming problem. However, for constraints (b) to (e), it

needs to be valid for all windows n, thus total number of constraints is huge when number of
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homes and total time increases. Further, the objective function value for different windows

are correlated and cannot be decomposed. Thus in this chapter, we propose a spatial-

temporal energy sharing design and prove that our solution is a local optimal solution.

6.2 System Design

In this section, we describe the detailed system design, mainly focusing on the central

controller part in §6.2.1, §6.2.2 and §6.2.3.

6.2.1 Spatial Energy Sharing

The first part of central controller spatial energy sharing is introduced in this section. The

goal of spatial energy sharing is to minimize AC transmission in a single window. Because

in a single window, EAi(n) is needed unless home i cannot get enough energy from energy

sharing, we have

EAi(n) = 4Bi(n)− ESi(n)−4Ei(n) (6.6)
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In window n,Bi(n) and4Ei(n) are fixed values, the optimization problem can be rewritten

as follows:

max
∑
i

ESi(n)

s.t.
∑
j

Ei→j(n)−4Ei(n)− EAi(n) ≤ rdi · w (a)

∑
i

Ei→j(n) · ηij +4Ej(n) + EAj(n) ≤ rcj · w (b)

Bi(n) +4Bi(n) ≥ 0 (c)

ESi(n) ≤ 4Bi(n)−4Ei(n) (d)∑
i

ESi(n) is total amount of energy sharing in window n. To maximize
∑
i

ESi(n),

we need to address the following two challenges:

• Transmission Conflict. Take Figure 6.3 as an example in which homes H1 and H3 need

to provide energy to H2 and H4. Because all the homes are connected to same distribution

network, if we do the energy sharing simultaneously, we cannot control the amount of

energy from H1 to H2. Then we cannot know what amount of energy is transmitted from

home i to j and cannot calculate how much j should pay to i for energy it receives. Thus,

in our system, only one to multiple and multiple to one energy transmission is allowed at a

time. If more transmissions are needed in microgrid, multiple one-to-multiple or multiple-

to-one transmissions can be executed one by one.

• Transmission Efficiency. Because distances between homes are different, energy trans-

mission losses between homes are also different. Besides, energy sharing between homes

may be discharged from battery and charged to battery, which introduces battery conver-

sion loss. Thus we need to consider different transmission efficiency between homes when
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designing the energy sharing algorithm. For example, transmission efficiency between H1,

H3 and H2, H4 given in Figure 6.3 (a) includes both transmission loss and battery con-

version loss.

To address the above challenges, we introduce maximum transmission speed of

homes. We divide homes into an energy supplier set S and a demander set D according to

whether the energy difference is positive or negative. Then we consider maximum trans-

mission speed for two types of energy-sharing home pairs: (i) one demander with multiple

suppliers in which the transmission speed is limited only by the demander’s battery charg-

ing rate when there are enough suppliers; and (ii) one supplier with multiple demanders in

which the transmission speed is determined by not only the supplier’s discharging rate, but

also by transmission loss between demanders and the supplier.

Assuming home i shares energy with home j, the discharging rate for i is rdi , the

charging rate for j is rcj , and the transmission efficiency is ηij , then the energy transmission

rate rij during energy sharing is as follows:

rij = min(rdi · ηij, rcj) (6.7)

If multiple suppliers share energy to home j, the maximum transmission speed

is determined by minimum value of its charging rate and total energy transmission rate

available from suppliers.

rj = min(
∑
k

rkj, r
c
j) (6.8)
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Figure 6.3: An example of energy sharing between demander set D {H1, H3} and supplier set D
{H2, H4}.

If home i shares energy with multiple demanders, the maximum transmission speed

is determined by discharging rate and transmission efficiency between i and demanders.

To maximize transmission speed, we select demander with highest transmission efficiency

until we reach discharging rate of i. Assume the demander set for maximum transmission

speed is M = {m1,m2, ...}, ηimi > ηimj if i < j. Then we have maximum transmission

speed of i as follows:

ri =
∑
k∈M

rik, s.t.
∑
k∈M

rik/ηik ≤ rdi (6.9)

An example of spatial energy sharing is shown in Figure 6.3. Homes are divided

into an energy supplier set S and a demander set D according to whether the energy differ-

ence is positive or negative. Homes H2 and H4 are in the demander set. Figures 6.3(a) and

6.3(b) show two steps of energy sharing, respectively. Figure 6.3(a) shows charging rate of
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demanders, discharging rate of suppliers and transmission efficiency between demanders

and suppliers. For example, discharging rate of supplier H1 rd1 is 3kW, charging rate of de-

mander H2 rc2 is 2kW, and transmission efficiency from H1 to H2 is 0.5. Then maximum

transmission speed for four homes is calculated and energy-sharing order is determined.

Because H2 has highest energy intake speed, H2 will be the first home to do the sharing.

The sharing process follows the sharing order of Figure 6.3(a). Figure 6.3(b) shows energy

difference of four homes and energy-sharing results.

Then we propose our spatial energy-sharing algorithm based on maximum trans-

mission speed to maximize total energy transmission in a single window. The detail of

algorithm is described as follows: The maximum transmission speed for every home is

calculated at first. For demander i it is rci , and for suppliers it is obtained from 6.9 by it-

erating over a list of supplier or demanders sorted by transmission efficiency ηij . We then

fetch home i with highest transmission speed for energy sharing (Line 2). If i ∈ S, we

start energy sharing with home j ∈ D, which maximizes transmission efficiency ηij (Lines

3-5). Otherwise, we start energy sharing with home j ∈ S, which maximizes transmission

efficiency ηji (Lines 6-9). Then energy difference of home i and j will be updated (Line

10). The energy-sharing process will continue until all homes finish energy sharing (Line

11).

The time complexity for Algorithm 8 is as follows: To calculate the maximum

transmission rate, we need O(n2) where n is the number of homes. Then it costs O(nlgn)

to sort according transmission rate. For the energy-sharing process, the time complexity is

at most O(n2). Note that the sorting of ηij can be done once at a cost of O(n2), and we will

reuse the result in the following algorithms. So all altogether, the time complexity is about
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Algorithm 8: Spatial Energy Share Algorithm
Input: Supplier set S and demander set D with homes’ rci , r

d
i , Bi(n) and

4Ei(n); Transmission efficiency ηij .
Output: Energy sharing results Ei→j(n).

1: Calculate the maximum transmission rate for every home;
2: Fetch home i from S

⋃
D that has the maximum ri;

3: if i ∈ S then
4: Fetch home j that ηi = max

j∈D
(ηij);

5: Ei→j(n) = min(|4Ej(n) +Bi(n)|, |(4Ei(n) +Bi(n)) · ηij|, rcj · w);
6: else
7: Fetch home j that ηi = max

j∈D
(ηji);

8: Ej→i(n) = min(|4Ei(n) +Bi(n)|, |(4Ej(n) +Bi(n)) · ηij|, rci · w);
9: end if

10: Update4Ei(n),4Ej(n);
11: Go to Line 2 if4Ei(n) == 0, otherwise go to Line 3.

O(n2).

Remark. Here we give a brief description to demonstrate that Algorithm 8 maximizes

amount of energy sharing in a single window. Because we allow only one-to-multiple

and multiple-to-one energy transmission, the energy transmission sequences will be like

K = {s1, d2, ..., sk}, si and dj are the only supplier or demander in transmission. Suppose

there is a optimal sequence K ′ 6= K with maximum amount of energy sharing. According

to Algorithm 8 sk has lowest maximum transmission speed, there must be a home si ∈ K
′ ,

si /∈ K with higher transmission speed. Then Algorithm 8 does not select si but sk, which

contradicts that it always selects the home with highest transmission speed.

6.2.2 Temporal Energy Sharing

With the spatial energy-sharing results, TOU model and battery capacity data, we intro-

duce the temporal energy sharing algorithm in this section. The temporal energy sharing

algorithm gathers the energy difference data and makes its charging decision in the current
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Figure 6.4: An example of using a look forward window to shift an energy request to a low price
period to reduce cost: Energy needed from window 1-5 is shifted to window 0.
window to store energy for future higher price window usage. Based on the spatial energy-

sharing results, for home i and window n, we can easily calculate the energy difference of

i after energy sharing as4E ′i(n):

4E ′i(n) = Bi(n) +4Ei(n) + ESi(n) (6.10)

If 4E ′i(n) < 0, it means home i still does not have enough energy for its usage

after energy sharing, then it has to obtain energy from AC line. Then the goal of temporal

energy sharing can be formulated as follows:

min
∑
n

(
YAC(n) · EAi(n)

)
s.t. 0 ≤ Bi(1) ≤ Ci (a)

Bi(n) +4E ′i(n) + EAi(n) ≥ 0 (b)

EAi(n) ≥ 0 (c)

To minimize the cost of AC energy over time, the key idea is to charge battery at
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windows with lower AC price and discharge battery at windows at higher AC price. To

anticipate the exact amount of energy needed at window n, it is important to know how

many windows to look forward. Therefore, we propose an approach called Look Forward

Window. The next window that has a lower TOU price is the end of the look forward

window, as getting energy at that time can reduce costs more than at the current window.

An example of the look forward window is shown in Figure 6.4. First, it looks

forward to the windows in the future until it finds a window whose price of the AC line is

lower than the current price (window 6) in (a). Then it aggregates energy differences of

homes before that window in (b)-(c). Finally, it shifts all the energy needed from the AC

line in the future to the current window. Aggregate energy AGGi(k) can be calculated by

summing up4E ′i(n):

AGGi(k) =
∑
n≤l≤k

4E ′i(l) (6.11)

With AGGi(k), we then find the maximum energy needed between current win-

dow and look forward window, which is window 5 in Figure 6.4 (c). Note that AGGi(k)

are normally negative value because homes normally need energy. In Figure 6.4 (c), we

show the absolute value of AGGi(k), which is amount of energy needed. Then we have

maximum energy we need to charge for future at window n:

E−max(i) = − max
k∈[n,m]

(−AGGi(k)) (6.12)

However, we also need to consider two other factors: limited battery capacity and

peak energy demands. If the energy obtained from the AC line after shift exceeds the
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Algorithm 9: Temporal Energy Sharing Algorithm
Input: Spatial energy share results Ei→j(t) and4Ei(t), t ∈ [n, n+ 24];
battery level Bi(n); TOU AC price.
Output: Energy from AC line EAi(n).

1: for each home i do
2: Find first window m(m > n) that YAC(m) < YAC(n)
3: for every window t from current window n to m do
4: Get the AGGi(t)
5: end for
6: Find window k that E−max(i) = − max

k∈[n,m]
(−AGGi(k));

7: E+
max(i) = Ci − max

l∈[n,k]
(AGGi(l));

8: Find the number of windows num that have same price with current window
9: EAi(n) = min(E+

max(i)/num, |E−max(i)|/num, rci · w).
10: end for

battery capacity, part of the energy will be wasted. Thus, our algorithm will allow the

home to obtain energy only from the AC line to fill the battery. Then the maximum energy

we can charge to avoid energy waste at window n is as follows:

E+
max(i) = Ci − max

l∈[n,k]
(AGGi(l)) (6.13)

In a TOU model that same price spans over multiple windows; if the system requests

all the energy it needs in the first window, there may be a peak energy demand from the AC

line. To address this issue, our algorithm will distribute the energy requests evenly among

these same price windows, so the energy peaks from the AC line can be smoothed out,

which results in minimum impact to the grid.

The detail of the temporal energy-sharing algorithm is shown in Algorithm 9. First,

it finds the look forward window m according to the TOU price (Lines 1-2). Then it

computes the aggregated energy difference for windows between n and m (Lines 3-5).

The maximum energy needed E−max(i) is given (Line 6) and the maximum energy that the
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homes can charge due to battery capacity is calculated in window n (Line 7). Then it finds

the number of windows with same price of AC after window n (Line 8). At last, energy

from AC line EAi(n) for home i is calculated by minimum value specified by constraint

(b) in the problem formulation (Lines 9-10).

The time complexity for Algorithm 9 is quite straight forward. Given the fact that

we look forward at most 24 hours, the loop body in Lines 2-9 can be regarded as a constant

time. Then multiplying the number n of homes, we get the total time complexity as O(n).

Theorem 6.1. Algorithm 2 minimizes cost of AC energy over time for a single home.

Remark. For a single home, based on Equation (10) and (11), Algorithm 2 enables homes

to charge as much energy as possible to battery for future windows. Look forward window

ensures that homes only charge battery at low AC price for energy usage at windows with

higher AC price. Thus Algorithm 2 minimizes cost of AC energy over time for a single

home.

6.2.3 Optimization of AC Allocation

In §6.2.2, we determined an initial amount of energy needed from the AC line. The reason

we need to do optimization of energy from the AC line is that spatial sharing and temporal

sharing are executed separately, which may cause some unnecessary energy sharing among

homes and energy requests from the AC line. In this way, we can reduce the microgrid

level energy costs from the AC line.

An example is shown in Figure 6.5. Assume the transmission efficiency between

home i and j is 0.5. At the beginning, both i and j have no energy in the battery (shown in
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Figure 6.5: An example of optimization of AC allocation
green box); at window 1 and 2, the energy difference (shown in yellow box) between har-

vested and consumed is calculated for energy sharing (shown in blue box); if after energy

sharing, the home still does not have enough energy, it needs to get energy from the AC

line (shown in yellow box). Without optimization, home i will first transmit 4kWh energy

to home j at window 1 with Algorithm 8. Then home i needs to get 2kWh energy from

the AC line at window 2. With Algorithm 9, because the look forward window always has

a higher AC price than the current window, home i will get 2kWh energy from the AC

line at window 1. With optimization, home i will transmit only 2kWh energy to home j at

window 1. Then only home j needs to get 1kWh energy from the AC line at window 1.

Overall, this optimization approach can save 1kWh energy from the AC line.

Here we give the condition that we should do optimization of AC allocation for

home i.

Lemma 6.2.1. Optimization of Home i at window n can save the cost of AC energy if ∃j,

Ei→j(n) > 0, EAi(n+ 1) > 0 and ηij < YAC(n+ 1)/YAC(n).

Proof. Before optimization, home i needs EAi(n+ 1) energy from AC line and the cost of

AC energy is EAi(n + 1) ∗ YAC(n + 1). After optimization, home i does not need energy

from AC line, but ; home j needs EAi(n+1) ·ηij energy from AC line and cost is EAi(n+
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1)∗ηij ∗YAC(n). Then if ∃j, Ei→j(n) > 0, EAi(n+1) > 0 and ηij < YAC(n+1)/YAC(n),

then we have EAi(n+1)∗ηij ∗YAC(n) < EAi(n+1)∗ (YAC(n+1)/YAC(n))∗YAC(n) =

EAi(n+ 1) ∗ YAC(n+ 1). Thus, optimization of home i at window n can save the cost of

AC energy.

With the Lemma 6.2.1, we only need to find all the scenarios that fulfill Lemma 6.2.1

in sharing results from temporal and spatial energy sharing to minimize the electricity cost.

The detail of algorithm is described in Algorithm 10. For each home i ∈ S, it checks if it

both shares energy with its neighbors and gets energy from the AC line at window n (Lines

1-2). If yes, it finds home j ∈ D that with the smallest energy transmission efficiency ηij

(Line 3). Then it checks if there is energy transmitted from i to j (Line 4). If yes, it cancels

energy transmission that causes redundant AC transmission of i (Lines 5-13).

The time complexity for Algorithm 10: If we implement the data structure for stor-

ing the energy-sharing results properly, either as a dictionary or as a union-set or individual
Algorithm 10: AC Allocation Optimization Algorithm

Input: Energy share and AC transmission results Ei→j(n) and EAi(n) from
Algorithm 8 and 9.
Output: Optimized Ei→j(n) and EAi(n).

1: for each home i ∈ S do
2: if EAi(n) > 0 & ∃j Ei→j(n) 6= 0 then
3: Find home j that min

j∈D
(ηij)

4: if Ei→j(n) > 0 & ηij > YAC(n+ 1)/YAC(n) then
5: if EAi(n) > Ei→j(n) then
6: EAi(n)− = Ei→j(n), Ei→j(n) = 0;
7: else
8: Ei→j(n)− = EAi(n), EAi(n) = 0;
9: end if

10: remove j from D;
11: end if
12: end if
13: end for
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lists by using home as key/index, then the checking for whether home i shares energy to

other homes just takes constant time. We could reuse the sorting result in the previous

algorithm for Line 3, so that Lines 3-10 also have constant time. Then the total time is

O(n).

Summary. In the above three sections §6.2.1-§6.2.3, we first balance energy usage of

different homes in the microgrid by a spatial energy-sharing algorithm. Then based on

a TOU model, energy needed from the AC line is balanced by a temporal energy-sharing

algorithm. Finally, combined with two-dimensional energy-sharing results, total AC energy

costs in the microgrid are minimized over time. The total time complexity for all the three

algorithms is around O(n2).

Theorem 6.2. The solution obtained from the above algorithms is a local optimal solution.

Remark. As in our algorithms, EAi(n) and Ei→j(n) are determined at every window. Ac-

cording to Constraint (b), only EAi(n) and Ei→j(n) can be adjusted to reduce the total AC

costs. Thus, we can prove that if any EAi(n) decreases, it will be always more expensive

to fulfill Constraints (d). The detailed proof is provided in the Appendix.

6.2.4 Energy-Sharing Price

In order to incentivize energy sharing, we introduce the energy-sharing price in this section.

The design of the energy-sharing price needs to take into consideration the energy gener-

ation cost and the energy transmission efficiency as well as the TOU price. The net result

is that the energy-sharing price will vary between different energy-sharing home pairs and

also will vary between the same energy-sharing home pairs in different TOU windows. In
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our design when a home joins the system, the home shares its basic data with the central

controller (price of the battery (YB), price of the solar panel (YS), size of the battery and

energy in it). The system calculates the lower-bound price as follows:

Ylb = YB ∗ γB + YS ∗ γS (6.14)

where γB and γS are the depreciation rate of the battery and solar panel respectively. The

energy-sharing price should not be higher than the current window’s AC price, which is the

higher-bound price. As energy transmission causes transmission loss, the energy-sharing

price is determined using the lower-bound divided by the energy transmission efficiency

ηij between homes i and j and the higher bound as shown in the following equation:

SharingPrice = β ∗ Ylb/ηij + (1− β) ∗ YAC(n). (6.15)

Here β is a parameter to calculate the price of the energy that can vary from 0 to

1. If the value of β is approaching 0, it means the energy-sharing price is closer to the AC

price; on the other hand, if the value of β is approaching 1, then it means the current price

of the system is closer to the lower bound.

6.2.5 Energy Harvesting and Consumption Prediction

In previous design, we assume accurate future energy consumption and harvesting infor-

mation are available, which is impossible in reality. In this section, we introduce prediction

model of energy consumption and harvesting used in our implementation. Note that more

sophisticated models that consider changing weekend activity patterns, weather conditions

can be used to improve our work. However, this is not our main contribution and from

evaluation results, the following prediction models can already provide enough accuracy
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for our system.

Harvesting Prediction: We focus on solar energy in this chapter as it is the predominant

renewable energy source in residential DG deployment. To predict energy harvesting, a

weather forecast based prediction model similar to Sharma’s approach ([100]) is adopted.

At any time t, based on the sky condition percentage C(t) released by the National Weather

Service (NWS), we predict the solar panel’s energy harvesting rate Pi(t) as:

Pi(t) = Pmax · (1− C(t)) (6.16)

where Pmax is the solar panel’s maximum harvesting power. Sharma et al. show that

Equation 6.16 provides a more accurate prediction than existing techniques that use the

past to predict the future. Thus, based on Equation (6.16), at any time t = n, we predict

the harvested solar energy within the next energy-sharing window as follows:

ÊH i(n+ 1) =

∫ n+1

n

Pi(τ)dτ (6.17)

Consumption Prediction: To predict the home’s consumption from historical consump-

tion data, we use a model based on an Exponentially Weighted Moving Average (EWMA).

The EWMA exploits the diurnal nature of a home’s consumption, while it also adapts to

seasonal variations. Let ECi(n) denote the amount of energy consumed in [n, n + 1] and

ÊCi(n+ 1) denote the predicted energy consumed in [n+ 1, n+ 2], which is given by:

ÊCi(n+ 1) = α · ÊCi(n) + (1− α) · ECi(n) (6.18)
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Figure 6.6: Experiment setup
The value of α is chosen by using the method in ([55]), which is dynamically

changed based on the observed prediction error of the previous prediction.

6.3 Implementation and Evaluation

In this section, we evaluate the performance of our system. We collect empirical data of

(i) energy harvesting from solar panels, (ii) energy consumption from 40 homes, and (iii)

charging and discharging power of a battery. We evaluate our system under two types of

real world TOU price models in §6.3.3; we also validate that our system can work with

homes with similar harvesting and consumption models.

6.3.1 Experiment Setup

We collect energy-harvesting data from solar panels. The solar panels we use are Grape

Solar 75-Watt Monocrystalline PV Solar Panels (shown in Figure 6.6(a)). We collect six

days’ energy-harvesting data shown in Figure 6.6(b). In a day, the solar panel begins to
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Figure 6.7: Battery Charging
harvest energy at around 7 a.m., the energy peaks around 12 p.m., and the harvesting ends

around 8 p.m. However, the harvested energy on different days varies, which may be due

to the varying weather conditions. Because the energy-harvesting pattern from solar panels

is similar in a single area, we use the trace to produce energy-harvesting data of other

homes with some randomness. Harvesting data is collected hourly. The weather forecast

data we use is from the NWS (National Weather Service). The consumption data of homes

consist of energy information collected every minute over six days. With empirical data,

we calculate the predicted energy harvesting and consumption data over six days for our

simulations.

We also collect the energy consumption data of 40 homes ([38]). We add current

transducers (CTs) around each leg of a home’s split-phase input power from the grid (shown

in Figure 6.6(c)) to monitor all the circuits inside a home every second. Figure 6.6(d) shows

the aggregated energy consumption data within six days in a deployed home.

The energy storage unit we deploy is UB12100-S Universal Battery and Xantrex

PowerHub 84053 shown in Figure 6.6(e) and 6.6(f), which is a combination of an in-

verter/charger module capable of delivering up to 1800 watts of household power. It can

work as a backup power solution to operate with solar inputs. We use iMeter Solo (an IN-
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STEON power meter) to measure the battery energy charging and discharging rate in real

time (shown in Figure 6.6(g)). The power consumption for charging a battery is shown in

Figure 6.7. The average power for charging the battery is around 160W, which implies that

within a one-hour window, only a limited amount of energy can be transmitted. Therefore,

our design addresses the challenge of the limited energy transmission speed in § 6.2.1. We

also verify the charging efficiency of battery. At the beginning of charging, the efficiency

is relatively low. However, efficiency increases quickly with time and after 30 minutes, the

efficiency is more than 95%.

6.3.2 Evaluation Baseline

To verify the efficiency of our system, we compare our design, which is referred to as

GSC (Global Sharing and Charging) in latter evaluation results, with (i) Oracle, which

uses the same energy charging and sharing algorithm as GSC but assumes real energy con-

sumption and harvesting data in the future is available; (ii) Individual smart charge(ISC)

([81]), which only allows homes to take advantage of TOU individually with no energy

sharing; and (iii) Collective sharing (GES) ([129]), which aims to share energy among

homes, but not take advantage of TOU.

6.3.3 Evaluation Results

In this section, we will evaluate the effectiveness of our system, which includes the effi-

ciency of our system under two kinds of TOU models. All results are simulated with the

six days’ empirical data of energy harvesting and consumption introduced in Section 6.3.1.
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Figure 6.8: Different TOU models
The battery loss rate we use is 15% ([99]); the average AC and DC transmission loss rate

is around 22.6% and 7.6%, which varies with different distances among homes ([62]).

Different TOU Models: We ran our system under two different TOU models: TOU in

Ontario and TOU in New England, as shown in Figures 6.8(a) and 6.8(b), respectively.

These two models are carefully selected to represent a wide range of TOU models: (i) a

higher price for daytime use per day (shown in Figure 6.8(a) for TOU in Ontario), and (ii)

price dynamic changes every hour based on demand, which is also referred to as Real-time

Pricing Model (RTP) in other papers (shown in Figure 6.8(b) for TOU in New England).

Total Cost of AC Energy: Figure 6.9(a) shows total cost of AC line for four different

algorithms under TOU in Ontario. In all four algorithms, the total cost of the AC line

generally increases with the number of homes, which is quite obvious. However, in Oracle,

the total cost decreases when the number of homes increases from 25 to 30 and 35 to 40,

which is due to those five additional homes having more energy surplus. Because the other

algorithms do not have accurate energy information, prediction error causes the increase in

total cost. Our algorithm outperforms GES by 22% and is less than Oracle by only 9.2%.

ISC performs worst, which shows the importance of energy sharing among homes.

Figure 6.9(b) shows total cost of AC line for four different algorithms under TOU
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Figure 6.9: Total AC energy cost of different TOU models
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Figure 6.10: Transmission over AC, DC line and battery usage in Ontario (red dashed line in all
figures is the transmission or battery usage of GES)
in New England. Similar to the previous TOU model, the total cost of the AC line gener-

ally also increases with the number of homes. Our algorithm outperforms GES by 37.9%

and is less than Oracle by only 6.6%, which is even better than the TOU model in On-

tario. The main reason for the better performance is that with the higher dynamic of the

AC price, our temporal-sharing algorithm can take advantage of the TOU model more effi-

ciently. Because the AC price changes vary frequently, the looking forward window could

be relatively small, which does not need prediction for a long period. Thus, our algorithm

is closer to Oracle.

Transmission Over AC Line: We also show the detailed energy transmission over the AC

line per hour under TOU in Ontario in Figure 6.10(a). All three energy-sharing algorithms

are compared to GES. For Oracle, homes seldom need energy from the AC line except
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when the harvested energy from a solar panel is not enough in day 3 (Hour 48 to 72). Also,

because the initial battery is not fully charged, homes need to get energy from the AC at

the beginning. Our algorithm is close to Oracle, in which for nearly 10 hours of one day,

homes do not need to obtain energy from the AC line. However, homes need to get more

energy from the AC line with ISC. For some particular time, transmission over the AC line

has large peaks. That is because homes take advantage of TOU individually. If the price

of the AC line is the same for every home, then all homes will try to charge at the time

with the lowest TOU price. Because energy information of all homes can be achieved with

GSC, central controller can simply avoid this phenomenon to reduce the peak of AC line.

Transmission Over DC Line: Transmission over the DC per hour under TOU in Ontario

is shown in Figure 6.10(b). Oracle and our algorithm share more energy among homes

to reduce AC energy cost when the price of the AC line is relatively high. Thus, their

transmission of DC would be higher. Because ISC does not allow energy sharing among

homes, there is no transmission over DC line.

Battery Charging and Discharging: Battery usage includes battery charging from AC or

DC line and discharging to DC line and appliances’ usage. Battery usage per hour under

TOU in Ontario is shown in Figure 6.10(c). Even Oracle and our algorithm share more en-

ergy through DC line, the total battery usage of Oracle, GSC and GES is close. That means

the main difference among three algorithms is the way of utilizing TOU and renewable

energy but not battery. Because ISC does not allow energy sharing among homes, battery

usage is only for charging from AC line and discharging to appliances’ usage. Thus the

curves of battery usage and AC transmission in ISC are similar. The peak demand from

AC line is mainly to charge energy to battery, but not for current appliances’ usage.
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Figure 6.11: Cost of AC energy with similar energy consumption pattern
Summary of Different TOU Models: We have evaluated our system under two TOU

models. Due to the limited space, we only show AC, DC transmission and battery usage

under Ontario TOU model while the results under New England TOU model is similar.

In all these scenarios, our system outperforms GES and ISC. The key observations are as

follows: (i) Oracle and GSC need less AC transmission and cost compared to GES and

ISC; and (ii) Oracle and GSC may cause some little peaks of AC transmission if periods

with lowest price of AC are short. However, peaks of Oracle and GSC are much lower than

ISC.

6.3.4 Advanced Evaluation Results

Because our system is designed for different environments, such as different consumption

patterns of homes, it is crucial to investigate the system’s behavior and sensitivity under

diverse settings.

Impact of Similar Consumption Pattern

The consumption data we used in the above simulations come from 40 different homes with

different patterns, which provides opportunity to balance energy transmission over the AC
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line by consuming energy at different times. In this section, we use data of 40 homes that

have similar consumption pattern to validate that our system still works under this scenario.

Energy differences of homes over time is shown in Figure 6.11(a) and 6.11(b). The upper

figure displays energy differences of homes which are used for previous section. And

the lower figure displays energy differences of homes with similar consumption pattern. In

general, both two microgrids need energy in early morning; have surplus energy at noon and

need energy in evening. However, in microgrid 1, homes have different energy difference

at noon while homes nearly share same energy difference in microgrid 2. The variances

of energy differences of two microgrid are 0.0448 and 0.0017 which also shows homes in

microgrid 2 have more similar energy consumption pattern.

Figure 6.11(c) shows the total cost of the AC line for four algorithms. When homes

have similar consumption pattern, it is hard to find homes to share energy since they may

also need energy. Thus, the gap among the four algorithms is much smaller especially

when number of homes are small. However, similar to previous results, Oracle and GSC

are still better than GES and ISC, which means that our system can still work well under

homes with similar energy consumption pattern. We also show the detailed energy trans-

mission over AC line per hour in Figure 6.12(a). All three energy sharing algorithms are

compared to GES. Because we use TOU in Ontario, Oracle and GSC don’t have peaks of

AC transmission. However, ISC produce huge peak (929.7kW ). That is because when the

consumption pattern of homes are similar, homes will decide to charge from AC at similar

period and cause the peak. Note that in the simulation, we assume there is no transmission

limit for distribution network. In reality, peak demand of 929.7kW may cause blackout in

the community. The detailed energy transmission over DC line and battery usage is also
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Figure 6.12: Transmission over AC, DC line and battery usage with similar energy consumption
pattern
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Figure 6.13: Total cost for different average prediction error
shown in Figure 6.12(b) and 6.12(c). Similar results are obtained compared to homes with

different consumption pattern, which means our design also works well for homes with

similar consumption patterns.

Impact of Prediction Accuracy

In our previous section, we make use of weather forecast and energy consumption history

to predict future energy differences. However, prediction accuracy can vary under differ-

ent environments. Thus in this section, we evaluate our system with different prediction

accuracy. Since it is difficult to attain prediction accuracy of different environments, we

artificially generate prediction results with different prediction errors. And the prediction
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Figure 6.14: Cost savings of different price models for 7 days

β 0.1 0.3 0.5 0.7 0.9
Average Saving ($) 1.65 1.65 1.66 1.65 1.64

RSD of Saving 0.51 0.70 0.93 1.24 1.46

Table 6.2: RSD of Energy Savings
errors follows normal distribution. The detailed results are shown in Figure 6.13. The red

stars are results with real trace data with 13.7% average prediction error of all homes at

all time. Prediction error is defined as |4Ei(n)−4Êi(n)|/4Ei(n). When GSC with 0%

prediction error, it is the same as Oracle. In Figure 6.13, total cost of AC energy increases

with larger prediction error. This is because that with higher prediction error, homes may

share more energy to others, and then they do not have enough energy for their own us-

age and have to obtain energy from AC line. However, with different prediction error, our

proposed GSC is always better than GES and ISC.

Impact of Price Model

As introduced in §6.2.4, we use β to control price model. In this section, we investigate the

impact of price model with different β.

Figure 6.14 shows the cost savings per home of different price models. Cost savings

of a home is calculated by AC cost with ISC minus AC cost with GSC. With higher β, cost
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savings of homes varies more significantly, which may reduce the incentives for homes to

join in. We also show statics of cost savings in Table 6.2. The average energy saving for

homes are nearly same with different β. With higher β, Relative Standard Deviation (RSD)

of energy saving is higher. The main reason is when β is higher, sharing price is closer to

lower bound. Then the homes needs more energy can benefit more from low price energy.

Thus, to achieve greater fairness in system, the sharing price should be close to real time

price of electricity from AC line. However, sharing price can not exceed the price of AC

line, otherwise homes have no incentives to get energy from community.

6.3.5 Summary of Evaluation

With the simulations results, we easily find our system can work under different TOU

models and homes with similar consumption patterns. We also investigate impact of price

models and find the sharing price should be close, but not exceed the price of AC line.

6.4 Cost-Benefit Analysis

The previous section shows that our system can reduce AC energy cost of the whole mi-

crogrid by more than 20%. In this section, we discuss our system’s return on investment.

TOU Ontario New England
Algorithm Oracle GSC GES Oracle GSC GES

Cost ($105) 3.51 3.51
Benefit ($105/yr) 0.79 0.71 0.59 0.77 0.72 0.52
Years for Return 4.44 4.94 5.95 4.56 4.86 6.75

Table 6.3: Cost and Benefit

In many instances, homes already have the necessary infrastructure to implement
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energy sharing. More and more homes will be equipped with solar panels and batteries to

generate renewable energy. To implement energy sharing microgrid, the main expense is

to construct lines for distribution network, use solar panels and a larger battery to harvest

and store energy. For the battery, the price is around $200/kWh. For solar panels, the price

is around $0.6/Watt. The price of other equipment, such as inverter, cabling and energy

monitor, is also included in total investment cost. Finally, we estimate two weeks’ labor

at $4000 for installation. The benefit realized with our system design is mainly due to the

savings of energy transmission over AC lines. We use two types of empirical TOU price

models (i.e., Ontario and New England). Based on the above pricing data, our analysis of

benefit and cost is shown in Table 6.3. In general, our system can return the investment

in less than five years. We note that the AC price is based on current TOU prices. Given

the increase in electricity price, we expect that the number of years for return will be even

fewer.

Centralized versus Distributed. Our current system design is a centralized control

and a centralized cluster controller that needs to collect energy harvesting and consump-

tion information of all the homes in a cluster. However, because the number of homes in a

cluster is limited, the computation and storage consumption would not be too high. After

the energy sharing in a cluster, the cluster controllers need only to send the energy informa-

tion of homes that still have energy surplus or shortage to a higher layer controller. Thus,

the total computation and storage cost is under control. However, we also plan to develop

distributed control in future to allow homes to collect information from their neighbors for

energy sharing to further reduce the computation and storage cost of controllers.
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6.5 Related Work

Our work is related to three areas of previous work: energy harvesting and energy efficient

systems and building energy.

• Energy harvesting. The renewable energy sources have become an alternative way to

consume power and reduce electricity bills. However, they have limits in some instances

when harvested energy availability typically varies with time in a non-deterministic man-

ner and power systems surpass the consumption or vice-versa, which results in a mismatch

[65]. To manage renewable energy, Deborah et al. [89] propose a method to exploit robotic

mobility by having energy producers be mobile nodes. In [52], the authors designed perpet-

ual environmentally powered sensor networks. Our work follows the simple idea where we

build an energy sharing microgrid system in an entire community to reduce the AC energy

cost, which uses the energy sensing data and market-based TOU price to decide when and

who to share energy with.

• Energy-efficient systems. Our work is also related to energy-efficient systems [12]

[yi2014renewable]. In energy efficient systems, researchers mainly focus on i) energy

management in data centers [44] and leveraging renewable energy with carbon-aware in

data centers [34], (ii) developing models to balance performance measures and energy con-

sumption in wireless networks [36]; iii) energy management in web search by understand-

ing the query complexity and its implications for energy-efficient web search [91]; (iv)

mobile devices by empowering developers to estimate app energy, end to end energy man-

agement [83]; (v) energy-aware dispatching of parallel queues, efficient virtual machine

scheduling in computer architecture [74].
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• Building energy. This research mainly focuses on (i) energy auditing [53] and design

of control algorithms to reduce energy consumption inside a single building [50]; (ii) re-

ducing the energy usage of building-wide heating, energy-efficient building automation,

ventilation, and air conditioning [70]; (iii) investigation on the integration of renewable en-

ergy into power grid [131] [130]; and (iv) applying stochastic network calculus to analyze

the power supply reliability with various renewable energy configurations and store that

energy into very large scale batteries [82]; and v) taking model predictive control approach

to schedule the workload to reduce the energy cost in the buildings [128]. Our work takes

a different approach to reduce energy cost by sharing the renewable energy. Unlike these

other approaches, our work opens up new approach where energy can be gained efficiently

and used smartly.

• Economics and network communication. Allocation optimization and fair allocation

mechanisms are important factors for workload scheduling. Many complex and stochastic

approaches have been proposed in economics and network communication area, where

allocation optimization approach is used for flow control to optimize a global measure

of network performance [15] [112]. [32] investigates a class of pricing mechanisms that

both induce deep customer participation and enable efficient management of their end-use

devices. Our approach is built on previous approaches, where the energy-sharing price

reflects the supply-demand relationship and investment of each home.

Our work is built on previous works, but homes with renewable devices and small

batteries are the main research focus. Most related work is [129], which tries to minimize

energy transmission loss in microgrid. In this paper, we propose a holistic approach to min-

imize community AC cost under different TOU models. Specifically, we designed spatial
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and temporal energy sharing algorithms, and developed optimal AC allocation algorithm

to minimize electricity cost.

6.6 Conclusion

In this chapter, we attempt to investigate how to minimize AC energy costs in a sustain-

able microgrid under different market-based TOU price models by exploring three types of

energy sensing data: (i) sensing data of solar panels’ energy-harvesting rate; (ii) sensing

data of individual homes’ energy consumption rate; and (iii) sensing data of battery charg-

ing and discharging patterns. Specifically, we build an energy-sharing microgrid system,

which decides the energy-sharing home pairs and when to share energy based on the sens-

ing data and market-based TOU price so that AC energy costs in the whole microgrid are

minimized. We evaluate our system using empirical traces of harvested solar energy and

home energy consumption. Through extensive simulations, we verify that our system can

reduce AC energy costs of the whole microgrid by more than 20% under different TOU

price models and can still reduce AC energy costs even when homes have similar energy

consumption patterns.



CHAPTER 7

DEMAND AND GENERATION SCHEDULING IN

MICROGRIDS

Given the limited capacities of local energy generation and storage in such a community,

it is extremely challenging for an isolated microgrid to balance the power demand and

generation in real-time with dynamically changing energy demand. Meanwhile, more and

more sensing devices (such as smart meters) are deployed in individual homes to monitor

real-time energy data, which can be helpful for homes and microgrid to better schedule

the workload and generation. However, it is still difficult to conduct real-time distributed

control due to the unreliable sensing devices and communications between sensing devices

and controllers. To address these issues in microgrids, we designed a novel approach for the

system to conduct both demand scheduling in residential homes and generation scheduling

to minimize the total operation cost in microgrids.

128
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7.1 Introduction

Microgrids play a important role in energy cyber-physical systems [73]. In a typical mi-

crogrid, it consists of local generators and energy storage (e.g., batteries) to provide power

for a small community with commercial and residential buildings. Microgrids can provide

power to places i) where the traditional power grid does not exist due to the poor econ-

omy or limited number of residences (e.g., islands); and ii) when the traditional power

grid is temporarily not functioning due to severe weather conditions (e.g., storms). There-

fore, microgrids have gained increasing attention recently [107]. Due to the very limited

capacities of local energy storage and energy generation, microgrids are more difficult to

maintain than traditional power grids. To ensure the stability and reliability of a microgrid,

we need to conduct real-time scheduling and control the operations of local generators, bat-

teries, and controllable workloads of appliances to offset the dynamically changing power

demands of uncontrollable appliances.

Therefore, it is extremely important to collect the power consumption and genera-

tion data for distributed control in real-time, which becomes possible with the recent rapid

development of smart meters. However, the sensors in smart meters and wireless com-

munications between smart meters and controllers are not 100% reliable. The microgrid

controller may encounter missing data and delayed data when conducting the scheduling

for generators and distributed control operations in each home. Furthermore, to cope with

the dynamically changing demand, the microgrid controller needs information to predict

the future power demand to decide the operations of local generators. Meanwhile, each

home also needs to predict its own future demand to schedule workloads. The existing
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techniques on energy consumption forecasting are mainly for long term offline forecast for

large generators [11, 45]. However, to realize real-time distributed control in a microgrid,

real-time data processing and short term prediction is needed. In this chapter, we propose

a novel data management technique for distributed control in a microgrid to process the re-

ceived data, reconstruct the missing data, and predict the future power demand with existing

data. The key idea is to utilize the correlation between power, voltage and frequency data

of different homes in the microgrid. Then, the misses or delayed data can be reconstructed

with a portion of received data or data from other homes. Because energy consumption

patterns in one home are limited due to the limited number of appliances, it provides us

opportunity to reconstruct the missing data and predict future data in a short term based

on existing data and detected energy consumption patterns. With the reconstructed and

predicted data, the controller decides the scheduling of workloads in each home and the

operations of generators to maintain the stability of the microgrid.

While the workload is scheduled in each home to avoid power failures in the mi-

crogrid, the behaviors and comfort of users should not be affected. Therefore, we choose

the flexible and controllable workloads of appliances for scheduling. For example, water

heaters are flexible and controllable loads because we only need to make sure that there is

enough hot water in water heaters when people use hot water. Our approach can be easily

extended to support any other types of flexible and controllable workload (e.g., HVAC). For

the local generator’s scheduling, we adopt a widely used generator model and propose an

optimal algorithm to minimize the operational cost. Specifically, we summarize our major

contributions as follows:

•We conducted a systematic investigation on the correlation between power, volt-
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Figure 7.1: Architecture of a microgrid
age, and frequency in a microgrid and developed a holistic sets of correlations models (i.e.,

power-voltage, frequency-voltage, temporal, and spatial correlation). Through extensive

experiments and simulations, we show that our design can recover the missing data with

more than 99% accuracy for the short term prediction.

• To reduce the operational cost of isolated microgrids, we present holistic real-

time scheduling algorithms for both local generators and controllable loads in individual

homes even when there exists communication failures between control center and individ-

ual homes.

• Utilizing the empirical energy consumption data from 100 residential homes, we

conducted extensive simulations. The results indicate that our proposed distributed control

can reliably balance power demand and generation in real-time and reduce operational cost

by 23%.
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Figure 7.2: Examples of data faults in energy monitoring
7.2 Background and Motivation

A microgrid is a distributed electric power system that can autonomously coordinate local

generations and demands in a dynamic manner [63]. Microgrids can operate in either grid-

connected mode or isolated mode, some of which are now deployed in the US, Japan and

European countries [79].

Background. In this chapter, we consider a modern microgrid, illustrated in Fig-

ure 7.1, consists of generation technology (e.g., local electricity generators) and batteries.

To ensure compatibility with the traditional power grid, we adopt the microgrid architec-

ture, which is similar to the one used in a traditional power grid. If the microgrid is built

from nothing (e.g., island, where there is no electricity grid before), the microgrid can be

built the same architecture as traditional grid with a distribution network across the com-

munity of homes. If the microgrid is built from a traditional grid, we only need to add local

generators, batteries and a control center into the microgrid. Within the microgrid, sensors

are deployed in each home to collect and send energy related data (e.g., power, voltage and

frequency) to the control center. The control center decides the workload scheduling in

each home and the generations to balance the power demand and supply.

Motivation. To realize the real-time control, it is very important to collect the en-
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ergy related data from homes and send back the control instructions in real-time. However,

based on our more than 6 years’ experiences of energy monitoring in residential homes, the

data collection from homes may suffer from different types of faults: i) data point missing;

ii) sensing error; iii) communication delay; and iv) communication loss. The first two faults

are caused by the low reliability of sensors due to the long-term monitoring. The latter two

faults are caused by unreliable wireless communication. We show some examples of faults

in Figure 7.2. The first one is caused by sensing errors, which generate peaks but do not

happen very frequently (we observe average 1.5 seconds sensing error in 12 hours). The

second one is whether we receive readings in the cloud server. The Y-axis value is set to

be 1 if there is a data missing event. We can see the missing events are very bursty, which

means once we have a missing event, there will be high probability there would be missing

events in near future.

With the demand of real-time data collection and reality of multiple different faults

in monitoring, it is crucial to manage the real-time collected data and reconstruct the miss-

ing data for real-time control in a self-sustainable microgrid.

7.3 System Overview

To ensure the reliability of the microgrid, we propose the system design as shown in Fig-

ure 7.3, which includes three main components: data management, central scheduler, and

local scheduler. In summary, our system works as follows: i) power meters deployed in

homes monitor the power consumption, voltage and frequency in the power line, then send

collected data to control center; ii) control center receives the collected data from homes
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and processes the data for missing data reconstruction and future data prediction; iii) the

central scheduler decides the control instructions for each home and generators based on

the processed data; iv) individual homes and the power generator execute the instructions

from central scheduler if control instructions are received; v) if control instructions are not

received by the individual homes and the power generator, local scheduler will conduct

local control in these homes and the power generator will maintain the same amount of

power generation.

Data Management. Due to the sensing errors and unreliable communication, it is highly

possible we will miss important energy data from sensors. To reconstruct and predict the

sensing data, we investigate the correlation models among energy data for recovery. The

received data will be used both for data reconstruction and update for correlation model.

Specifically, we investigate i) correlation between power and voltage for homes under the

same transformer; ii) correlation between frequency and voltage at individual homes; iii)

temporal and spatial correlation for power consumption of all homes. Based on these corre-

lations, the missing data can be reconstructed and future data can be predicted for real-time

control.

Central and Local Scheduler. Based on recovered and predicted data, the central sched-

uler decides control instructions for both controllable workload in homes and the genera-

tion from the power generator. The key idea of workload control in each home is to turn

on some appliances when power consumption is low and turn off some appliances when

power consumption is high. In this chapter, we use the workload of the water heater as an

example because its workload is flexible and it is commonly installed in residential homes.

Our design can easily be extended to support the scheduling of HVAC systems. The gen-
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Figure 7.3: System overview
eration control is to decide the power supply from generators. Because the power supply

of generators cannot be changed as fast as workload at homes, we schedule the generators

based on prediction of future power demand in the microgrid. Batteries are used as buffer

to offset the prediction errors of the future power demand. Due to the unreliable commu-

nication, control instructions may not be received at the local home or generator, then the

local scheduler conducts local control based on the local sensing data.

7.4 Data Management

To reconstruct and predict the sensing data, in this section, we introduce four correlation

models for reconstructing the missing data and predicting the future data. While most of

existing works focus on missing data reconstruction of a single time series data [69, 124],

we investigate the correlations among multiple time series data (power consumption from

multiple homes, voltage and frequency) in microgrids and utilize the correlation models to

reconstruct the missing data.
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7.4.1 Correlation Models

The most important part of data management is to build and utilize the correlation models

among the collected data. Specifically, we identified and built four correlation models: i)

correlation between power and voltage; ii) correlation between frequency and voltage; iii)

temporal correlation of power consumption data in a single home; and iv) spatial correlation

between power consumption data from multiple homes.

Power Voltage Correlation

Without loss of generality, we assume that N homes are connected under the same trans-

former (shown in Figure 7.4). According to the Electric Power Distribution Handbook

[103], a transformer can be considered as a constant kVA device for a voltage from 100%

to 105%. If the power consumption of one home increases, the total current I increases and

voltage V drops. We find that home Hi−1’s voltage value depends on i) the transformer’s

output voltage (V ); ii) the current from the transformer to Hi−1; and iii) resistances of the

power line from the transformer to Hi−1. For example, H1’s voltage value only depends

on the transformer’s output voltage (V ), the current (I1) through H1, and the resistance

(i.e., R1). Based on the above analysis, the voltage values at homes Hi−1 and Hi can be
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Figure 7.5: Relationship between power and voltage
calculated by using Equation (7.1).

Vi−1 = V −
i∑

j=1

N∑
k=j

Ik−1Rj−1 i = 1, 2, ..., N (7.1)

To verify it, we conduct experiments with 2 homes under the same transformer and

keep power consumption at home 2 stable to study the power voltage relationship. The

measured voltage in both homes are both related to the power consumption in home 1

(shown in Figure 7.5). Thus, based on Equation (7.1) and evaluation results, the voltage

drop from transformer to each home is in linear relationship of currents going through the

power line.

Frequency Voltage Relationship

A typical microgrid may contain multiple transformers. Therefore, it is also important to

investigate the other features in a microgrid. According to the Electric Power Distribution

Handbook [103], frequency is a good indicator of the relationship between power supply

and demand. If the power demand surpasses the power supply, then the frequency decreases

because the generator can not generate enough power. Thus, the frequency should be re-

lated to the total power consumption of the microgrid. Because voltage is related to power

supply and demand, thus, the frequency value has a linear relationship with the voltage
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Figure 7.6: Relationship between frequency and voltage
value. This relationship can be modeled as follows:

4F = 4V ∗ λ1 (7.2)

To verify it, we conduct experiments with 3 homes with one month data. Two of

them are under the same transformer while the other home is under a different transformer.

To make the relationship clear to see, a typical example of the measured frequency and

voltage relationship is shown in Figure 7.6. The frequency value is well synchronized with

the voltage value.

Based on Equation (7.2) and experimental results, the frequency change in each

home is in linear relationship of voltage change. Therefore, we can utilize the frequency

voltage relationship to recover the missing data.

Temporal Correlation

In a microgrid, we need to reconstruct the missing data and predict the power consumption

in the very near future (e.g., next 1 second) for real-time control. Thus the power con-

sumption data of yesterday or last month is much less useful. To address this problem, we

leverage the power consumption signatures of appliances to reconstruct the missing data

and predict the short term power consumption. This is because there are limited number
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of power consumption signatures for different loads. To evaluate this approach, we use the

empirical data collected for 2 years from a home to investigate the temporal correlation

between power consumption data. We run a power consumption signature detection algo-

rithm on the data set to find the signatures. Specifically, the similarity between two vectors

is calculated by using a Euclidean distance-based function as shown below:

ρi,j =
1

|Si|

|Si|∑
t=1

(Si(t)− Sj(t))2 (7.3)

|Si| is the length of signature Si. If the distance of these two vectors is small, then

the similarity of two vectors is high. Then we go through the data set to find the possi-

ble signatures. To simplify the algorithm, we use a fixed length of energy consumption

patterns which achieves very effective results (detailed in Section 7.6). As shown in Algo-

rithm 11, the signature set S is empty initially. When t < T , we calculate the similarity be-

tween power consumption data and signatures of each appliances based on Equation (7.3).

If we find the similarity between current power consumption and existing signatures is

higher than the current maximum similarity, we reassign the maximum similarity and mark

index = i. Then we compare the maximum similarity we find to the threshold of the min-

imum similarity ρmin. If ρmax > ρmin, we then detect a new signature Snew, add it to the

signature set S and update t = t + |Snew|. Otherwise, we update t = t + 1 and continue

the detection process.

Based on the detection signatures, we can reconstruct the missing data and predict

the near future data as:
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Algorithm 11: Signatures Detection Algorithm
1: S = ∅;
2: while t < T do
3: ρmax = 0, index = −1;
4: for detected signature Si do
5: Calculate ρi(t) based on Equation (7.3);
6: if ρi(t) < ρmax then
7: ρmax = ρi(t), index = i,
8: end if
9: end for

10: if ρmax > ρmin then
11: Detect a new signature Snew and add to S;
12: t = t+ |Si|;
13: else
14: t = t+ 1;
15: end if
16: end while

Pi(t+ k) = Sj(|Sj|/2 + k) +

|Sj |/2∑
x=1

2 · (Pi(t+ x− |Sj|)− Sj(x))

|Sj|
(7.4)

where Sj is the detected signature that has shortest distance to {Pi(t−l(Sj)+1), · · · , Pi(t)}.

Spatial Correlation

Because homes in the same area may have the similar power consumption pattern, we can

use the spatial correlation among power consumption of homes for power consumption

prediction. However, different homes will have different correlations at different time.

Thus, we need to keep on updating the correlations among these homes for prediction. To

evaluate our idea, we use empirical power consumption data collected from 100 homes

for one month to investigate the spatial correlation of power consumption among different

homes. The spatial correlation between homes 1 and 3, and homes 2 and 3 is shown in

Figure 7.7. X-axis is the time, Y-axis is the correlation between either homes 1 and 3 or
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homes 2 and 3. For most of the time, home 1 and home 2 are quite similar to home 3.

However, from hour 2 to hour 4, home 1 is closer to home 3 while from hour 4 to 6, home

2 is closer to home 3. Thus, we build a model to predict the power consumption based on

historical correlations among homes. The correlation between two homes can be calculated

as:

cij(t) =
1

l

t∑
x=t−l

(Pi(x)− Pj(x)− 1

l

t∑
x=t−l

(Pi(x)− Pj(x)))2 (7.5)

From the above equation, we can predict pi(t) based on readings from other homes:

Pi(t) =
N∑
j=1

Pj(t) ∗ cij(t)∑N
j=1 cij(t)

(7.6)

If cij(t) does not exist because of missing data, then we replace cij(t) with cij(tk).

Where tk is the latest time for updating the correlation between homes i and j.

7.4.2 Data Reconstruction and Prediction

With the above four correlation models, we can reconstruct the missing data and predict

the future data for real-time control. In order to schedule the controllable workload in
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each home and maintain the stability of the microgrid, the control center needs to collect

the data of real-time power consumption, voltage, and frequency. Then the reconstruction

process is executed as follows: i) if only part of the data is missing in one home, the

power voltage relationship can be used to reconstruct the power consumption or voltage;

ii) if only frequency data is collected from one home, frequency voltage correlation can

be used to reconstruct the voltage and then apply power voltage relationship to recover

power; iii) if no data is collected from one home, we can utilize the temporal and spatial

correlation to reconstruct the data; iv) if no data is collected from any homes, only temporal

correlation can be used to reconstruct the data; and v) if all the data is collected from one

home, the collected data is applied to update the correlation weight for temporal and spatial

correlation models.

The prediction process is the same as the scenario that no data is collected from

any homes. Note the prediction with temporal correlation is only accurate for short-term

data missing. Because generators can not be turned on/off very frequently and the genera-

tion control needs long-term power consumption prediction, other traditional consumption

prediction algorithms can be applied in this scenario.

7.5 Central and Local Schedulers

With the reconstructed data and predicted future data, central and local schedulers need to

schedule the future generation of generators and the controllable workload in each home.

The design goal is to balance the power demand and generation with minimum operation

cost in the microgrid.
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7.5.1 Design Goal

Assume there are N homes in the microgrid and the power consumption of home i at time

t is g(t). The microgrid has M units of homogeneous local generators, each has a max-

imum power output capacity L. Based on a common generator model [56], we denote β

as the startup cost of turning on a generator. Startup cost β typically involves the heat-

ing up cost (in order to produce high pressure gas or steam to drive the engine) and the

time-amortized additional maintenance costs resulted from each startup (e.g., fatigue and

possible permanent damage resulted by stresses during startups). We denote ym as the sunk

cost of maintaining a generator in its active state per unit time, and yo as the operational

cost per unit time for an active generator to output an additional unit of energy. Note that

our design is not limited to any generator model. Table 7.1 summarizes the definition of

parameters. Our design goal is to balance the power demand and generation while mini-

mizing the operational cost of power generators. The problem can formulated as follows:
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Min
M∑

(yog(t) + ymgo(t) + βno(t)[g(t)− g(t− 1)])

s.t. 0 ≤ bi(1) ≤ Bi; ∀i (a)

0 ≤ bi(t) + bgi (t)− bui (t) ≤ Bi; ∀i, t (b)

di(t) ≤ bui (t) + ei(t); ∀i, t (c)

N∑
i=1

(ei(t) + bgi (t)) ≤ g(t) ≤ L; ∀t (d)

go(t)− go(t− to) ≤ pu; ∀t (e)

go(t− to)− go(t) ≤ pd; ∀t (f)

i=t+to∑
i=t+1

go(i) = to,
i=t−1∑
i=t−to

go(i) = 0; ∀t, no(t) = 1 (g)

Constraints (a) and (b) ensures the battery energy level is always not less than zero

and not greater than the battery capacity. Constraint (c) means a home consumes less en-

ergy than the amount of energy it obtains from generator and battery. Constraint (d) limits

the output power of generator. Constraints (e) and (f ) mean that the speed of increasing and

decreasing generator power. Constraint (g) ensures that the minimum time for generator

to change output power is to. The object function and constraints are all linear functions,

thus the problem is a mixed integer programming problem, which is NP-complete. In re-

ality, it is not possible to obtain optimal solutions in real-time for generation and workload

scheduling. Therefore, the central scheduler uses a heuristic approach to solve this problem

(detailed in §7.5.2). Furthermore, because of the unreliable communication, the home con-

troller may not receive the control message from the control center. Therefore, a distributed

algorithm is proposed for the local scheduler to schedule workload in each home (detailed
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Notation Definition
bi(t) Amount of energy in battery of home i at time t
Bi Battery’s capacity of home i
di(t) Consumed power of home i at time t
β Cost of changing output power of generator
L Maximum power output of generator
ym Sunk cost of maintaining generator per time
yo Operational cost of generator for output power
pu Maximum ramping-up rate
pd Maximum ramping-down rate
g(t) Output power of generator at time t
go(t) On/off status of generator at time t
no(t) Equals 1 if output of generator changes at time t
to Minimum time for generator to change output power
ei(t) Power from generator to home i at time t
bui (t) Power discharged from battery to home i at time t
bgi (t) Power from generator to battery at time t

Table 7.1: Notations for Demand and Generation Scheduling
in §7.5.3).

7.5.2 Central Scheduler

The central scheduler has the power consumption prediction in next few seconds and next

minimum on/off time of generator. Thus, central scheduler can schedule controllable work-

load in homes to fulfill constraint (c) and schedule generation for next minimum on/off

time. Therefore, the optimization problem can be decomposed into two subproblems: i)

generation scheduling to fulfill the demand and minimize the operational cost; and ii) work-

load scheduling in each home to stabilize the aggregated demand.

Generation Scheduling

The key idea of the generation scheduling is to turn on the generator when power demand

is low and turn off the generator when the power demand is high. Note that it is not able
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to change the output power of generator due to the minimum on/off time. Thus, we should

decide whether to change the output power of generator based on power demand in the

next minimum on/off time. At time t, the power demand from time t + 1 to t + to can be

calculated as

4E(t+ 1, t+ to) =
k=t+to∑
k=t+1

N∑
i=1

di(k) (7.7)

With the given demand, we need first to ensure the power generation and energy

storage in battery is higher than the power demand. Assume the power generation at time t

is g(t), we have three options: i) increasing generation with gu(t); ii) decreasing generation

with gd(t); and iii) maintaining the same generation g(t) in next minimum on/off time.

The algorithm of decision making for generation is shown in Algorithm 12. If power

demand is higher than energy storage in battery and energy generation g(t) in next to, we

have to increase the power generation to avoid power outage (Lines 1-3). To minimize the

operation cost. The amount of generation increase can be calculated as:

gu(t) =
4E(t+ 1, t+ to)− b(t+ 1)− g(t) · t0

to
(7.8)

Otherwise, we can either decrease power generation or maintain the same genera-

tion. Note that there is extra cost for changing output power of generator, thus, we only

decrease the power generation when the power demand is too low that the battery can not

store the extra power generation (Lines 4-5). The amount of generation decrease can be

calculated as
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Algorithm 12: Generation Scheduling Algorithm
1: Calculate demand in next minimum on/off time4E(t+ 1, t+ to) based on Equation

(7.7);
2: if4E(t+ 1, t+ to) > b(t+ 1) + g(t) · to then
3: Increase generation gu(t) based on Equation (7.8);
4: else if4E(t+ 1, t+ to) < b(t+ 1) + g(t) · to −B then
5: Decrease generation gd(t) based on Equation (7.9);
6: else
7: Maintain the same generation g(t).
8: end if

gd(t) =
b(t+ 1) + g(t) · to −B −4E(t+ 1, t+ to)

to
(7.9)

Otherwise, we maintain the same power generation g(t) (Lines 6-8).

Workload Scheduling

The goal of workload scheduling is to avoid power outage and minimize the extra cost for

changing power generation. The key idea is to turn off the controllable workload when

aggregated power demand is high to avoid power outage and turn on the controllable work-

load when power demand is low to maintain stable power demand. Note that the demand

in each home can be divided by controllable workload dci(t) and uncontrollable workload

dui (t):

di(t) = dui (t) + dci(t) (7.10)

Based on the prediction of short time power consumption in next time slot, our

central scheduler decides the scheduling the controllable workload demand in each home.

At time t, we can calculate power demand at time t+ 1 as:
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4E(t+ 1) =
N∑
i=1

di(t+ 1) (7.11)

If power demand is higher than power generation and energy storage in battery

4E(t+ 1) > b(t+ 1) + g(t+ 1), we need to turn off some controllable workload. Otherwise,

if 4E(t + 1) < b(t + 1) + g(t + 1), we need to turn on some controllable workload. In our

simulation, we utilize water heater as controllable workload. Thus, If 4E(t + 1) > b(t +

1) + g(t + 1), we turn off some water heaters in homes with less hot water demand until

4E(t+1) = b(t+1)+ g(t+1). If 4E(t+1) < b(t+1)+ g(t+1), we turn on some water heaters

in homes with most hot water demand until 4E(t+ 1) = b(t+ 1) + g(t+ 1).

7.5.3 Local Scheduler

However, if the communications between the control center and homes are unreliable, the

instructions for each home may be lost or arrive late. Thus, we also provide a distributed

control when the control instructions from central controller are not available. The key

idea is to schedule controllable workload based on power-voltage model proposed in §7.4.1

because the local voltage in each home can be used to infer the aggregated power demand

in the microgrid. However, the problem is that every home may decide to turn on/off

controllable workload simultaneously to balance power supply and demand because they

can not communicate with each other. Then it may cause an endless loop for each home to

turn on/off controllable workload at the same time, which is not helpful to balance power

generation and demand.

In our design, we take an adaptive feedback control to enable homes to stabilize the
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Algorithm 13: Local Scheduler Algorithm
1: Calculate4Vi, dci(t);
2: if4Vi 6= 0 & tbi = 0 then
3: Calculate tbi based on Equation 7.12;
4: else if tbi 6= 0 then
5: tbi = tbi − 1;
6: if4Vi > 0 then
7: Increase controllable workload;
8: else if4Vi < 0 then
9: Decrease controllable workload.

10: end if
11: end if

power demand cooperatively. When each home detects the power demand change (power

generation is relative stable since there exist minimum on/off time for generators), it does

not turn on/off controllable workload immediately but with some backoff time. The de-

tailed algorithm is shown in Algorithm 13. At time t, each home calculates the consumption

of its controllable workload and estimate the change of power demand4d in the microgrid

by utilizing power voltage correlation shown in § 7.4.1 (Line 1). When the power demand

is stable, each home keeps controllable workload with previous state. When it detects ei-

ther high or low demand and there is no backoff timer, each home calculates backoff time

tbi (Lines 2-3). tbi can be calculated as:

tbi =
4d

N · dci(t)
(7.12)

If tbi 6= 0, home updates the timer (Lines 4-5). Then each home check the timer

again, if the timer expires, local controller immediately turns on the controllable workload

when demand is low and turn off the controllable workload when demand is high (Lines

6-10).
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(a) Water flow & temperature monitor (b) Energy monitoring

Figure 7.8: Experiment setup in residential homes
7.6 Experimental Evaluations

In this section, we evaluate the performance of our design. We collect empirical data of

i) total power consumption and water heater power consumption from 100 homes; ii) hot

water usage from three homes; and iii) voltage and frequency data from three homes. Note

that we only have control access of three homes (in Binghamton, New York), in which

we collected hot water usage, power consumption of water heaters, voltage and frequency

data and all the experiments are conducted in these three homes. For the rest 97 homes

(in Austin, Texas), we collected the power consumption data for simulations. Because we

do not have the hot water usage, voltage and frequency data from these 97 homes, we use

water heater power consumption to generate the hot water usage data and apply correlations

among power, voltage and frequency obtained from the experiments to generate voltage and

frequency data for simulations. The hot water usage and power consumption are measured

by water flow sensors and eGauge sensors every second. The experiment setup of one home

is shown in Figures 7.8(a) and 7.8(b). The power consumption in one year and water flow

data in two months are shown in 7.9 and Figure 7.10, respectively.
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Figure 7.9: Power consumption in one year
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Figure 7.10: Water flow in two month
7.6.1 Basic Evaluation Results

In this section, we evaluate the effectiveness of our system, which includes three metrics:

i) data reconstruction accuracy; ii) total operation cost in the microgrid; and iii) the impact

on homeowners’ hot water usage. All results are simulated with the seven days’ empirical

data of hot water usage and power consumption. Because our design goal is to minimize

the operation cost of generator, we refer our design as MOC in the latter description. The

baseline we compared with is original power consumption in individual homes without

workload scheduling. In simulations of MOC, we also use baseline in the first day since

the correlation model needs to be trained based on historical data. Thus we mainly compare

the performance of MOC and baseline for the rest of six days.
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Figure 7.12: Power consumption and generation for one day
Reconstruction Accuracy

We run the detection algorithm with one month data and predict the missing data for the

next month. The results are shown in Figure 7.11. The prediction matches well with the

ground truth. The maximum error of prediction we observe is 0.498kW and the average

error of prediction is 0.0289kW .

We run spatial reconstruction algorithm to recover one home’s energy data from

other 99 homes. The results are shown in Figure 7.13. The prediction overall is very

close to ground truth. The maximum error of prediction and average error of prediction are

3.836kW and 0.131kW , respectively.
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Generation and Consumption

To clearly illustrate the difference between baseline and our design, we only show the

power consumption of baseline and our design for one day in Figure 7.12. For power

consumption without water heater, the peak demand is mainly from 8am to 12am and from

6pm to 8pm. In the mean time, hot water usage is also during the similar time. For baseline,

when it detects hot water usage, it turns on water heater immediately. Furthermore, because

different homes are highly possible to use hot water in similar time of evening, the peak

demand rises from 50.31kW to 75.45kW (at around 7pm and 11pm). The power of the

water heater in our simulation is 5.29kW , thus at least 5 homes turn on water heaters at the

same time. For the generation, because it does not predict the future power consumption to

smooth the generation, the hourly generation changes very quickly, which introduces more

operation cost. For MOC, because it predicts short-term and long-term power consumption

in future, the hourly generation is stable.
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Figure 7.14: Total operation cost for generators
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The total operation cost for generators for a typical day are shown in Figure 7.14. In

the beginning, because the power consumption is low, the cost for different approaches is

similar. However, from 8am, power demand increases quickly because most of the people

wake up. Thus, the operation cost increases quickly in baseline and the operation cost for

MOC and offline optimal still increases linearly. For six days’ simulations, the average

daily operation cost in baseline is $292.5 while daily operation cost for MOC is $224.6,

which is 23% lower.

Water Heater Scheduling

To better understand how homes schedule water heater event, we show detailed water heater

energy consumption events of 15 homes in Figure 7.15. To show the detailed difference
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Figure 7.16: Power consumption and generation for different battery capacities
between baseline and MOC, we show the water heater events for 3 days. The upper figure

is the water heater events of the baseline in one home. For the baseline, most of the water

heater energy consumption events last for longer periods. This is because the water heaters

are turned on right after hot water usage. After people take a shower or bath for ten minutes,

the water heater will be turned on for around 1 hour to reach the high temperature threshold.

The middle figure shows the water heater events of MOC in one home. Compared to

baseline, the water heater events are more sparsely distributed to reduce the overlap of

events from different homes. The bottom figure shows the total events of MOC in all 15

homes.

Hot Water Temperature

Though MOC allows homes to turn on water heater earlier or later, MOC can also fulfill

users’ hot water usage efficiently. In Figure 7.17, we show the distribution of difference

between the targeted temperature and the hot water temperature when there exists hot water

usage events. The targeted temperature of hot water in our experiment is set as 50◦C. For
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Figure 7.17: Temperature distribution of hot water events
the baseline, it turns on water heater immediately after hot water usage, then the temper-

ature of hot water is always a little lower than the targeted hot water usage (mainly 1◦C

lower than the targeted temperature in Figure 7.17). For MOC, when a home predicts fu-

ture hot water usage, it can turn on water heater earlier to better fulfill the hot water usage,

thus the hot water temperature can be higher than the targeted temperature for some time.

In Figure 7.17, the hot water temperature in the water tank is at most 2◦C lower than the

targeted temperature. Thus the impact of our design on people’s hot water usage is very

low.

7.6.2 Advanced Evaluations

Because our system is designed for severe environments, such as islands, it is crucial to

investigate the system’s sensitivity under diverse settings.

Impact of Battery Capacity

Because battery is expensive and has limited life-time, it is important to investigate the

system benefit with different capacities of batteries. We show the power consumption and

generation with three different battery capacities in Figure 7.18. The top figure shows
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Figure 7.18: Operation, battery and total cost for different battery capacities
the scenario with no battery in the system. Because there is no battery, the generators

needs to generate the maximum power in its working period to avoid power outage, which

introduces high energy waste. The middle figure shows the results with 30kWh battery

capacity. With the battery, the difference between generation and consumption can be

offset, thus the overall generation is reduced. For the bottom figure, with very high battery

capacity, the generator can only generate the average power consumption in the next hour,

thus the overall generation is minimized. The operation, battery and total cost for different

battery capacities are shown in Figure 7.18. With higher battery capacity, the operation

cost decreases especially from no battery to 10kWh battery. However, the decrease slows

down with higher battery capacity. For the total cost, we find that microgrid with 20kWh

battery performs best since it balances cost between generation and batteries.

Impact of Data Missing Rate

With different environments, the data missing rate can be quite different. Thus, it is impor-

tant to study the reconstruction accuracy of our data management design under different

scenarios. In these sets of simulations, we simulated the accurate data to generate missing

data with different missing rate from 4% to 20%. The results of reconstruction accuracy

are shown in Figure 7.19. With the increase of data missing rate, reconstruction accuracy
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Figure 7.20: Water heater events with different ri
decreases slowly. Even with 20% data missing rate, the average of reconstruction accuracy

is above 80%. Thus, our design is robust in situations with high data missing rate.

Impact of Instruction Missing Rate

In the mean time, the instruction missing rate can also be quite different under different

environments. Thus, we study the performance of centralized control (instruction missing

rate ri is 0%) and distributed design (instruction missing rate ri is 100%). We simulated the

different instruction missing rate for two extreme cases (shown in Figure 7.19). The water

heater is turned on and off more frequently when ri is 100%. That is because each home
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lacks the knowledge of behaviors of other homes, thus they may collide to turn on/off water

heater and then immediately turn off/on water heater. The frequent on/off operations will

decrease the lifetime of water heater. However, total cost for different instruction missing

rate is similar, which is not included due to the limited space.

7.7 Related Work

Our work is related to the following areas of previous work:

Energy Management. Different techniques are proposed for energy management in either

demand side or generation [71, 115]. In [127], a decentralized optimal load control mecha-

nism is proposed to provide contingency reserve in the presence of sudden demand-supply

mismatch. In [116], a model predictive control algorithm is proposed to co-schedule HVAC

control, EV scheduling and battery usage to reduce the building energy consumption. In

[28], stochastic and robust optimization are applied for real-time price based demand re-

sponse management. In [58], an optimal solution is provided to trade off between quantity

and quality of variable renewable energy source in smart grid. Different from existing

work, our design presents a holistic approach of real-time scheduling for both demand in

individual homes and generation of the local generators in microgrids.

Missing Data Management. There have been various works in the research community

to investigate how to manage missing data in cyber-physical systems [59]. Traditionally

the approach to obtaining missing values for linear time series has involved the use of

curve fitting [26]. Autoregressive integrated moving average (ARIMA) model is fitted to

time series data to predict future points in the time series data [124]. Maximum likelihood
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based approach is applied to estimate the missing data [69]. Different from existing work,

we investigate the correlation between different energy data in microgrids and utilize the

correlation models to cope with unreliable sensors and wireless communication.

7.8 Summary

The biggest challenge of maintaining a self-sustainable microgrid is to balance the power

demand and generation in real-time with dynamically changing power demand. Further-

more, the unreliable data collection and communication between homes and the control

center in a microgrid makes the real-time control even harder. To address these issues, we

propose a novel data management technique to process the collected data, reconstruct the

missing data caused by sensing error or unreliable communication, and predict the future

demand for real-time control with missing data in extreme situations. The control center

then decides the scheduling of the workload of appliances in each home and the operations

of the local generator based on the collected and predicted data. Through extensive exper-

iments and simulations, we show that our design can recover the missing data with 99%

accuracy and our distributed control can balance power demand and generation and reduce

operation cost by 23%.



CHAPTER 8

PRIVACY MANAGEMENT

Though microgrids can improve renewable energy utilization efficiency and reduce the op-

erational cost, there can be privacy leakage issue in a hybrid AC-DC microgrid because

power consumption information of each home can be exposed through the power lines or

compromised neighbors in the microgrid. Power consumption data then can be used to

reveal precise information about appliances’ activities with non-intrusive load monitoring

algorithms. In this chapter, instead of using batteries, we propose to leverage the unique

features of hybrid AC-DC microgrids to hide power consumption information. Specif-

ically, we design Shepherd, a privacy protection framework to hide power consumption

information from different types of power consumption detection techniques.

8.1 Introduction

With the increasing demand of energy consumption and the desire to reduce carbon dioxide

emissions, renewable energy has become an important alternative choice. The government

is encouraging the utilization of renewable energy and expects the renewable energy can

reach up to 33% of total energy supply by 2020 [23] [37]. However, renewable energy that

161
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can be harvested in residential homes is typically DC power (e.g., solar energy), while the

power grid nowadays is only providing AC power. In fact, many appliances in residen-

tial homes are operated using DC power, such as TVs, computers, DC water heaters and

lighting. According to the government survey, these DC appliances consume around 20%

to 30% energy in residential homes [92]. Furthermore, with the popularity of the electri-

cal vehicles, the DC appliances will consume much more energy in residential homes. To

utilize the renewable energy in existing AC power grid, DC power from renewable energy

must be converted to AC and then converted back to DC again to power DC appliances.

The conversion loss of DC-AC-DC can be as high as 50% [43]. Therefore, instead of

using the existing AC grid, researchers are studying the possibility of the hybrid AC-DC

microgrids, in which homes obtain AC power from existing AC power grid to power AC

appliances (e.g., air conditioners, compressors, etc.) and utilize DC power from renewable

energy (e.g., solar energy) and batteries to power DC appliances (e.g., TVs, computers,

DC water heaters, etc.). The advantages of the hybrid AC-DC microgrids are: i) higher

energy efficiency for DC appliances because DC appliances can directly use DC power,

which reduces energy conversion from renewable energy of DC power to AC and conver-

sion from AC power to DC to power DC appliances; ii) lower conversion loss for batteries

because they can be charged and discharged in DC power; and iii) lower cost of utiliz-

ing renewable energy because with higher energy efficiency for DC appliances and lower

conversion loss for batteries, the amount of renewable energy needed is smaller and the

investment cost of renewable energy (e.g., solar panels) can be lower. Recently, system

architecture of co-existence of AC and DC power lines has been proposed [129] and we

show that the homes in a microgrid can utilize DC power line to share renewable energy to
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minimize the energy cost in Chapter 6. It is highly possible that in the near future we will

witness a paradigm shift from a centralized AC power grid to a hybrid AC-DC microgrids

in residential communities. Therefore, it is essential to explore this frontier in advance.

Although hybrid AC-DC microgrids have many advantages, they impose a major

challenge on privacy leakage. This is because homes are connected to both AC and DC

power lines, which provides vulnerability for malicious users to reveal power consumption

information of neighboring homes in power lines. For example, illegal eavesdropping on

the wireless communication of smart meters is investigated in [93]. In this chapter, the au-

thors discover two novel possible vulnerabilities for malicious users to obtain the accurate

power consumption of individual homes under the infrastructures of the hybrid AC-DC

microgrids: i) high accuracy power consumption leakage via voltage based on the power-

voltage relationship; and ii) monitoring energy sharing from compromised homes in DC

power line to obtain power consumption information of neighbors. Therefore, malicious

users or third-parties can easily utilize these vulnerabilities to obtain the high granularity

power consumption data of homes in the hybrid microgrids.

With the high granularity power consumption data, Non-Intrusive Load Monitor-

ing (NILM) can be applied to analyze the data for revealing appliances’ activities [47].

The widely used technique is the edge detection [68], which looks for the sharp edges that

reveal the significant changes in the steady power consumed by the household. More seri-

ously, we demonstrated a new signature detection technique which can reveal appliances’

usage more accurately than existing approaches. Appliances usage information can then

be used to reveal private information of occupants. For example, usage time of certain

appliances (e.g., water heater) can reveal the number of people living in the home. Further-
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more, changes of appliances usage patterns can also reveal private information (e.g., health

conditions). For example, if a person usually turns off all the lights when he/she sleeps,

and suddenly he/she turns on and off the lights frequently in the night while other appli-

ances’ usage patterns stay the same; this indicates that he/she may be sick or has a sleeping

problem. Thus, it is critical to protect power consumption information and prevent privacy

leakage for occupants in individual homes.

To achieve this, researchers proposed battery-based load hiding (BLH) algorithms

in [95] [120], which utilize batteries to partially supply the net demand load from the home

to alter the external load as seen by the smart meter. The battery is charged and discharged

at a specific time to hide the power consumption. However, battery-based algorithms have

three limitations: i) they have to cope with limited battery capacity and discharge rates

or need batteries with large capacities; ii) they need to charge and discharge batteries fre-

quently, which will significantly decrease the battery’s lifetime; and iii) they lack a generic

model for privacy preserving under different types of attacks. To overcome these limita-

tions of BLH, we leverage the unique features of hybrid AC-DC microgrids and propose

Shepherd, a privacy protection framework to effectively protect occupants’ privacy. In

Shepherd, we provide a generic model for energy consumption hiding from different types

of detection techniques. We also propose a novel approach of coordinating AC and DC

power lines to hide energy consumption in individual homes. Specifically, each home ob-

tains partial energy from neighboring homes to power its DC appliances and hide its own

power consumption information while protecting the actual power consumption informa-

tion from its neighbors. Because power consumption collected by the smart meter of each

home is different from the actual amount of energy consumed by its own appliances, the
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power consumption information of each home can be protected. To ensure that every home

is correctly billed based on the amount of energy consumed by its own appliances instead

of shared or obtained energy, we propose the energy sharing control protocol for control

and billing. The main contributions of the chapter are as follows:

• We study the privacy leakage problem in hybrid AC-DC microgrids and discover two

novel vulnerabilities for malicious users to obtain power consumption information of indi-

vidual homes without occupants’ authentication.

• We leverage the unique features of hybrid AC-DC microgrids and propose Shepherd, a

privacy protection framework to allow homes in a microgrid to coordinate with each other

to hide power consumption information. Because different homes need to coordinate with

each other, we also analyze how compromised neighbors in a microgrid can be used to

provide energy consumption information to malicious third-parties. The corresponding

defense models are proposed and we present an optimal offline solution and an efficient

heuristic online algorithm so that the transmission loss is minimized.

• We conduct real-world experiments by deploying energy meters in multiple homes to

collect the consumption signatures of individual appliances. We also run large-scale sim-

ulation with the empirical power consumption traces from 40 homes. Results show that

Shepherd can i) significantly reduce the detection ratio from 33% to 13% compared to BLH,

and ii) effectively hide consumption information even with 25% compromised neighbors.
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8.2 Overview of Shepherd

In this chapter, we leverage the unique feature of hybrid AC-DC microgrids to enable

homes to help their neighbors hide the power consumption information from the malicious

third parties on the traditional power grid. To hide power consumption information for

homes in a microgrid, we propose Shepherd, a privacy protection framework in hybrid

AC-DC microgrids. The overview of our design is shown in Figure 8.1(a), which contains

two components: a home controller at each home and a central controller.

The detailed design of the home controller is shown in Figure 8.1(b). It collects

real-time power demand from smart meter measurements. Then we analyze the single

home adversarial model based on different detection techniques of power consumption

(§ 8.3.1). To defend from the adversarial model, we propose a generic single home defense

model to calculate the amount of power required to defend from the single home adversarial

model (detailed discussion in § 8.3.2). The defense requirements would be sent to central

controller.
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The central controller collects defense requirement from homes in the community in

order to generate energy sharing solution for homes to defend from single home adversarial

model. We also analyze the adversarial model with compromised neighbors in hybrid AC-

DC microgrids (detailed discussion in § 8.4.1) and propose corresponding defense model

to protect privacy of occupants (detailed discussion in § 8.4.2). The defense model is

then illustrated as a convex optimization problem. To solve the optimization problem,

we propose an optimal solution for energy sharing so that the transmission loss can be

minimized (detailed discussion in § 8.4.4). To further reduce the computation complexity,

we also propose an efficient heuristic online algorithm (detailed discussion in § 8.4.5). The

generated energy sharing solution will return to each home controller through transmission

protocol (detailed discussion in § 8.4.6).

8.3 Security Model in A Single Home

In this section, we analyze the generic security models for power consumption information

hiding in residential homes. We provide the adversarial model in a single residential home

and propose the corresponding defense model. All the notations used in this chapter are

summarized in Table 8.1.

8.3.1 Single Home Adversarial Model

The single home adversarial model is to detect appliances’ activities based on the real-time

power consumption of a single home. The detection techniques are widely studied [96] and

the key idea is to match detected power consumption with labelled power consumption of
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Notations Definitions
di(t) Power demand of home i at t
ei(t) Real power consumption home i at t
ci Power capacity of home i
ζi(t) Min power increase to avoid both detections
δi(t) Min power decrease to avoid both detections
pi(t) Power difference between di(t) and ei(t)
ηi(t) Energy transmission efficiency of home i at t
mj(t) Modelled power of appliance j at t
gij Power of appliance j for edge detection at home i
ρij(t) Similarity between appliance signature j and ei(t)

Table 8.1: Notations for Privacy Management
appliances. We present case studies for two representative detection techniques.

Edge Detection

Edge detection technique looks for significant changes in the energy being consumed by the

household [120]. Such changes are characterized by sharp edges in the energy consumed

by the appliances. These edges are then clustered and matched against known appliance

profiles. Let power consumption of appliance k at home i for edge detection be gik, We

define the appliance j detected by edge detection with power consumption ei(t) at home i

as follows:

|gij − ei(t)| = min
k
|gik − ei(t)| (8.1)

For instance, if someone turns on/off a 20W lamp, then the net power consumption in-

creases/decreases by 20W . The algorithm detects the pair of edges with equal magnitude

and opposite direction, and matches them against the electric profile for a 20W lamp.
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Signature Detection

While edge detection methods are simple, they are often inaccurate, because they fail to

capture the complex power usage patterns of different loads. Recently, researchers re-

vealed the empirical power consumption signature of different electrical loads [17]. Elec-

trical loads are categorized into five consumption signature models. With the energy con-

sumption signatures of different appliances, we design a more efficient method than edge

detection to reveal appliances’ usage patterns with a home’s energy consumption data. The

key idea is to detect appliances’ usage by the similarity between real power consumption

and appliances’ consumption models. If consumption model of an appliance ai is most

similar to real power consumption, then it is highly possible that appliance ai is working

but not other appliances. In this chapter, we propose a Euclidean distance-based function

to quantify the similarity between two vectors. Let e(t) be the real energy consumption and

mi(t) be energy consumption data generated by models at time t, where length(ai) is the

signature length of appliance ai. The similarity between two vectors can be calculated as:

ρi =
1

1 + l(e,mi)
(8.2)

where

l(e,mi) =
1

length(ai)

length(ai)∑
t=1

(e(t)−mi(t))
2 (8.3)

Equation (8.3) is used to calculate the distance between two vectors. Because dif-

ferent appliances’ models have different lengths of signature sequences, we use 1/T to

normalize the distance of two vectors. For example, the signature sequences of a lamp are
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short due to the on-off model; while the signature sequences of TV is long due to dynamic

power consumption during usage. Equation (8.2) is used to transfer distance to similarity

within range of [0, 1].

Based on the similarity between consumption models of different appliances and

real consumption data, we detect the appliances’ usage patterns. Suppose that appliance i

has the highest similarity with real power consumption from time t, we then consider that

appliance i is working. Because several appliances can be working at the same time, we can

remove the detected appliance’s model from real data and then repeat the detection process

again. When the similarity between rest of appliances and real consumption is low, we

end the detection process for time t and continue the detection process from the time when

detected appliances stop working. An example of detection results are shown in Figure 8.2.

In our experiment results, our proposed consumption signature detection method can detect

appliances’ activities 30% more accurate than edge detection method and can still detect

70% appliances’ activities when the power consumption is processed with BLH.

Note that there are many other detection techniques too [4]. However, the detec-

tion techniques are mostly based on matching between detected power consumption and

labelled power consumption, which provides us opportunities to alter power consumption

to hide from these detection techniques.

8.3.2 Single Home Defense Model

To defend from the single home adversarial model, each home can increase or decrease

its power consumption by sharing energy with neighbors in a microgrid. We define the
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Figure 8.2: An example of detection results
minimum change of power consumption ζ (increase) or δ (decrease) as follows:

ζi(t) = min{p ∈ R>0|Ai(ei(t)) 6= Ai(ei(t) + p)} (8.4)

δi(t) = min{p ∈ R>0|Ai(ei(t)) 6= Ai(ei(t)− p)} (8.5)

Ai(ei(t)) is the detected appliance based on power consumption ei(t) at home i with a

given adversarial model. Equations (8.4-8.5) show that ζ and δ are the minimum change of

power consumption to avoid detection from a given adversarial model. Here we present two

case studies for the calculation of the minimum change of power consumption. Note that

our defense model is generic. The minimum changes of power consumption for specific

detection methods can be calculated based on Equations (8.4-8.5).

• For edge detection, we assume the appliance’s modeled data mi(j−1)(t) ((mi(j−1)(t) <

di(t)) with minimum di(t)−mi(j−1)(t) and appliance’s modeled datami(j+1)(t) (mi(j+1)(t) >

di(t)) with minimum mi(j+1)(t) − di(t). Based on Definition (1), we have the mini-

mum change of power consumption ζi(t) = [mi(j+1)(t) − di(t)]/2 and δi(t) = [di(t) −

mi(j−1)(t)]/2.

• For signature detection, we not only need to change power consumption based on current

power consumption, but also power consumption in history because signature detection can
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detect appliances usage by their unique consumption patterns. The consumption signature

is based on similarity of real consumption and model, thus we can hide power consumption

based on minimizing the probability of detection. The key idea is to let the probability of

detection decrease with new power consumption. Let ei(t) be the real power consumption,

di(t) be the power demand of the appliance, and ρi(t) be the similarity of consumption and

demand data, where t = 1, 2, ..., T . Then at time T , we need to make sure with ei(T ) that

ρi(T ) ≤ ρi(T − 1). To find minimum change of power change ζsi (T ) or δsi (T ), we first

solve the equation ρi(T ) = ρi(T − 1). With definition of similarity in Equation (8.2) and

(8.3), we can rewrite the equation as:

1

T

T∑
t=1

[ei(t)− di(t)]2 =
1

T − 1

T−1∑
t=1

[ei(t)− di(t)]2 (8.6)

Theorem 8.1. There exist two solutions e1i (T ) and e2i (T ) of Equation (8.6), and e1i (T ) <

di(T ) < e2i (T ).

The detailed proof is in the Appendix. After solving Equation (8.6), we can calcu-

late minimum power change. Let ei(T ) < e1i (T ), because e1i (T ) < di(t), with Equation

(8.2) and (8.3), we have ρi(T ) ≤ ρi(T − 1). Thus ζsi (T ) =
√
l(ei,di)(T − 1). Similarly, we

can also have δsi (T ) =
√
l(ei,di)(T − 1).

For the homes that need to defend against different detection techniques, we select

the minimum change of power consumption as the maximum of minimum change of power

consumption for all detection techniques. Note that our defense model is generic to any

detection techniques. To defense a new detection technique, we only need to analyze the

technique to obtain ζi(t) and δi(t), then our defense model can be applied to defend from

the detection technique.
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8.4 Security Model with Compromised Neighbors

With the minimum power change calculated, we can ensure that the power consumption

pattern cannot be detected by power consumption data collected by smart meter in a sin-

gle home. However, in a hybrid AC-DC microgrid, homes can share extra energy from

renewable energy through DC line. Thus, it is possible that some compromised homes can

use their power consumption change to detect their neighbors’ power consumption. In this

section, we analyze the adversarial model with compromised neighbors and propose the

defense model. Then we illustrate the defense model as a convex optimization problem

and provide optimal and heuristic solutions.

8.4.1 Adversarial Model with Compromised Neighbors

With the compromised neighbors in hybrid AC-DC microgrids, it is possible that some

homes can use their power consumption change to detect their neighbors’ power consump-

tion. For example, home i turns on the lamp for 20W . To hide from edge detection, it

finds the appliance with closest power consumption is laptop with 100W . Then based on

single home defense model, we have ζi = 40W . In a microgrid, home i can share energy

to home j and k for 20W to defense single home adversarial model. However, if home j is

compromised by third-parties and provides them the information that home i shares 20W

energy to home j. Then based on single home adversarial model, malicious third-parties

can know the power consumption increase of home i is 40W instead of 60W . Although it

is not totally accurate as 20W , malicious third-parties can detect lamp is turned on at home

i but not laptop based on edge detection. We define the condition that compromised homes
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can reveal real appliances’ activities of other homes.

Definition 8.4.1. Let home set that home i shares energy to be Di and compromised home

set be Ci , the condition for adversarial model with compromised neighbors to work at time

t is ∑
j∈Di&j /∈Ci

pj(t) ≥ ζi(t) (8.7)

Clearly, if enough homes are compromised by malicious third-parties, the third-

parties can get enough information of energy sharing among homes. Then with the energy

sharing information, the appliances’ activities can be with the power consumption of home

i.

8.4.2 Defense Model with Compromised Neighbors

To defend from adversarial model with compromised neighbors, we propose that each

home’s power change should not be balanced by only one home, but several homes to

hide power consumption from neighbors. Because homes do not know that which homes

are compromised, we propose the defense model to avoid detection from given number

of compromised neighbors. For practical solutions, we also propose an online solution in

§8.4.5 to work under the scenario that the number of compromised neighbors is unknown.

To avoid detection from k compromised neighbors for home i, we need to ensure that any

k neighbors are compromised, the appliances’ activities are still protected. We propose two

approaches for defense model with compromised neighbors: i) sharing energy with more

homes to reduce detection probability. Because it reduces the amount of energy shared to

one single home, it also reduces the probability of detection from multiple homes adversar-
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ial model. ii) sharing the same amount of energy to other homes. If homes i shares more

energy to home j and less energy to home k, when home j is compromised, home i may

not be protected. If home i shares same energy to home j and k, any single home of j or k

would not affect the protection of home i.

8.4.3 Problem Formulation of Defense Models

Because we need to hide power consumption from detection techniques, the amount of

power consumption to be hidden is determined by detection techniques. We already gave

the formulation to calculate the minimum power change to avoid those detection tech-

niques. A simple approach is to generate random power consumption for each home to

avoid those detection techniques. Then the power consumption to be hidden can be calcu-

lated by real power consumption and generated random power consumption. The problem

is to generate random power consumption for each home, which would require homes to

either i) use large batteries to randomize power consumption; or ii) exchange a lot of en-

ergy among homes. Solution i) is limited because large batteries cost lots of money and the

capacity of batteries decreases with frequent charging and discharging operations. Solu-

tion ii) may be limited because each home has its own maximum power consumption from

the power grid and energy transmission introduces some transmission loss. Thus we try to

minimize the energy to be transferred to hide the power consumption information of each

home.

We categorized homes in a hybrid AC-DC microgrid and define two terms as fol-

lows:
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• Supplier set S: A set of homes in a microgrid that need to hide power consumption

information by decreasing their power consumption.

• Demander set D: A set of homes in a microgrid that need to hide power consumption

information by increasing their power consumption.

Based on the above definitions and defense models, we theoretically formulate the

problem and illustrate it as a convex optimization problem. The design goal is to mini-

mize energy transmission in alternative local power lines while hiding power consumption

information of homes from both the utility company and their neighbors:

min
N∑
i=1

|pi(t)| (3.1)

s.t.
N∑
i=1

pi(t) · ηi(t) = 0 (a)

pi(t) ≥ γ · ζi(t), i ∈ S (b)

pi(t) ≤ γ · δi(t), i ∈ D (c)

pi(t) + pj(t) ≥ γ · ζi(t), i ∈ S; j 6= i (d)

pi(t) + pj(t) ≤ γ · δi(t), i ∈ D; j 6= i (e)

di(t) + pi(t) ≤ ci, i = 1, ..., N (f)

ηi(t) is the energy efficiency of home i at time t. If home i supplies energy to

other homes, then ηi(t) = 1; if home i demands energy from other homes, then ηi(t) is the

transmission efficiency between home i and its suppliers. Constraints (b) and (c) indicate

that the power change of each home is larger than the minimum power change to defend

against detection models. Constraints (d) and (e) indicate that even with one neighbor’s real

power consumption data, the power consumption data of other homes still can be protected.
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γ is used to control power consumption to hide. To hide appliances’ usage patterns, γ

should be larger than 1. Constraint (f ) indicates that the real power consumption of each

home should not exceed its own maximum power consumption. Because all the constraints

are linear functions, which are always convex; and the objective function is also convex,

our problem is a convex optimization problem.

8.4.4 Optimal Solutions

With the formulation of defense models, in this section, we develop an optimal solution

with convergence and complexity analysis.

Barrier Method

To solve the convex optimization problem, we use the barrier method to provide an optimal

solution. The key idea of the barrier method is to make the inequality constraints implicit in

the optimization objective and convert the original problem into a sequence of linear equal-

ity constrained minimization problems. The solutions of these linear equality constrained

minimization problems are called central points in the central path related to the original

problem. The central point will be more accurately approximated to the optimal solution

as the parameter s increases. For the minimization problem (3.1), we first need to remove

all inequality constraints into a logarithmic barrier function φ(p):
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φ(p) = −
N∑
i=1

log(ci − pi(t)− di(t))

−
∑
i∈S

(log(pi(t)− γ · ζi(t)) +
∑
j 6=i

log(pi(t) + pj(t)− γ · ζj(t)))

−
∑
i∈D

(log(−pi(t) + γ · δi(t)) +
∑
j 6=i

log(−pi(t)− pj(t) + γ · δj(t)))

(8.8)

Then we write f(p) =
N∑
i=1

|pi(t)| and rewrite the minimization problem with a

certain parameter s as:

min ψ(p) = −s · f(p) + φ(p) (4.1)

s.t. Ap = 0 (a)

where

Ai,j =


1 i = j

0 otherwise

(8.9)

The optimal solution to problem (4.1) is an approximation of the original problem.

As s increases, the approximation is much closer to the optimal solution. At the centering

step of the barrier method, Newton’s method is employed to compute the central point.

The details of algorithm are described in Algorithm 14. First, we need to find

a feasible starting point that satisfies the constraint of Equation (Line 1). Then we select

proper α and β to apply Newton’s method (Lines 2-3). With Newton’s method, we calculate

centering path until λ2/2 ≥ εn is fulfilled (Lines 4-11). Then we update p and p?(s) (Lines
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Algorithm 14: Barrier Method
Input: Home’s d, c and δ and ζ
Output: Home’s p.

1: Find strictly feasible point p, s ≥ 0, tolerance ε ≥ 0, µ ≥ 1;
2: Centering path: Compute p?(s);
3: Starting point p, subject to Ap = 0, tolerance εn ≥ 0,α ∈ (0, 1/2),β ∈ (0, 1);
4: Compute ∆p and λ = −5 ψs(p)∆p;
5: if λ2/2 ≥ εn then
6: Go to Line 4;
7: end if
8: Backtracking line search on ψs(p) and h = 1;
9: while ψs(p+ h∆p) ≥ ψs(p)− αhλ2 do

10: h = βh;
11: end while
12: Update p = p+ h∆p;
13: Update p?(s) = p;
14: if (N + 2)/t ≥ ε then
15: Increase s = µs;
16: Go to Line 2;
17: end if

12-13). Finally, we check if threshold ε is fulfilled, if not, increase t by µ; otherwise, the

algorithm ends (Lines 14-17).

Solution Analysis

With the barrier method, it is guaranteed that we can achieve any desired accuracy we need.

In this section, we analyze the number of iterations to converge to our desired accuracy and

computation complexity.

Convergence Result. Given the desired accuracy ε ≥ 0, the convergence speed

can be calculated by using Theorem 8.2.

Theorem 8.2. The centering steps to achieve a desired accuracy ε is:

I =
log(m/εs(0))

logµ
(8.10)
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where s(0) is the original s we choose and m is the number of inequality constraints

which in our case is N + 2|S| + 2|D|, Convergence analysis for the barrier method is

straightforward. Assuming that sf0 + φ can be minimized by Newton’s method for s =

{s(0), µs(0), µ2s(0), · · · }, the duality gap after the initial centering step, and k additional

centering steps, is m/(µkt(0)). Thus, the centering steps to achieve ε are log(m/εs(0))

logµ
. The

detailed proof can be found in [20].

Algorithm Complexity. The computational complexity of the barrier method is

mainly for the computation of Newton’s method that needs matrix inversion with the com-

plexity of O(N3). However, because we don’t know whether a home should be a supplier

or demander to minimize the total energy transmission, we need to try every combination

of the homes’ status, which can be 2N combinations, then the complexity of the offline

solution will be O(2N ·N3).

8.4.5 Online Solutions

To reduce the complexity of the offline solution, we propose an efficient heuristic algo-

rithm. Furthermore, the offline solution does not require the information of the number

of compromised neighbors. The key idea is that when a home shares power to another

home, the amount of power should be larger than its minimum power change, and less than

enough to detect other homes’ power consumption.

Theorem 8.3. If k homes are selected to share energy to home i, to avoid detection from l

compromised neighbors, l + 1 homes should at least share ζi(n)/(k − 1) to home i.

Proof. k homes are selected to share energy with home i. To avoid detection from l com-



181

Algorithm 15: Heuristic Algorithm
Input: Home’s δ and ζ
Output: Home’s p.

1: Fetch home i with largest value of δi or ζi;
2: Calculate minimum energy transmission needed ri and number of homes needed ni in

Algorithm 16;
3: if i ∈ D then
4: for Home j in F and S do
5: Fetch home j with largest value of ζj;
6: ζj = ζj − ri/ni; δi = δi − ri/ni;
7: Add (j, i) to energy sharing pair;
8: end for
9: else

10: for Home j in D do
11: Fetch home j with largest value of δj;
12: δj = δj − ri/ni; ζi = ζi − ri/ni;
13: Add (i, j) to energy sharing pair;
14: end for
15: end if

promised neighbors, any k − l neighbors should share more energy than ζi(n). Then for

first k− l neighbors, at least one home k1 shares more energy than ζi(n)/(k− l). Similarly,

k − l neighbors without home j should also share more energy than ζi(n) to avoid detec-

tion, therefore, there would be another l homes that share more energy than ζi(n)/(k − l).

Finally, at least homes k1 and other l homes share more energy than ζi(n)/(k − l) with

home i.

Based on Theorem 8.3, we can have a basic idea of the total energy transmission

with k homes shared to home i. This is because there are l homes which share more than

ζi(n)/(k − l) and any k − 1 neighbors share more than ζi(n). Thus, for k homes, the total

energy shared to home i should be larger than ζi(n) ·k/(k− l). Because k/(k− l) decreases

with the increase of k, it would be better to hide the real power consumption with more

homes to reduce energy transmission. Based on the result, we propose an online solution
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Figure 8.3: Overview of online algorithms (S and D is the set of homes that need to hide consump-
tion by increasing and decreasing their power consumption; F is the set of homes that do not need
to hide power consumption)
for calculating real-time energy sharing pairs. The overview of online solution is shown in

Figure 8.3. Because sharing energy with more homes can reduce energy transmission, we

find the maximum number of homes to share energy with minimum transmission. Let ri

be the minimum transmission of ni homes to protect home i, we have

ri =
ni

ni − 1
ζi +

∑
δj<

1
(ni−1)

ζi

(
1

(ni − 1)
ζi − δj) ∗ (ni − 1) (8.11)

Then we check if all the homes are protected, if yes, then our solution ends, otherwise, it

assigns energy sharing pairs and update ζi(t) and δi(t) and then continue the process again

until all the homes are protected.

Algorithm 15 is proposed to calculate the amount of real-time shared energy. First,

we fetch the home with the largest value of δi or ζi (Line 1). We then use Algorithm 16 to

calculate the minimum energy transmission needed and number of homes needed (Line 2).

If home i is a demander, then we find a match in supplier set S and free set F , and update

the power change they need (Lines 3-8). If home i is a supplier, then we find a match in

demander set D, and update power changes they need (Lines 9-15).

Because we need to minimize energy transmission, another problem is to find the

minimum energy transmission for each home. The detailed algorithm is described in Al-

gorithm 16. Because a single home cannot provide protection by itself, the first step is to
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Algorithm 16: Calculation of Minimum Energy Transmission
Input: A homes’ di, ci, δi and ζ of homes in F and S
Output: Minimum energy transmission ri and number of homes needed ni.

1: Fetch two homes in F and S with largest ζj and ζk;
2: ri = δi; ni = 2;
3: for Home j in F and S do
4: Fetch ni + 1 homes j with largest value of ζj;
5: Calculate r′i for ni + 1 homes based on Equation (8.11);
6: if r′i > θ · ri then
7: break;
8: else
9: ri = r′i, ni = ni + 1;

10: end if
11: end for

calculate the minimum energy transmission with two homes (Lines 1-2). Then we increase

the number of homes to hide the power consumption of home i (Lines 3-5). If the energy

transmission increases, we select two homes for energy transmission; otherwise, we con-

tinue to find the minimum energy transmission by increasing the number of homes (Lines

6-11). θ is used to control the number of homes to hide the power consumption of home i.

8.4.6 Energy Sharing Control

With the solutions described in above, we can calculate how much energy each home should

share to its neighbors to protect privacy. However, energy sharing in the microgrid in-

troduces billing issues among homes. Thus, we present how homes only pay the utility

company for their actual power consumption which does not include energy sharing.

To ensure homes share energy based on results generated by our solution, we de-

velop a transmission protocol to schedule energy transmission. The detailed communi-

cation protocol is shown in Protocol 17. The controller first collects energy data for ev-

ery interval w and runs Algorithm 15 and 16 to get the sharing results (Line 1). Then
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Protocol 17: Energy Transmission Protocol
For controller

1: Collect energy data from homes and execute Algorithm 15 and 16 for every interval
w;

2: Send TRANS START and energy consumption instruction to homes;
3: If receive TRANS END from home i, store energy consumption for home i;
4: If time w runs out, send TRANS END to homes.

For every home
1: Send energy data to controller;
2: If receive TRANS START, consumes energy according to instruction from controller.
3: If receive TRANS END, send back energy consumption details.

it sends TRANS START and power consumption results to the homes (Line 2). It mon-

itors TRANS END signal from homes to ensure power consumption for every home is

correctly stored in order to calculate bills for each home (Line 3). The last thing for the

central controller is to send TRANS END to all homes after interval w (Line 4). For ev-

ery home, it sends energy data to the controller at a new window (Line 1). It then waits

for TRANS START signal to start power consumption (Line 2) and sends back power

consumption details to the controller after a TRANS END signal. The controller needs

consumption details to calculate bills for each home. The TRANS START signal should

contain the home id and amount of energy while TRANS END signal should contain the

home id and amount of energy each home consumes.

We then show that the utility company can still charge homes for their actual

power consumption without energy sharing. The current price model of the utility com-

pany charges consumers based on power consumption at every window (for example every

hour). The controller can add the amount of energy home i shared to other homes and get

from other homes the aggregated amount of energy each home consumes in the previous

window. The utility company can charge homes with the readings from smart meters for
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Figure 8.4: Experiment setup and data collection
every window. Because the controller has the differences between real power consump-

tion without sharing and readings from smart meters, it can charge homes with their real

power consumption instead of reading from smart meters. Note in our chapter, we consider

that the data in controller is not publicly available and the controller also deletes power

consumption every window after billing calculation.

8.5 Implementation and Evaluation

In this section, we evaluate the performance of Shepherd. We collect the empirical data

of power consumption from 40 homes and load events at one home. Then we evaluate the

detection ratio and energy transmission of our solutions compared to existing approaches.

Finally, we verify that our approach also works well using the microgrids with homes of

similar power consumption patterns.

8.5.1 Data Collection

We deploy eGauge power meters at individual homes to collect the total power consumption

data every one second. Experiment setup at one home is shown in Figure 8.4(a). In our

simulation, we use the power consumption traces that we collected from 40 homes. We also
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Figure 8.5: Original load and hidden load (blue lines in figure are original load)
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(b) Power transmission
Figure 8.6: Detection ratio, power transmission for 40 homes

collect the load events of one home to get the consumption signature of all the electrical

loads (e.g., TV, oven, etc.). With the collected consumption signature, other homes’ load

events are detected as ground truth.

8.5.2 Evaluation Baseline and Metrics

Baselines. To verify the efficiency of Shepherd, we compare Shepherd with two baselines.

i) Battery-based stepping algorithm (LS2) [120]. Yang et al. proposed four battery-based

algorithms to hide power consumption. In our chapter, we select LS2 because LS2 performs
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the best in most scenarios. ii) Random energy sharing. Each home aims to randomize its

power consumption by energy sharing.

Metrics. We use two metrics to evaluate the performance: i) detection ratio: the number

of events detected divided by the total number of events; ii) power transmission: average

power transmission over the additional AC line.

8.5.3 Basic Evaluation Results

In this section, we evaluate the effectiveness of our proposed offline and online solutions.

All results are simulated with six days empirical data of power consumption. The battery

we use to implement LS2 algorithm has 1kWh capacity and 2kW maximum charging rate.

The parameter γ and θ are both selected as 1 in this set of simulations.

Power Consumption. We show the power consumption of four algorithms with compar-

ison of the original loads in Figure 8.5. To make the difference between four algorithms’

consumption visible, we show only 300 seconds of consumption data in one home. The

LS2 tries to maintain power consumption at certain levels, thus its consumption can be only

-2kW , 0kW , 2kW , 4kW and 6kW . However, we can still find that the shape of LS2 is

similar to the original load. For offline and online solutions, we can find their consumption

is totally different. Because their consumption is either sharing energy with other homes or

shared by other homes. Most of the time, power consumption for the online and offline so-

lutions are similar. For the random algorithm, each home tries to consume random amount

of energy at any time, thus it has no relationship with the original load.

Detection Ratio. With power consumption results of four algorithms, we then use both
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edge and signature detection methods to detect load events. The average detection ratio of

40 homes is shown in Figure 8.6(a). Because with LS2, the power consumption shape is

still similar to the original load, it can be detected by signature detection method. Because

LS2 is adjusting power consumption at each home, detection ratio is not relevant to the

number of homes. For offline and online solutions, the detection ratio gradually decreases

with the increase in the number of homes. This is because with more homes in a microgrid,

it is more likely you can find some homes to share energy. Power consumption with the

random algorithm is not relevant with original consumption, thus detection ratio is low.

Power Transmission. Because we propose energy sharing to hide power consumption for

homes, we also evaluate the amount of energy transmission for offline, online, and random

algorithms. Even though random algorithm can achieve lower detection ratio, we show in

Figure 8.6(b) that it costs nearly two times of energy transmission than online and offline

solutions, which increases the burden of DC line and produces more transmission loss. This

means that for one day, the random algorithm needs to transfer energy 20.47kWh more

than offline and 15.28kWhmore than online solutions. Assuming that energy transmission

loss through AC line is as low as 1%, it wastes 5-6kWh in a month.

8.5.4 Advanced Evaluation Results

In this section, we evaluate our design for homes with compromised neighbors in the com-

munity, similar power consumption patterns and different parameter settings to verify the

robustness of our design.
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Impact of Compromised Neighbors

Because homes share energy with each other to hide power consumption, homes can reveal

a portion of their power consumption information to their neighbors in a microgrid. Thus

we also evaluate if neighbors are compromised, whether homes in the microgrid can still

hide power consumption. Because homes randomly share energy in random algorithms,

neighbors do not reveal much information, we only evaluate online and offline solutions for

40 homes in the microgrid. The results are shown in Figure 8.7. With more compromised

homes, the detection ratio of two solutions increases. However, even with 10 compromised

homes (25% of total homes), the detection ratio of Shepherd is still lower than LS2.

Impact of similar consumption pattern

The consumption data we used in the above simulations comes from 40 different homes.

Thus, their consumption patterns can be different and provide us an opportunity to bal-

ance energy transmission over AC line by consuming energy at different times. However,

when homes have similar consumption patterns, homes may not be available for hiding

power consumption for other homes. In this section, we use data of 40 homes with similar

consumption pattern to verify that our design also works in this scenario.

We show the power consumption of online and offline algorithms in comparison



190

0 60 120 180 240 300
−2

0

2

4

6

Time (s)

P
o

w
e
r 

(k
W

)

 

 

0 60 120 180 240 300
−2

0

2

4

6

Time (s)

P
o

w
e
r 

(k
W

)

 

 

Offline Online

Figure 8.8: Original load and hidden load with similar consumption pattern (blue lines are original
load)

0

2

4

6

8

10

A
v

er
ag

e 
n

u
m

b
er

 o
f 

n
ei

g
h

b
o

rs

 

 

Offline

Online

Similar
patterns

Different
patterns

(a) Avg. number of neighbors

5 10 15 20 25 30 35 40
1

1.2

1.4

1.6

1.8

22

Number of homes

P
o

w
e
r 

tr
a
n

sm
is

si
o

n
 (

k
W

)

 

 

Offline

Online

Random

(b) Power transmission

Figure 8.9: Average number of neighbors and power transmission with similar consumption pattern

to the original loads in Figure 8.8. For LS2 and random algorithm, the results are the

similar because LS2 and random algorithm do not take advantage of neighbors’ power

consumption. However, for offline and online solutions, we can find their consumptions are

quite similar to the consumption that shifts the original load over some time. This is because

when homes have similar consumption patterns, our solutions shift power consumption for

some time to avoid detection.

The results are almost the same for detection ratio of online and offline solutions.

Thus, only average power transmission of 40 homes are shown in Figure 8.9(b). The av-

erage power transmission of online and offline solutions increases only with 0.1kW and

0.16kW and the gap between two solutions also increases. Overall, even in scenario
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Figure 8.10: Impact of different parameters

where homes have similar consumption patterns in a microgrid, our proposed approach

can achieve relatively low detection ratio and power transmissions. We also show the av-

erage number of neighbors for energy sharing for similar and different energy patterns in

Figure 8.9(a). For homes with similar energy patterns, each home needs to find more homes

to share energy because many homes have similar sharing needs. Thus, average number of

neighbors for energy sharing increases from around 5-6 (different energy patterns) to 8-9

(similar energy patterns).

Impact of different parameters

In basic evaluation results, the detection ratio with or without compromised neighbors is

still around 15%. In reality, some homes especially some business buildings may need to

protect their information better. In our design, we allow the user to tune the parameter γ

to achieve even lower detection ratio and the parameter θ to achieve lower detection ratio

with one compromised neighbor.

The detailed results for impact of γ and θ are shown in Figure 8.10(a) and 8.10(b).
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With a larger γ, homes try to hide more energy from real power consumption, thus the

detection ratio decreases. However, it does not help to decrease the detection ratio with

compromised neighbors. This is because that with larger γ, every home hides more energy

but still with the same neighbors. Then with compromised neighbors, the detection ratio is

still high. For average power transmission, it increases since more energy transmission is

needed to hide more energy.

With a larger θ, homes try to hide energy with more homes, thus even with com-

promised neighbors, the detection ratio decreases. However, it does not try to hide more

energy for any home, thus the detection ratio without compromised neighbors is stable. For

average power transmission, it increases with larger θ. This is because it needs more en-

ergy transmission when hiding energy with more homes. However, the increase of average

power transmission for a larger θ (1.32kW for θ = 1.5) is much less than with larger γ

(1.68kW for γ = 1.5). However, combined with larger γ and θ, our design can achieve low

detection ratio both with and without compromised neighbors.

8.6 Related Work

This work aims to protect the privacy of power consumption data in a microgrid. The

related work includes:

• Non-Intrusive Load Monitoring. The large-scale placement of smart meters has intro-

duced leakage of private and valuable information about occupants’ activities [29]. NILM

algorithms have been widely used in the research of residential settings to reveal the us-

age of individual appliances with consumption data [96]. In [68], NILM algorithms are



193

extended to evaluate the threat to individual privacy by considering the potential disclosure

from smart-meter data. A statistical technique is used to develop a simple approach to

discover people’s life patterns [4]. In this chapter, we develop a new detection technique

based on the consumption signature of appliances that achieves a higher detection ratio.

• Battery-Based Load Hiding. The basic idea of BLH is to use a rechargeable battery

to store and supply power to home appliances at strategic times to hide the appliances’

consumption from smart meters [120]. The BE algorithm [109] tries to avoid charging the

external load whenever possible, and when the actual demand is different from the external

load, the battery can be charged or discharged to counteract the difference. The NILL

algorithm [95] has three states and attempts to maintain a different constant load for each

state.

• Privacy in Sensing Systems. With the large deployment of different types of sensors, the

privacy issue of sensing systems becomes an important problem [10]. In [98], a theoretical

framework is proposed to allow users to quantify the utility-privacy tradeoff in smart meter

data. The protocols for processing smart meter readings while preserving user privacy is

designed in [31] .

Instead of using batteries, we propose a battery-free approach, which addresses the

limitations of the above approaches. By leveraging the alternative local power line built in

a microgrid, our online and offline solutions can enable homes to share energy with their

neighbors to hide the real power consumption from the malicious third parties.
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8.7 Conclusion

In this chapter, we study the privacy leakage problem in hybrid AC-DC microgrids and

discover two novel vulnerabilities for malicious users to obtain power consumption infor-

mation of individual homes without occupants’ authentication. To protect the occupants’

privacy, we leverage the unique feature of hybrid AC-DC microgrids and propose Shep-

herd, a privacy protection framework, to allow homes in a microgrid to coordinate with

each other to hide power consumption information. We analyze the adversarial models in a

single home and with compromised neighbors and propose corresponding defense models

to defend from these two models. With the empirical data from more than 40 homes, we

conduct extensive system evaluations. Results show that Shepherd can i) significantly re-

duce the detection ratio from 33% to 13%, and ii) effectively hide consumption information

even with 25% compromised neighbors.



CHAPTER 9

SUMMARY AND FUTURE WORK

9.1 Dissertation Summary

This dissertation has explored to address three challenges: data and energy and privacy

management in microgrids. We have proposed a set of techniques to address these chal-

lenges by a data-driven approaches without active user involvement and user inconve-

nience, while improving energy efficiency in microgrids.

Data Acquisition. To achieve the stability of the microgrid, power quality through

the power lines needs to be monitored for balancing demand and generation. However,

the unreliable data collection makes the control very hard and existing approaches (PMU)

are very expensive. To address these issues, we design an accurate real-time energy data

sensing hardware to sense the voltage, frequency and phase angle in each home. We pro-

pose a novel data management technique to reconstruct the missing data caused by sensing

error. Through extensive experiments and simulations, we show that our design realized an

accuracy of 1.7 mHz and 0.01 rad for frequency and phase angle monitoring, respectively.

Our data management can reconstruct the missing data with more than 99% accuracy. With

195
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the hardware PowerQM, we present a middleware E-Sketch to to collect high accurate data

while minimize the data storage and communication overhead. Results indicate i) our de-

sign can reduce data storage space significantly by 90% with more than 99% accuracy of

second- level power consumption on average for a single home, and ii) our design can

achieve even more than 99.8% accuracy on average for aggregated power consumption of

30 homes.

Data Analytics. To the best of our knowledge, this is the first work to utilize the

detailed power consumption in individual homes to help power consumption prediction in

smart grids. We show that the detailed power consumption patterns in each home can sig-

nificantly improve prediction accuracy of power consumption in smart grids. In this paper,

we propose M-Pred to learn energy consumption pattern of individual homes from their

energy consumption data and then utilize these patterns to predict the power consumption

in smart grids. We conducted extensive system evaluations with 726 homes minute-level

power consumption data for more than 1 year. The results show that our design can pro-

vide accurate real-time energy consumption with negligible errors (e.g., Mean Absolute

Percentage Error is 2.12%).

Data Driven Computation and Control. To achieve better energy management

in microgrids, we investigated two approaches: i) energy sharing among homes, and ii)

demand and generation scheduling. To ensure the efficiency of the energy sharing, we i)

created a novel energy sharing system, ii) developed a greedy matching algorithm, and iii)

designed a practical transmission scheduling method. We evaluated our system using em-

pirical traces of harvested solar energy and home energy consumption in Amherst, MA.

Through extensive simulations, we verified that our system can reduce AC energy costs
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of the whole microgrid by more than 20% under different TOU price models and can still

reduce AC energy costs even when homes have similar energy consumption patterns. We

also propose scheduling algorithm of the workload of appliances in each home and the

operations of the local generator based on the collected and predicted data. Through exten-

sive experiments and simulations, we show that our design can balance power demand and

generation and reduce operation cost by 23%.

Data Privacy Protection. Finally, we study the privacy leakage problem in hybrid

AC-DC microgrids and discover two novel vulnerabilities for malicious users to obtain

power consumption information of individual homes without occupants authentication. To

protect the occupants privacy, we leverage the unique feature of hybrid AC-DC microgrids

and propose Shepherd, a privacy protection framework, to allow homes in a microgrid

to coordinate with each other to hide power consumption information. We analyze the

adversarial mod- els in a single home and with compromised neighbors and propose corre-

sponding defense models to defend from these two models. With the empirical data from

more than 40 homes, we conduct extensive system evaluations. Results show that Shep-

herd can i) significantly reduce the detection ratio from 33% to 13%, and ii) effectively

hide consumption information even with 25% compromised neighbors.

9.2 Future Work

Here we present some of the future research directions that have emerged from the work in

this dissertation.

Energy Data Visualization. In order to incentivize the homeowners to participate
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our designed program to minimize both their utility bills and operation cost of utility com-

panies, we plan to conduct energy data visualization for homeowners. The main goal of the

data visualization is to provide homeowners direct information about i) how they consume

energy everyday; ii) which appliances in homes contribute most of the electricity bills; iii)

is there any abnormal behaviors of appliances in homes? iv) how much electrical bills can

be reduces with our demand scheduling design?

Generic Data Management for IoT Devices. With these millions of IoT devices

deployed in the environment and connected to Internet, the enormous volumes of sensor

data will be generated, and trigger an era of big data for IoT. Many IoT applications are

built using a data-driven approach. However, to deal with sensing data for different appli-

cations, it requires much domain specific knowledge. To ensure the sensing data quality

inconstancy overtime and specific application Quality of Service (QoS) requirements, we

shall investigate how to dynamically provide feedback to correlation mining by evaluating

the latest results and non-functional properties of the application. The feedback controller

interprets the relationship between the selected data and the application performance using

the selected data. For deterministic applications where ground truth exists, we investigate

the correlations between data errors and application performance to provide feedback. For

probabilistic applications, because there is no ground truth for us to evaluate the perfor-

mance of application, we investigate the correlations between data selection changes and

application performance changes to provide feedback. Other or multiple QoS requirements

could be supported with extensions.

Integration of Electrical Vehicles in Power Grids. Nowadays, with the rapid

development of electrical vehicles, there would be high impact on existing power grids.
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Meanwhile, transportation problem is not only limited to the route planning but also energy

scheduling and allocation. Therefore, in the next step, I plan to study the interconnections

between different cyber-physical systems in smart cities, such as energy, transportation.

First, I will try to investigate how existing power grids can cope with the large number of

electrical vehicles. Secondly, I will study how the properties of electrical vehicles would

affect route planning in transportation system.
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