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Abstract 

An IDA is an Intelligent Document Analysis System for Evaluating Corporate 

Governance Practices capable of retrieving required documentation of public 

companies from the Securities and Exchange Commission (SEC) and performing 

analysis and rating in terms of recommended corporate governance practices. 

A desired IDA system must be loose coupling, cost-effective, efficient, accurate, as 

well as operate in real-time.  Such a sophisticated system can help individual and 

institutional investors with evaluating individual companies’ corporate governance 

practices.  With the techniques of analogical learning, local knowledge bases, 

databases, and question-dependent semantic networks, the IDA system is able to 

automatically evaluate the strengths, deficiencies, and risks of a company’s corporate 

governance practices based on the documents stored in the SEC EDGAR database. 

(U.S. Securities and Exchange Commission 2013) A produced score reduces a 

complex corporate governance process and related policies into a single number 

which enables concerned government agencies, investors and legislators to easily 

review the governance characteristics of individual companies.  

The present manual process not only incurs huge overhead costs, it also has the risk 

associated with human error and bias in their ratings.  To reduce the cost, some 

companies outsource the job to other countries with a low labor cost.  But the 

problems of how to timely respond to a changing world and constantly updating 

information remains unanswered.  To address those challenges and corresponding 

issues, first, we developed a system with a user friendly interface and a collection of 
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knowledge bases, databases and semantic networks, a rating engine and web portal.  

Then, we ran iterative tests and experiments to identify the drawbacks. Subsequently, 

we developed effective techniques to address the uncertainty of finding the correct 

answers, with the purpose of improving the system’s performance and ensuring 

accuracy.  Lastly, we investigated and implemented machine learning techniques to 

efficiently improve the process of the IDA System by using different methods of 

evaluating similarity. 
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Chapter 1 

Introduction 

1.1 Motivation 

In recent years, corporate governance has become an important concern in investment 

decision-making.  The spate of corporate scandals has sent investor confidence 

plummeting to an all-time low, and governance of public corporations has moved in a 

more shareholder-centric direction.  Boards need to adjust and prioritize the focus of 

their corporate agenda, given the above concerns as well as their unique corporate 

circumstances.  Although the details will vary across corporations, the main focus 

should be on: 

 Corporate performance  

 CEO selection, shareholders’ compensation 

 Internal controls, risk oversight and compliance 

 Shareholder activism and engagement 

Corporations create wealth for shareholders, but their contributions to the economy 

extend well beyond the return of profit.  They can provide employment, support 

innovation, purchase goods and services, pay taxes, and support various social and 

charitable programs.  Given the important role that corporations play in our society, 

concerns about the use of corporate power and expectations for the board continue to 
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expand, especially those related to the oversight of risk management, compliance and 

social responsibility. 

In response, boards need to approach these issues with an objective stance and a 

fiduciary mindset. Boards should work with their management team to ensure that the 

corporate culture is one that, among other things, encourages employees to come 

forward with concerns. Boards should assess the quality of the corporation’s 

messaging and communicate with every opportunity that internal reporting is 

expected, valued and critical to the corporation’s success. 

Management integrity is also key to building trust with customers, suppliers, 

employees, regulators and investors. Integrity and trust can be difficult to assess, but 

should be of particular concern if corporations aim to achieve long-term interests of 

its shareholders, balance a host of competing special interests and pressures, and 

address the expectations of the broader society. 

Since 1934, the Securities and Exchange Commission (SEC) has required public 

companies to disclose meaningful financial and other information to the public.  In 

1984, the office of Investor Education started to implement the Electronic Data 

Gathering Analysis and Retrieval (EDGAR) system [1], which electronically 

receives, processes, and disseminates more than 500,000 financial statements every 

year.  The office also maintains a very active website that contains a wealth of 

information about the Commission and the securities industry, and also hosts the 

EDGAR database for free public access [2].  The problem is that nobody can go 

through thousands of documents every quarter to evaluate companies’ governance 

policies.  The manual process not only incurs huge overhead costs, it also has the 
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risk associated with human error and bias in their ratings.  To reduce the cost, some 

companies have outsourced this process to other countries with a low labor cost.  

But the problem of how to timely respond to a changing world and constantly 

updating information remains unanswered. 

1.2 Challenges and Issues 

Using natural language to communicate software requirements can be very 

problematic.  While natural language can be easily understood, and has been used 

widely to write user requirements, it has limitations when being used to communicate 

system requirements, which are often much more detailed and complex. Therefore, if 

we were to achieve clarity, it is nearly impossible to explain and convey the 

complicated details without making the document lengthy and reiterative; on the 

contrary, if we were to ensure a concise and efficient reading experience for system 

users, natural language specifications can be confusing and hard to understand: 

 Natural language understanding relies on the readers and writers using the 

same words for the same concept.   The ambiguity of natural language will 

lead to misunderstandings between individuals.  

 Natural language requirements specification is overly flexible.  The same 

concept can be related in variety of different methods.  It is up to the reader 

to find out when requirements are the same and when they are distinct. 

 There is no easy way to modularize natural language requirements.  It may 

be difficult to find all related requirements.  To discover the consequences of 



4 

 

 

 

a change, you may have to look at every requirement rather than at just a 

group of related requirements. 

Because of these problems, requirements specifications written in natural language 

are prone to misunderstandings.   

1.3 Existing Solution and Its Limitations  

The existing solution is a manual process.  The problem is that nobody can go 

through thousands of documents every quarter to evaluate companies’ governance 

policies.  The current manual process not only incurs huge overhead costs, but also 

has the risk associated with human error and bias in their ratings. To reduce the cost, 

some companies have outsourced this process to other countries with a low labor cost. 

But the problems of how to timely respond to a changing world and constantly 

updating information remain unanswered.  

1.4 Significance of Proposed Research 

In this dissertation, we propose to design and implement an intelligent documents 

analysis system(IDA) to enable efficiency and accuracy.  To do so, we make several 

contributions: 

 First, we extract paragraphs from free text file to answer pre-defined 

questions.  For each question, the IDA system extracts paragraphs from the 

SEC document, analyzes the paragraph, retrieves the answer, highlights the 

key words in the synonym list of the semantic net, and displays the score 

result in the web portal.   
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 Secondly, we propose to automatically analyze the SEC documents, which 

can be achieved by implementing the following techniques: 

o We design a question-dependent knowledge base in which rules are used 

to analyze the possible answer phrases that may exist in a company’s 

proxy filing.  A question-dependent database provides the question-

related data and information that are needed when retrieving relevant 

passages. A question-dependent semantic net is manually developed for 

each individual question in which question-related key words and their 

synonyms are used to retrieve answers from the company document 

database.   

o We test and compare several different possible ranking models such as: 

Vector Space Model (TF-IDF), BM25F Model, Factored Language Model 

(FLM), Divergence from Randomness (DFR) Models, and Information-

Based Models.  With experiments, Information-based Models were found 

to outperform average language models.  Based on the result, the 

Implement Information-Based Model was chosen to be the ranking model 

for the IDA System.   

o We utilize Fuzzy Logic that represents knowledge and reasons in an 

imprecise or fuzzy manner for reasoning under uncertainty.  Unlike 

classical logic, fuzzy logic incorporates an alternative way of thinking, 

which allows the modeling of complex systems using a higher level of 

abstraction originating from our knowledge and experience.   
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o Implement an analogical learning and retrieval process.  Analogical 

learning is concerned with the improved performance of a system over 

time without much human intervention.  It is a heuristic approach in 

which reasoning can be guided, solutions to unfamiliar problems can be 

constructed, and abstract knowledge can be generalized.  We suggest that 

people use old data in their memory when faced with a problem in which 

the person must recognize, extract, and compile, from the data, a limited 

set of features and use it to recall relevant experience.   

1.5 Organization of Dissertation Research 

This dissertation is structured as follows.  In Chapter 2, we discuss the problem 

domain and possible approaches.  In Chapter 3, we conduct a literature review of the 

Local Knowledge Base, Semantic Net, Fuzzy Logic, Machine Learning, and Ranking 

Models.  In Chapter 4, the system architecture is introduced and the workflow of the 

system is explained in detail.  In Chapter 5, we introduce the local knowledge base 

in detail, and present examples, which demonstrate the use of local knowledge base.  

In Chapter 6, semantic net is introduced in details, and we represent question 

examples to demonstrate the use of semantic net.  In Chapter 7, we present 

hypothetical examples that indicate the necessity and feasibility of fuzzy logic.  In 

Chapter 8, we also introduce machine learning in detail, discuss the necessity and 

feasibility of machine learning, and represent question examples.  In Chapter 9, we 

represent the implementation of the IDA System, and the final evaluation results 

based on experiments.  Finally, we conclude the dissertation in Chapter 10. 
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Chapter 2 

Problem Domain 

2.1 Background 

Corporate governance essentially involves balancing the interests of the many 

stakeholders in a company, including its shareholders, management, customers, 

suppliers, financiers, government and the community. Since corporate governance 

also provides the framework for attaining a company's objectives, it encompasses 

practically every sphere of management, from action plans and internal controls to 

performance measurement and corporate disclosure. 

2.1.1 Importance of Corporate Governance 

Following a string of corporate scandals in the United States, legislators and 

regulators rushed to enact corporate governance reforms, which resulted in the 

passage of the Sarbanes-Oxley Act of 2002.   

Corporate governance is the way a corporation polices itself, and it is important for a 

variety of reasons: 

 Increase the accountability of a company. 

 Help the decision making process of a company. 

 Avoid massive disasters before they occur. 

 Help outside investors to protect themselves against expropriation by the 

insiders. 
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 Lower the risk of scandals, fraud, and criminal liability of the company. 

 Maintain public image. 

2.1.2 Purpose of Corporate Governance Evaluation 

The purpose of corporate governance is to persuade, induce, compel, and motivate 

corporate managers to keep promises they make to investors.  Corporate governance 

is about reducing any actions by management or directors that are at odds with the 

legitimate, investment-backed expectation of investors.  Good corporate governance 

is simply about keeping promises.  Bad governance, then, is simply a promise-

breaking behavior.  The following is a list of corporate governance principles: 

 Treat all shareholders equally.  Good corporate governance seeks to make 

sure that all shareholders get a voice at general meetings and are allowed to 

participate. 

 All stakeholder interests should be recognized by corporate governance.  

The stakeholders are important members including people as investors, 

creditors, customers, suppliers, and employees that don’t hold any shares.  

Taking the time to address stakeholders’ interests can help the company 

establish a good and positive relationship with the community and the press. 

 Board of directors’ responsibilities must be clearly identified.  All board 

members must be on the same page and share a similar vision for the future of 

the company. 
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 Ethical behavior violations in favor of higher profits can cause massive civil 

and legal problems down the road.  A code of conduct regarding ethical 

decisions should be established for all members of the board. 

 Business transparency is the key to promoting shareholder trust.  Financial 

records, earning reports and forward guidance should all be clearly stated 

without exaggeration or “creative” accounting. 

The SEC’s mission is to protect investors; maintain fair, and efficient markets; and 

facilitate capital formation [3].  One of the major tasks that the SEC conducts is to 

review corporate financial securities filings at the end of fiscal year ending September 

30 each year.  The required documents by the SEC including the 8-k, 10-K and DEF 

14A (proxy statement) contain passages that are of interest in terms of corporate 

governance practice.  Among the key elements included in the corporate governance 

section are: bylaws, code of conduct and ethics, board of directors’ information, 

board committee mandates, basis for executive compensation, and information on 

insider purchases and sales.  Relevant corporate governance and disclosure data 

should be woven into the company’s 10-K and proxy statement.  These filings are an 

important source of documents for the rating system.   

Since the publication of “The 2003 report on Corporate Governance Best Practices: A 

Blueprint for the post-Enron Era was intended as a sourcebook of leading governance 

practices for board members and management”, there has been considerable 

development in the field of corporate governance.  In addition to bringing the 2003 

report up-to-date, the “Corporate Governance Handbook 2005: Developments in Best 
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Practices, Compliance, and Legal Standards” aims to provide boards and management 

with a compendium of the leading corporate governance practices. 

Major topics covered in the 2005 book [4] include the following: 

 Setting a New Standard for Corporate Governance 

 Corporate Governance Practices 

 Nominating Corporate Governance Committee Practices 

 Compensation Committee Practices 

 Audit Committee Practices 

 Disclosure, Compliance and Ethics 

 Strategy and Enterprise Risk Oversight 

From these topics, we have compiled a question list with a selection of 200 plus 

questions, and manually stored each question in our Question List database.  The 

questions are in the area of Governance, Compensations, and Auditing and 

Accounting.  Some examples include “The Company has poison pills such as 

preferred stock”, “Compensation committee use industry standards to decide on type 

of compensation and level of compensation”, and “Audit committee has a member or 

an expert on financial statements or GAAP Accounting”. 

These questions are used to retrieve valuable information about the companies to help 

investors understand corporate governance of the companies they’re willing to invest 

in.  Some of these 200 questions are listed below: 
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 Does the company provide employment agreements that protect executive 

officers? 

 Is management required to hold accumulated stock for the long-term?  

 Does the compensation committee have policies and programs to recapture 

incentives from management in case of malfeasance?  

 Does the company use industry standards to inform their decisions about type 

of compensation and level of compensation for executives? 

 Does the company measure and track its adherence to ethical conduct?  

The questions listed above have been addressed through the process of analyzing and 

retrieving answers from companies’ 8-k, 10-k and DEF 14a.   

2.2 Approaches 

2.2.1 Manual Approach 

The manual process can put significant pressure on people, who may be expected to 

be correct in all details of their work at all times; however, it is only human to make 

mistakes and overlook things at times. With a manual process the level of service is 

dependent on individuals and this puts a requirement on management to run training 

continuously for staff to keep them motivated and to ensure they are following the 

correct procedures.  Regardless of such trainings and policy reinforcement, it is 

unavoidable that some staff can accidentally mix up details and end up with 

inconsistency in data entry.  This has the effect of making information unusable for 

reporting or finding answers with data discovery.  Nevertheless, reporting and 

checking data accuracy can be extremely time-consuming and expensive.  This is 
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often an area where a significant amount of money can be wasted.  We discover the 

following major disadvantages when using a manual process: 

1. Inconsistency in data entry, room for errors, keying mistakes 

2. Large ongoing staff training cost 

3. Process is dependent on good individuals 

4. Reduction in sharing information 

5. Time consuming and costly to produce reports 

6. Lack of security 

To reduce the cost, some companies have outsourced the process or task to other 

countries with a low labor cost.  But the following problems still persist: 

1. The inability to keep up with the changing world  

2. Delayed information updating 

3. Language barriers 

2.2.2 Natural Language Software 

A system with natural language processing capabilities must address the problems 

associated with processing very large unstructured text documents.  Natural 

language processing programs struggle with terminology because of term variation, 

when a concept is expressed in several different ways; and term ambiguity, when the 

same term is used to refer to multiple concepts.  Term variation and ambiguity may 

cause irrelevant information to be retrieved and relevant information to be 
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overlooked.  The most serious problem faced by a natural language processing 

system is the time complexity problem.  That is, the computational time grows 

exponentially when the number of words increases.  It is a common belief that such 

a system is very difficult, even impossible, to be developed.  In response to these 

research challenges, we developed the IDA System that employs machine learning, 

question-dependent knowledge bases, databases and question-specific semantic 

networks in order to keep the problem at a manageable size. 

2.2.2.1 Common Difficulties and Problems 

Natural language processing (NLP) has come very far in the last thirty years; 

however, the technology has not yet achieved a revolutionary impact on society.  

Several critical issues have never been adequately addressed in either theoretical or 

applied work. 

We focus on the following areas, which will have maximum impact when combined 

with our proposed IDA system: 

1. Knowledge acquisition from natural language texts of various kinds, from 

interaction with a human being, and from other sources.  Language 

processing requires lexical, grammatical, semantic, and pragmatic knowledge.  

Current knowledge acquisition techniques are too slow and too difficult to use 

on a wide scale or on large problem.  Knowledge bases should be many 

times the size of current ones. 

2. Partial understanding gleaned from multi-sentence language, or from fragment 

of language.  Approaches to language understanding that require perfect 
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input or that try to produce perfect output seem doomed to fail because novel 

language, incomplete language, and erroneous language are the norm, not the 

exception. 

In recent years, from several commercially available systems for database question-

answering, it is visible that the result in NLP of transferring technology developed in 

the 1970s and early 1980s, have been successfully used to improve productivity.  

The success has depended on the fact that sufficient coverage of the language is 

possible with relatively simple semantic and discourse models.  The semantics are 

bounded by the semantics of the relations used in the databases and by the fact that 

words have a restricted number of meanings in one domain. 

Natural language processing is successful in meeting the challenges as far as syntax is 

concerned.  However, it still has a long way to go in the areas of semantics and 

pragmatics.   

Since syntax is without doubt the most mature field in both computational linguistics 

and the closely related field of linguistics.  We will only take a closer look in the 

semantics and pragmatics phenomena of NLP in the following two sections. 

2.2.2.1.1 Semantics 

For database access, the semantics of the system can be confined to that of the 

individual entities, classes of entities, relationships among the entities, attributes of 

the entities, and the typical operations that are performed in database retrieval [5].  

This simplifies the problem of semantics in at least the following ways: first, the 

meaning of individual words and of the phrases they compose can be restricted to the 
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domain-specific meanings actually modeled in the database.  Instead of needing to 

come up with very general semantics for each word, a very literal semantics 

providing the mapping from the words to the entities modeled in the database is all 

that is required, as the database could not provide additional information even if more 

general semantics were available.  Second, problems of semantic ambiguity 

regarding alternative senses for a word are reduced, for only those word senses 

corresponding to entities in the database will contribute to the search space of 

possible alternatives.  It is hard to deal with exceptions.  Representing and inferring 

world knowledge, commonsense knowledge in particular, is difficult.  Semantics of 

discourse segments is a difficult problem. 

For the task of database updating from messages, a key simplifying condition is that 

the information sought can be characterized ahead of time.  For example, we can 

support that the goal is to update automatically a database regarding takeover bids, or 

suppose further that the information desired is the date of the bid, the bidder, the 

target, the percentage of stock sought, the value of the offer, and whether it is a 

friendly or hostile bit. 

2.2.2.1.2 Pragmatics 

There are challenges in pragmatics as well.  The modeling of context and using 

context in understanding language are the most difficult, and therefore the least well-

understood, areas of natural language processing.  Context is all-pervasive and very 

powerful in natural language communication. 
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Context is fundamental to communicating substantial information with a few words.  

For example, a simple declarative sentence stating a fact, there are compensation 

arrangements, is not only a statement of fact but also serves some communication 

function.  The function may be to inform, to mislead about a fact or the readers’ 

belief about a fact, to draw attention, to remind the previously mentioned even or 

object related to fact, etc.  So, the pragmatic interpretation seems to be open ended.  

2.2.2.2 IDA Approach 

In line of these difficulties, we propose to implement the IDA System with the 

following features utilizing techniques such as local knowledge base, semantic net, 

fuzzy logic, and machine learning, also shown in Figure 1: 

1. Automatically retrieving related financial document from the SEC website. 

2. Analyzing the document based on the question selected form our pre-defined 

question list using: 

a. A rule-based local knowledge base implemented with simple crisp 

logic, and fuzzy logic. 

b. A local semantic net stores a synonym list associated to each key word 

of a question from the question list. 

c. Answer Extraction algorithms to improve the accuracy of the results. 

d. Machining learning techniques to automatically increase the synonyms 

of the local semantic net. 

3. Scoring the retrieved answers, and displaying the most relevant ones.  
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Figure 1: IDA Process 

2.3 Summary 

In this chapter, first we identify the purpose and importance of corporate governance, 

and list some required SEC reports containing passages that are of interest in terms of 

corporate governance practice.  Then we present and compare the current 

approaches with our IDA approach, we illustrate the features in the IDA system, and 

show the IDA process. 

 

 

 

 

 

 

 



18 

 

 

 

Chapter 3 

Literature Review 

In this section, we briefly review the related work.  Given the multi-disciplinary 

agenda of our proposed research, we only cover the most related work in this section. 

Many research projects on question answering have been carried out. Artificial 

Intelligence Laboratory of University of Chicago developed FAQFinder, and they 

have done a lot of research work for English complex questions processing [6].  City 

University of Hong Kong developed a practical CQA in 2007[7].  Research Institute 

of Microsoft in Asia retrieved question by identifying the theme and focus of question 

in CQA [8].  Emory University studied how to judge whether an answer can meet 

the needs of the questioner [9].  Meanwhile, some scholars predict user satisfaction 

for question answers in CQA [10]. After submitting a question, they predict user 

satisfaction based on the answer time, the answer quality and other factors [11]. 

3.1 Local Knowledge Base 

Several areas have focused on expanding or updating a knowledge base given large 

collections of documents.  In the context of question answering, Schlaefer et al. use 

web retrieval to identify Wikipedia documents with content with extracted ‘text 

nuggets’ [12].  They achieved significant improvements in recall using external 

sources.  The TREC knowledge Base Acceleration track [13] performs filtering on a 

stream of news documents to identify new citation worthy documents from known 

entities and detects changes in slot values over time.  In both of these scenarios the 
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focus is on a single entity and does not include a query topic.  In contrast, we focus 

on identifying documents and entities for a specific user's information needs. 

Recent research shows that text query expansion using data extracted from Wikipedia 

can significantly improve retrieval effectiveness for a variety of retrieval tasks [14] 

[15].  It is used to enrich keyword representations with explicit semantics (ESA) 

from Wikipedia [16] to improve clustering and classification tasks.  Egozi et al. [17] 

used pseudo-relevance feedback from ESA annotated text documents to identify 

concepts and experiment with fusing text and concept-based scores.  Instead of 

mapping all words to concepts, we link entity mentions explicitly. 

Wick and McCallum [18] propose query-aware MCMC which focuses inference on a 

subset of variables in a graphical model.  We similarly use the user information 

needed to focus inference on relevant portions of the document and entity 

distributions.  We use retrieval as a mechanism to measure dependence upon the 

query. 

Dalton and Dietz [19] propose sketch models which are applicable to a board range of 

corpora and knowledge bases.  Jointly modeling a query-specific knowledge sketch 

from a given general-purpose knowledge base and collection of documents. 

Traditionally, textual databases have been allowed to search their contents (words, 

phrases, etc.) or their structure (e.g. by navigating through a table of contents), but not 

both at the same time.  Recent years, many models have appeared that allow mixing 

both type of queries. 



20 

 

 

 

Mixing contents and structure in queries allows to pose very powerful queries, being 

much more expressive than each mechanism by itself.  By using a query language 

that integrates both types of queries, the retrieval quality can be potentiated. 

Because of this, we see these models as an evolution from the classical ones.  

Suppose, for example, a typical situation of “visual memory”: a user remembers that 

what he/she wants was typed in italics, shortly before a figure that said something 

about “earth”.  Searching for the word “earth” may not be a good idea, as well as 

searching all figures or all the text in italics.  What would really help is a language in 

which we can say “I want a text on italics, near a figure containing the word ‘earth’”.  

This query mixes content and structure of the database, and only new models can 

handle it. [20] 

3.2 Semantic Net 

Prior work in the field pursued three main directions: comparing text fragments as 

bags of words in vector space [21], using lexical resources, and using latent Semantic 

Analysis (LSA) [22].  The former technique is the simplest, but performs sub-

optimally when the texts to be compared share few words, for instance, when the 

texts uses synonyms to convey similar messages.  This technique is also trivially 

inappropriate for comparing individual words.  The latter two techniques attempt to 

circumvent this limitation [16].  Saravanan [23] proposed sentence clustering which 

aims at grouping sentences with similar meanings into clusters; commonly, vector 

similarity measures, then a standard clustering algorithm can be applied to group 

sentences into clusters.  One feature of text clustering we will discuss is the 

generation of relevant term clusters based on lexical semantic relatedness.  Mannan, 
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et al [24] proposed a novel integrated ontology approach using query term along with 

semantic terms for information retrieval.  In this approach, classes in the ontology 

are derived as semantically related keywords for ranking the sections in the 

document.  Searches based on the keywords provides limited capabilities to capture 

the concept of the user requirement.  To solve the limitations of the keyword based 

search, Thangaraj, et al [25] introduced the idea of semantic search in the field of 

information retrieval (IR).  Text mining is about discovering unknown facts and 

hidden truth that may exist in the lexical, semantic or even statistical relations of text 

collections [26].  Liu, et al [27] presents an approach to use context at the lower 

layer to select the exact meaning of key words, and employs a combination of 

context, co-occurrence statistics and a thesaurus to group the distributed but 

semantically related words within a topic to form basic semantic nodes.  Most 

semantic-net-based hypertext systems leave the linking consistency of the net to 

individual users.  Users without guidance may accidentally introduce structural and 

relational inconsistencies in the semantic nets.  Wang, et al [28] tackles the above 

problems by integrating logical structure and domain semantics into a semantic net.  

Noah, et al [29] proposed an approach meant to assist in extracting and modeling the 

semantic information content of web documents using natural language analysis 

technique and a domain specific ontology.  Nesic, et al [30] presents an ontology-

driven approach to semantic annotation, indexing and retrieval of fine-grained units 

of document data.  The document units and the user query are both represented by 

weighted vectors of ontological concepts.  Tsatsaronis, et al [31] proposed SemaFor, 

an indexing algorithm for text documents, which uses semantic spanning forests 
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constructed from lexical resources, and spectral graph theory in order to represent 

documents for further processing.  Becks, et al [32] presented a visualization 

technique based on a modular approach that allows a variety of techniques from 

semantic document analysis to be used in the visualization of the structure of 

technical document collections.   

3.3  Fuzzy Logic 

Portmann, et al [33] proposed to apply semiotic (i.e. sub-syntactical) and inductive 

(i.e. probabilistic) methods for inferring concept associations in human knowledge.  

These associations can be combined to form a fuzzy semantic net representing a map 

of the knowledge in the web, and provide interactive visualization of these cognitive 

concept maps to end users, who can browse and search the Web in a human-oriented, 

visual, and associative interface.  Khanum, et al [34] proposed a hybrid system 

composed of a blend of Fuzzy Logic and Case-Based Reasoning which can lead to a 

solution where the two approaches cover each other’s weaknesses and benefit from 

each other’s strengths.  Florez, et al [35] made a variety of modifications to the 

fuzzy data mining algorithms in order to improve accuracy and efficiency.  The 

authors described an algorithm for computing fuzzy association rules based on 

Borgelt’s prefix trees, modifications to the computation of support and confidence of 

fuzzy rules, a new method for computing the similarity of two fuzzy rule sets, and 

feature selection and optimization with a genetic algorithm. The experimental results 

achieved better running time and accuracy. 
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3.4 Machine Learning   

Wu, et al [36] represented the top 10 data mining algorithms identified by the IEEE 

International Conference on Data Mining (ICDM) in 2006: C4.5, k-Means, SVM, 

Apriori, EM, PageRank, AdaBoost, kNN, Naïve Bayes, and CART.  The authors 

provided a description of the algorithm, discussed the impact of the algorithm, and 

reviewed current and further research on the algorithm.  Ashtawy, et al [37] used the 

following machine learning techniques: linear regression (MLR), multivariate 

adaptive regression splines (MARS), k-nearest neighbors (kNN), support vector 

machines (SVM), random forests, and boosted regression trees (BRT)”.  Depending 

on the type of ranking/scoring function (SF), and algorithm used, ranking accuracy 

depends on the size and homogeneity of the training data, and the number of features.  

Most scoring functions such as force-field-based, knowledge-based, and empirical are 

not based on machine learning (ML) algorithms.  The authors evaluated the 

performance of several machine learning algorithms with respect to 

increases/decreases in training sets, and number of features.  Li, et al [38] used two 

machine learning approaches: K-means and Support Vector Machine (SVM) for 

developing an approach.  Modeling steps: 1. Data collection and cleansing, 2. Text 

sentiment calculation and marking, 3. Hotspot detection based on K-means clustering, 

and 4. Hotspot forecast based on SVM classification.  Joachims [39] explored and 

identified the benefits of Support Vector Machine (SVM) for text categorization.  

SVM is well-founded in terms of computational learning theory and very open to 

theoretical understanding and analysis.  Mansuy et al [40] attempt to address some 

of the uncertainty around the utilization of WordNet in text classification tasks by 
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characterizing the behavior that can be expected in a variety of situations, and report 

preliminary results obtained from a comprehensive study where WordNet features, 

part of speech tags, and term weighting schemes are incorporated into two-category 

text classification models generated by both a Naïve Bayes text classifier and a SVM 

text classifier.  Watson [41] examined four very different Case-Based Reasoning 

(CBR) applications: 1. Nearest neighbor, 2. Induction, 3. Fuzzy logic, and 4. 

Database technology.  Cheng, et al [42] developed classification predictive models 

by substructure pattern recognition and different machine learning methods, including 

SVM, C4.5 decision tree, k-nearest neighbors and random forest. 

3.5 Ranking Models 

The term frequency-inverse document frequency (TF-IDF) approach is used to weigh 

each word in the text document according to how unique it is.  In other words, the 

TF-IDF approach captures the relevancy among words, text documents and particular 

categories [43].  The original TF-IDF term weights are thought to be attribute values 

of documents that are treated as indivisible objects in many Information Retrieval 

(IR) models.  From our novel perspective, TF-IDF term weights are treated as the 

outcome of local relevance decision-making at different document locations [44].  

TF-IDF is often used to construct a vector space model, which evaluates the 

importance of a word in a document.  The importance increases proportionally with 

the number of times that a word appears in a document, compared to the inverse 

proportion of the same word in the whole collection of documents [45].  Shi, et al 

[46] presented two feature location approaches based on BM25 and its variant 

BM25F algorithm.  Comparisons were done between the two algorithms and the 
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Vector Space Model (VSM), and Unigram Model (UM).  The result shows that the 

BM25 and BM25F are consistently better than the other two IR methods.  Bilmes, et 

al [47] introduced factored language models (FLMs) and generalized parallel backoff 

(GPB). Significantly, FLMs with GPB can produce bigrams with significantly lower 

perplexity, sometimes lower than highly-optimized baseline trigrams. In a multi-pass 

speech recognition context, where bigrams are used to create first-pass bigram lattices 

or N-best lists, these results are highly relevant.  Amati, et al [48] introduced and 

created a framework for deriving probabilistic models of Information Retrieval.  

Highly effective Information Retrieval Models can be generated using the framework.  

This framework is based on the models of divergence-from-randomness and it can be 

applied to arbitrary models of IR, divergence-based, language modelling and 

probabilistic models included.  Clinchant, et al [49] introduced the family of 

information-based models for ad hoc information retrieval.  Combined with notions 

of highlights in BM25, and more recently in DFR models, it can lead to simpler and 

better models.   
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Chapter 4 

System Architecture 

4.1 Overview 

Recall what we presented in the Introduction Chapter 1, IDA is an Intelligent 

Document Analysis System for Evaluating Corporate Governance Practices Based on 

SEC Required Filings, which is capable of retrieving SEC required documents of 

public companies and performing analysis and rating in terms of recommended 

corporate governance practices. 

The IDA System consists of a user friendly interface and a collection of knowledge 

bases, databases and semantic networks, a rating engine and web portal.  For every 

one of the predefined questions, we designed a question-dependent knowledge base in 

which rules are used to analyze the possible answer phrases that may exist in a 

company’s proxy filing.  A question-dependent database provides the question-

related data and information that are needed when retrieving relevant passages.  A 

question-dependent semantic net is also developed for each individual question in 

which question-related key words and their synonyms are used to retrieve answers 

from the company document database.  A Machine Learning process to 

automatically increase the synonyms in the semantic net.  Finally, the ranking 

module assigns a final score to the company indicating how well its governance 

policy compares with established standards and then displays the result. 
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4.2 Components of IDA System 

4.2.1 System Interface 

There are five components in the System Interface (shown in Figure 2.1): Question 

Rule Editor, Synonyms Editor Window, Search Result Window, Question List 

Window, and Synonym List Window.  Below is a brief explanation of each: 

1. Question Rule Editor Window – by using the SEC website link, a company’s 

required financial documents can be retrieved. We then select a specific 

question from the question list, type the key words in the rule window, 

perform the search to get the answer to the question. 

2. Synonyms Editor Window (shown in Figure 2.2) – a rule can be created by 

entering the condition part in the provided window.  A rule specifies the 

conditions by which a search is conducted.  There are three logical operators 

to connect conditions: AND, OR and NOT.  The system allows any number 

of synonyms to be defined.  Examples such as a AND b NOT c (search 

documents contains a AND b, but NOT contain c); a OR (b AND c) (search 

documents contains an OR contains b AND c). 

3. Search Result Window – display the score of each related passage in order, 

display the passage(s) retrieved, and highlights the keyword in the passage(s). 

4. Question list Window – Display the predefined questions, which were 

manually created from the “Corporate Governance Handbook 2005 

Developments in Best Practices, Compliance, and Legal Standards”, and 

entered in a local database. 
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5. Synonym list Window – display a list contains all the synonyms for each rule 

created for the question. 

 

Figure 2: Interface 

 

Figure 3: Synonyms Editor 
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4.2.2 Question List Database 

As we discussed in the previous chapter, the 200 plus pre-defined questions were 

created based on the “Corporate Governance Handbook 2005: Developments in Best 

Practices, Compliance, and Legal Standards” [4], all these questions are manually 

stored in a local database, called Question List database (as shown in Figure 4). 

 

Figure 4: Question List 

4.2.3 Local Knowledge Base 

Question-dependent rules are created for each pre-defined question, and stored in the 

IDA’s local knowledge base. 

According to Hearst [50] [51], one of the most important part of text mining is 

Thesaurus Generation.  The knowledge-based query construction proposed here uses 

IDA knowledge rules.  The process is activated when IDA is triggered to generate 
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some output, which is used as the input to the query construction process.  The rule 

retrieval function retrieves all the rules that were used in the decision.   

Basically, there are three types of knowledge: 

 Factual knowledge – facts, think data, such as information about employees, 

shareholders, company policy, etc., it is stored in the computer memory. 

 Sequential knowledge – set of steps in a specific order for each task.  The 

CPU processes instructions sequentially. 

 Logical knowledge – expressed in “If … Then” statement, it is rule based 

knowledge. 

4.2.4 Semantic Net 

A question-dependent semantic net can be defined to describe a key word in the 

context of the question.  In the IDA system, we implement a synonyms manager (as 

shown in Figure 5), it is used to manage all synonyms stored in the database.  When 

a new rule is created, synonyms can be added, modified, and deleted when needed.  

The list was first created and added by the user, it is then expected to conduct an 

inference reasoning process to discover new synonyms on its own.  
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Figure 5: Synonym List 

4.2.5 Fuzzy Logic 

Many decision-making tasks of investors are too complex to be understood 

quantitatively.  However, humans succeed by using knowledge that is imprecise 

rather than precise.  Fuzzy logic refers to a logic system which represents knowledge 

and reasons in an imprecise or fuzzy manner for reasoning under uncertainty. 

A good strategy in data mining and classification tasks is to use the simplest 

description of the data that does not compromise accuracy: extract crisp logical rules 

first, use fuzzy rules if crisp rules are not sufficient, and only if the number of logical 

rules required for high accuracy of classification is too large use other, more 

sophisticated tools. In many applications simple crisp logical rules proved to be more 

accurate and were able to generalize better than many machine and neural learning 

algorithms [52]. In other applications fuzzification of logical rules gave more accurate 

results [53]. Crisp logical rules may be converted to a specific form of fuzzy rules 

(Sect. VIII) and optimized using gradient procedures, providing higher accuracy 
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without a significant increase of the complexity or decrease of comprehensibility of 

the rule-based system. 

4.2.6 Machine Learning 

We use Case-based reasoning (CBR) - the machine learning algorithm used to seek 

answers for new companies based on the solution of similar past company for the 

same question.  The roots of CBR was traced to the work of by Riesbeck and 

Schank [54]: “A case-based reasoned solves problems by using or adapting solutions 

to old problems.”  Once a target passage has been accepted as the matching answer 

to the question, the attributes in the target passage are entered into the IDA System’s 

local semantic net for future use. 

4.2.7 Ranking Model 

Finally, we can display the score result in the web portal.  For example, question 

“Compensation committee use industry standards to decide on type of compensation 

and level of compensation”, and Intel Corp. is selected as the testing company.  The 

following Figure 6 shows the search result; the highest score is the most relevant 

answer. 
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Figure 6: Score Result 

The search result for the top score is shown below, and all the key words in the 

synonym list are highlighted in Figure 7. 

 

Figure 7: Answer Result 

4.3 Workflow 

This section presents the basic flowchart of the execution of the IDA System: 

1. Information Retrieval – Retrieve filed financial documents of a company under 

consideration from the SEC website. 
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2. Answer Extraction – Extract the related passage(s) from the retrieved document 

using the following techniques: key words parsing, semantic parsing, structure 

parsing, and organizational parsing.  

3. Result Analysis – Using selected ranking module to calculate relevant scores, then 

the rating module assigns rating scores. 

4. Display Result – Display the scores in the result window of the interface for best 

match. 

The previous steps are also presented diagrammatically in the following Figure 8: 
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Figure 8: Workflow 
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The subsections below present Information Retrieval, Answer Extraction, and Result 

Analysis in details. 

4.3.1 Information Retrieval 

In order to retrieve the SEC’s documents from their EDGAR database to our IDA 

System, we perform the following steps: 

 Get the document’s URL from SEC’s website 

 Use java HttpURLConnection class to get the connection [55] 

 Retrieve the document to local computer memory 

Once the documents from SEC’s website are retrieved, we use Lucene Information 

Retrieval (IR) engine to perform the search.  We implement Lucene in the following 

steps, as shown in Figure 9: 

 Index the stories collection using Lucene Indexer class.  This will produce a 

folder with index files for query search. 

 Remove punctuation marks and parse each story as a query using Lucene 

QueryParser class. 

 Search for related stories using Lucene Search class. 
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Figure 9: IR Engine 

 

4.3.2 Answer Extraction 

The following techniques used in the answer extraction process: 

 Use the key words/phrases from a particular question to select rule(s) in the 

local knowledge bases. 

 Use the selected rule(s) to retrieve related passage(s) from the financial 

document 

 If match not found via the key word, the system performs additional steps to 

perfect the search: 

o Search the synonyms list in the local semantic network.  

o Search the public semantic networks to find similar words/phrases, 

once match is found, add new synonym to the local semantic network 
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for future reuse, perform a machine learning process to automatically 

increase the synonyms. 

o Perform search in the document utilizing different parsing methods to 

define new synonyms which are not commonly used in general, add 

new synonym to the local semantic network for future reuse, again, 

perform the machine learning process. 

 If match not found via the key word, and semantic net, the system uses two 

more methods to perfect the search: 

o Structure search: checking word context, perform shallow context 

analysis. 

o Organizational search: perform a novel contextualization approach, 

estimate the probability of finding the query terms within the passage 

while considering all term occurrences in the position of the document.  

 Question-related measurements computed during the process. 

 Analysis performed using the triggered rules during the process. 

 Repeat the above steps till the end of the document. 

4.3.3 Result Analysis 

After possible answers are retrieved, we use the ranking model in Lucene [56] to 

generate a hit list for each query (story) with all the stories in the collection ranked 

according to their similarity scores, we then choose the related stories from the top 

ranked ones using a threshold.   
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Lucene performs ranked retrieval using a standard tf.idf model [57] [58].  

By default, the similarity score of query q for document d is defined as follows: 

Score (q,d)=Σ (tf(t in d) x idf(t)2 x Bq x Bd x L)xC 

    t in d 

 where 

 Bq = getBoost (t field in q) 

 Bd = getBoost (t field in d) 

 L = lengthNorm (t field in d) 

 C = coord (q, d) x queryNorm(S), and  

S = sumOfSquaredWeight =Σ (idf (t) x Bq)
2 

            t in d 

The terms in the above equation can be explained as follows [59]: 

 Boost (t field in d) gets the ‘boost’ for this query clause.  Field boosts come 

in explicitly in the equation and are set at indexing time.  The default value 

of field boost is 1.0. 

 lengthNorm (t field in d) is the normalization value of a field, given the 

number of terms within the field.  This value is computed during indexing 

and stored in the index. 

 queryNorm (q) is the normalization value for a query, given the sum of the 

squared weights of each of the query terms 
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 coord (q, d) computes a score factor based on the fraction of all query terms 

that a document contains. 

The similarity measure yields a score between 0 and 1, the higher the score, the 

greater the similarity.  The higher score result will display in the IDA System’s 

result window. 

4.4 Summary 

In this section, we design the function architecture of the IDA System.  We briefly 

introduce the whole process of the system, and present each component of the IDA 

System, and its functions. 
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Chapter 5 

Local Knowledge Base 

5.1 Background and Introduction 

5.1.1 Background 

In general, a knowledge base (KB) is used to store intricate structured and 

unstructured information used.  It is a centralized repository for information, a 

database of related information about a particular subject.  Rule based or knowledge 

based systems are specialized software that encapsulate human intelligence like 

knowledge and thereby make intelligent decisions quickly and in repeatable form. 

In the 1970s, all the large management information systems store their data in some 

type of hierarchical or relational database.  To distinguish from the term database, 

the first knowledge based systems had data needs which were the opposite of the 

database requirements such as flat data, transactions, and large data, etc.  An expert 

system requires structured data.  A knowledge base is an object model often called 

ontology with classes, and instances. 

The early expert systems were less complex, and had little need for multiple users.  

The purpose was just to search for a particular answer, there was no critical demand 

to store large amounts of data to a permanent memory storage.  Researchers found 

out that the potential benefits of being able to store, analyze, and reuse data and 

allowing multiple users were exponential.   
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With the rise of internet documents, hypertext, and multimedia support, knowledge 

base expert system has evolved to their present form.   

Any information model for a knowledge database should be comprised of three parts: 

text, structure, and query language.  It must specify how the text is seen (i.e. 

character set, synonyms, stop words, hidden portions, etc.), the structuring 

mechanism (i.e. markup, index structure, type of structuring, etc.), and the query 

language (i.e. what things can be asked, what the answers are, etc.). 

5.1.2 Motivation 

The wider capabilities of KBS technology allow for more complex applications, 

which have a stronger impact on organizational structure than most conventional 

systems, and which often required a more sophisticated user-system interaction than 

is the case with conventional systems.   

Compared with processes that do not use a knowledge base, such as manual 

processes, systems with a knowledge base will get the result faster, more efficiently, 

reliably, and accurately. The rules created can be used and reused again whenever 

needed. 

5.1.3 Challenges 

A problem often cited in KBS construction is the knowledge acquisition bottleneck.  

It turns out it is very difficult to extract the knowledge that an expert has about how to 

perform a certain task efficiently, in such a way that the knowledge can be formalized 

in a computer system.  The actual realization of a KBS often poses problems as well.  

The reasoning methods that are used in KBS’s are not always fully understood. 
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The major challenge of any system related to information retrieval is to help its users 

to find what they need.  Knowledge bases are not relational databases, in which the 

information is already formatted and meant to be retrieved by a “key”.  In this case, 

the information is there, but there is no easy way to extract it.  The user must specify 

what he/she wants, see the results, then reformulate the query, and so on, until he/she 

is satisfied with the answer.  Here are some main issues we have discovered: 

 Data integrity – how to deal with incomplete, inexact data 

 Data inference 

 Concurrently selecting rule methods and appropriate analysis 

 No standard language for rule definition 

 Mechanisms to exchange data between the rule engine and application 

 Mechanisms to store the result to a permanent storage 

 Mechanisms to reload a previously saved data into the rule engine 

 Ability to deal with multiple versions of the rule base and its effect of past 

results stored in the database 

To differentiate from the previous research, we are focusing on addressing the data 

integrity, etc. problems.  

Through our extensive evaluation, the data shows that by implementing a local 

knowledge base, we can improve performance of the process by retrieving 



44 

 

 

 

information faster, more efficiently and obtain more reliable and accurate answers to 

better serve the needs of corporate governance practices. 

5.2 IDA Approach 

When we first perform the process of Passage Extraction, the most relevant word(s) 

in the question are highlighted.  We then use the Semantic Role Analysis to match 

relevant passages for each question.  This is a rule-based, language-independent 

technique for mapping textual fragments to arbitrary labels.  According to Hearst 

[50] [51], other than question answering, information retrieval, and information 

extraction; one of the most important parts of text mining is Thesaurus Generation.  

The knowledge-based query construction proposed here uses IDA knowledge rules.  

The process is activated when IDA is triggered to generate some output, which is 

used as the input to the query construction process.  The rule retrieval function 

retrieves all the rules that were used in the decision.  A parsing process then begins.  

The system evaluates the similarity of the answer and question and actually calculates 

the similarity between sentences, which is influenced by many factors [60].  In our 

approach, we mainly consider four factors: key words parsing, semantic parsing, 

structure parsing and organizational parsing, which are explained in details in the 

following sections.   

5.2.1 Key Words Parsing 

In this step, the control structures used in the IDA are parsed.  There are a number of 

variations of If-Then statements that can be used in the System logic, such as Simple 

If-Then statement, IF-Then-Else statement, If-Then-Elseif statement, Switch 
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statement, Call statement, and others [61].  In IDA System, only two types of the 

above statements are analyzed according to the methods described in the following 

sections. 

5.2.1.1 Simple If-Then Statement 

The type of statement is divided into two sentences, the If sentence and the Then 

sentence.  The concepts in the If sentence are recognized as condition concepts, and 

the concepts in the Then statement are recognized as decision concepts.  Consider 

the one question “The board or CEO emphasizes ethical behavior”.  One of the 

question-dependent rules is presented below: 

If (k = “ethical”) Then 

  a = “relevant passages” 

Where k is the key word of the question sentence, a is the answer sentence.   

We perform experiments using the above question, although we know that it is hard 

to use just the key word without its synonyms to retrieve the correct answer due to the 

diversity of natural language, we are still able to find some result shown in the Table 

1 below. 

It is possible to have more than one relevant passage in a single question.  Our 

strategy for passage extraction assumes that the optimal passage(s) in a question 

should have all the query key words with respect to a question under consideration.  

Also they should have higher density of query concepts than other fragments of text 

in the question.   
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Company Passage Relevance Analysis 

Deltek, Inc. 

2014 

All of our directors have demonstrated 

business experience and acumen and a 

commitment of service to our Board of 

Directors. Our directors also possess 

significant executive leadership experience, 

knowledge and expertise derived from their 

service as executives of various businesses 

and, in many instances, as members of the 

boards of directors of other public and/or 

private companies. In their conduct, we 

believe our directors have displayed integrity, 

honesty and adherence to high ethical 

standards. 

True 1 passage found 

using the key 

word. 

Chevron Corp 

2014 

We are honest with others and ourselves. We 

meet the highest ethical standards in all 

business dealings. We do what we say we 

will do. We accept responsibility and hold 

ourselves accountable for our work and our 

actions. 

True 4 passages found, 

represent the best 

answer. 

3M Co 

2014 

1. Personal qualities of leadership, character, 

judgment, and whether the candidate 

possesses and maintains throughout service 

on the Board a reputation in the community 

at large of integrity, trust, respect, 

competence, and adherence to the highest 

ethical standards. 

2. All of our employees, including our Chief 

Executive Officer, Chief Financial Officer, 

and Chief Accounting Officer, are required to 

abide by 3M's Code of Conduct to ensure that 

our business is conducted in a consistently 

legal and ethical manner. 

3. The Board also has adopted a Code of 

Business Conduct and Ethics for directors of 

the Company. This Code incorporates long-

standing principles of conduct the Company 

and the Board follow to ensure the 

Company's business and the activities of the 

Board are conducted with integrity and 

adherence to the highest ethical standards, 

and in compliance with the law. 

True 3 passages found, 

all relevant. 

 

Table 1: Keyword Result 1 
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For example, ‘presiding’, and ‘director’ are the keywords for the example question 

“There is a Presiding Director on the board.”  The rules in the knowledge bases 

contain the keyword(s), the conditions in a rule are connected by three types of 

logical operators: AND, OR and NOT, these logical operators are parsed in the same 

order in which they occurred.  The logical operator “NOT” has a key role in 

undesired elements from the retrieval set.  Based on this operator parsing, concepts 

are extracted as operands of the parsed operators for query construction.  As an 

example, consider the previous question “There is a Presiding Director on the board.”  

The question-dependent rules are presented below: 

If (k = “presiding” AND k = “director”) Then 

a = “relevant passages” 

Table 2 below shows the research result for the above question. 

Company Passage Relevance Analysis 

3M Co 

2015 

Independent Lead Director  

The Board has designated one of its members to 

serve as a Presiding Director, with responsibilities 

that are similar to those typically performed by an 

independent chairman ("Lead Director"). Michael 

L. Eskew was appointed Lead Director by the 

independent directors effective November 12, 

2012, succeeding Dr. Vance Coffman who had 

served as Lead Director since 2006. Michael 

Eskew is a highly experienced director, currently 

serving on the boards of The Allstate Corporation, 

International Business Machines Corporation, and 

Eli Lilly and Company, and was the former 

Chairman and CEO of United Parcel Service, Inc.  

True 5 passages found, 

1 relevant 

Alcoa Inc. 

2015 

Judith M. Gueron is our current Lead Director. 

Ms. Gueron, whose term as a director expires at 

the annual shareholders meeting on May 1, 2015, 

will not be standing for re-election. In accordance 

with the directors’ retirement policy in the 

Company’s Corporate Governance Guidelines, 

Ms. Gueron has announced her intention to retire 

from the Board effective May 1, 2015 as she 

would reach age 75 during a new three-year term. 

True Passage found 

with Lead 

Director 

Caterpillar 

Inc. 

2014 

Our Chief Executive Officer also serves as the 

Chairman of the Board and we have an 

independent director who is elected by the Board 

to serve as the Presiding Director, with broad 

True 7 passage found, 

1 relevant  
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authority and responsibility over Board 

governance and operations. Eleven of our twelve 

director nominees are independent. See "Board 

Composition and Leadership Structure" on page 5 

for more information. 

Table 2: Keyword Result 2 

 

5.2.1.2 Key Word Similarity 

Key word similarity is the similarity degree between question and answer.  It is 

measured by the number of same words contained in both question and answer.  It is 

calculated as following: 

 

Where KeySim(q, a) represents the number of the exact same keywords in the 

question q and answer a.  Key(q) indicates the number of keywords in question q, 

and Key(a) indicates the number of keywords in answer a.  If the same keyword 

appears more than once, it is counted only once. 

5.2.2 Semantic Parsing 

We noticed from many searches that using exact keyword(s) might not lead to the 

correct answer.  Most of the time, synonyms of the keyword(s) will retrieve the 

correct passages. 

5.2.2.1 If-Then-Elseif Statement 

The Elseif clause is treated similar to a simple If-Then statement, with Elseif similar 

to If.   
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Since there is no template provided by the SEC and the documents are written by 

different people and submitted by different companies, the IDA System is basically 

conducting text mining in a free text domain.  Take a look at the question, “Does the 

compensation has policies and programs to recapture incentives from management in 

case of malfeasance?”, the keyword “recapture” may be expressed by different 

terms, such as “recoup”, “deduct”, “take out”, and “stuck off”.  In order to retrieve 

the correct answer, a semantic network needs to be developed to store a synonym list 

for the term “recapture” for this question, which will be presented in detail in 

Chapter 6.  The rule set for this question can be developed as following: 

If (c = “recapture” AND c = “incentives”) Then 

  d = “relevant passages” 

Elseif (c in (synonym list of “recapture”)) Then 

  d = “relevant passages” 

Where c = “” is the condition for If clause, when it’s true, retrieve the relevant 

passages.  Elseif c is in the synonym list of “recapture” ，retrieve the relevant 

passages. 

From the examples in Table 3, we found out that the exact key words from the 

question don’t appear in every report of different companies.  New synonyms need 

to be added to a local semantic net (detail explained in Chapter 5) to improve the 

performance of the system each time a search is done.  Our approach works more 

efficiently than the manual approach, and previously discussed natural language 

approaches. 



50 

 

 

 

5.2.2.2 Semantic Similarity 

The calculation of semantic similarity is based on the word semantic calculation.  

Qun and Sujian [62] introduced the similarity calculation based on HowNet, Xianfeng 

and Pengfei [60] used the same method.  In our approach, we also use this method to 

calculate semantic similarity. 

Given the questions q and the answer a, q contains a set of keywords k11, k12, … k1i, 

also contains a set of keywords k21, k22, … k2j.  The similarity between k1i (1 ≤ i ≤ n) 

and k2j (1 ≤ j ≤ m) can be expressed as Sim(k1i, k2j).  The following calculation 

represents the semantic similarity between the question q and the answer a: 
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Company Passage Relevance Analysis 

Alcoa, Inc. 

2015 

Recovery of Incentive Compensation 

If the Board learns of any misconduct 

by an executive officer that 

contributed to the Company 

having to restate all or a portion 

of its financial statements, it 

shall take such action as it 

deems necessary to remedy the 

misconduct, prevent its 

recurrence and, if appropriate, 

based on all relevant facts and 

circumstances, take remedial 

action against the wrongdoer in 

a manner it deems appropriate. 

In determining what remedies 

to pursue, the Board shall take 

into account all relevant 

factors, including whether the 

restatement was the result of 

negligent, intentional or gross 

misconduct. The Board will, to 

the full extent permitted by 

governing law, in all 

appropriate cases, require 

reimbursement of any bonus or 

incentive compensation 

awarded to an executive officer 

or effect the cancellation of 

unvested restricted or deferred 

stock awards previously 

granted to the executive officer. 

True  Recapture: 

recovery, 

reimbursement 

 

 Incentives: 

incentive, 

compensation, 

bonus 

ADT Corp 

2016 

Pay Recoupment Policy 

The Company’s pay recoupment 

policy provides that, in addition 

to any other remedies available 

to it and subject to applicable 

law, the Company may recover 

any incentive compensation 

(whether in the form of cash or 

equity) paid by the Company to 

any Executive Officer that 

resulted from any financial 

result or operating metric that 

was impacted by the Executive 

Officer’s fraudulent or illegal 

True  Recapture: 

Recoupment, 

recover 

 

 Incentives: 

incentive, 

compensation 
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conduct. Our Board of 

Directors has the sole 

discretion to make any and all 

determinations under this 

policy. The Compensation 

Committee periodically 

reviews this policy to 

determine whether any changes 

are warranted. 

Boeing 

2014 

Clawback Policy 

We will require reimbursement of any 

incentive payments to an 

executive officer if the Board 

determines that the executive 

engaged in intentional 

misconduct that caused or 

substantially caused the need 

for a substantial restatement of 

financial results and a lower 

payment would have been 

made to the executive based on 

the restated financial results. 

This policy is described in our 

Corporate Governance 

Principles. 

True  Recapture: 

Clawback,          

reimbursement 

 Incentives: 

      incentive 

Table 3: Semantic Result 

 

5.2.3 Structure Parsing 

It is highly possible the system will not be able to recognize highly complex nominal 

phrases during the free text processing [63].  Assuming that a specific question 

sentence is associated with certain verbs or verb groups which trigger the answer 

passage, then it will be very difficult to find the appropriate fillers without knowing 

the correct clause structure.  We propose a divide and rule parsing strategy: 

1. First, only the verbs or verb groups and the topologic structure of the sentence 

according to the linguistic field. 
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2. Next, general phrasal grammars are applied to the contents of the different 

fields.    

Checking word context provides another way to perform word classification [64].  

Performing shallow context analysis means that not only the verbs or verb groups are 

considered in the analysis, other words in the sentence are also being analyzed during 

the processing. 

The divide and rule parsing relies on a configured preprocessing strategy in order to 

achieve the desired simplicity and performance.  Word segmentation processes 

mapped characters into larger units called tokens and identifies their types.  

Currently, we use generic classes for semantically ambiguous tokens, for example, 

abbreviations such as “CEO”.  The variety of token classes simplifies the analyzing 

process of the consecutive section of the question.  Each token identified as a 

potential word form is submitted to the morphological analysis.  Each token 

recognized as a valid word form is associated with the list of its possible readings, 

characterized by stem, inflection information and part of sentence.  Let us take a 

look at the following example in Table 4 using the question, “The board explains 

how it achieves independence.” 

In this case, if we only consider the verb in the question during the parsing process, it 

is almost impossible to retrieve the correct answer.  Noticed that “director”, 

“independence”, and “standard/guideline/policy” almost appears in every answer.  

We then use structure similarity method to calculate the similarity degree between the 

question and the answer. 
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Company Passage Relevance Analysis 

3M Co. 

2015 

 

The Board has adopted a formal set of Director 

Independence Guidelines with respect to the 

determination of director independence, which 

either conform to or are more exacting than the 

independence requirements of the NYSE listing 

standards, and the full text of which is available on 

our Web site at www.3M.com, under Investor 

Relations — Corporate Governance. In accordance 

with these Guidelines, a director or nominee for 

director must be determined to have no material 

relationship with the Company other than as a 

director. The Guidelines specify the criteria by 

which the independence of our directors will be 

determined, including strict guidelines for directors 

and their immediate family members with respect to 

past employment or affiliation with the Company or 

its independent registered public accounting firm. 

The Guidelines also prohibit Audit and 

Compensation Committee members from having 

any direct or indirect financial relationship with the 

Company, and restrict both commercial and not-for-

profit relationships of all directors with the 

Company. Directors may not be given personal 

loans or extensions of credit by the Company, and 

all directors are required to deal at arm's length with 

the Company and its subsidiaries, and to disclose 

any circumstance that might be perceived as a 

conflict of interest. 

True  

Alcoa Inc. 

2015 

In its Corporate Governance Guidelines, the Board 

recognizes that independence depends not only on 

directors’ individual relationships, but also on the 

directors’ overall attitude. Providing objective, 

independent judgment is at the core of the Board’s 

oversight function. Under the Company’s Director 

Independence Standards, which conform to the 

corporate governance listing standards of the New 

York Stock Exchange, a director is not considered 

“independent” unless the Board affirmatively 

determines that the director has no material 

relationship with the Company or any subsidiary in 

the consolidated group. The Director Independence 

Standards comprise a list of all categories of 

material relationships affecting the determination of 

a director’s independence. Any relationship that 

falls below a threshold set forth in the Director 

True  
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Independence Standards, or is not otherwise listed 

in the Director Independence Standards, and is not 

required to be disclosed under Item 404(a) of SEC 

Regulation S-K, is deemed to be an immaterial 

relationship. 

Intel Corp 

2015 

The NASDAQ rules have objective tests and a 

subjective test for determining who is an 

“independent director.” In addition to the Board-

level standards for director independence, the 

directors who serve on the Audit Committee each 

satisfy standards established by the U.S. Securities 

and Exchange Commission (SEC), as no member of 

the Audit Committee accepts directly or indirectly 

any consulting, advisory, or other compensatory fee 

from the company other than their director 

compensation, or otherwise has an affiliate 

relationship with the company. Similarly, the 

members of the Compensation Committee each 

qualify as independent under NASDAQ standards. 

Under these standards, the Board considered that 

none of the members of the Compensation 

Committee accept directly or indirectly any 

consulting, advisory, or other compensatory fee 

from the company other than their director 

compensation, and that none have any affiliate 

relationships with the company or other 

relationships that would impair the director’s 

judgment as a member of the Compensation 

Committee. 

True  

Table 4: Structure Result 

 

5.2.3.2 Structure Similarity 

This method is to mark the similarity of sentences from the position of the keywords 

or its synonyms.  It reflects the similarity degree of the same words or synonyms of 

question q and answer a in the position, which can be measured by the number of the 

adjacent sequence inverse of the same words or synonyms.  The following 

calculation represents the method: 
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Where MaxRev(q, a) represents the maximum reverse of natural sequence that the 

question q and answer a has the same number of keyword, Rev(q, a) represents the 

reverse of natural sequence that is constituted by keywords of the question q in the 

position of the answer a. 

5.2.4 Organizational Parsing 

We also present a novel contextualization approach for passage retrieval.  The 

approach leverages the fundamental principle underlying the positional language 

model (PLM) [65] that was introduced for the document retrieval task.  The key idea 

behind PLM is that any term in a document is represented as a density function which 

expresses the probability of finding the term at any position in the document.  

Similarly, our model estimates the probability of finding the query terms within the 

passage while considering all term occurrences in the position of the document.  The 

method we devise lets any occurrence of a query term in the document affect the 

passage score regardless of whether the occurrence is actually in the passage. This 

effect depends on the distance between the query term occurrences and the passage. 

Thus, the whole document, or more precisely, all query term occurrences in the 

document, provide context for the passage.  Evaluation performed with the INEX 

focused-retrieval benchmarks shows that our approach substantially improves over 

previously proposed passage retrieval methods, including those that use various 

contextualization techniques [66]. 
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Take a look at the question, “The company has poison pills such as preferred stock.”  

The keyword is poison pills, but the question is what a poison pill is?  In the 

financial world, a poison pill is a corporate strategy to prevent hostile takeovers.  

When a company has a poison pill, the acquirer is less attracted to the stock of the 

target company.  There are two types of poison pills: 

1. Flip-in: it allows existing shareholders to buy more shares at a discount price. 

2. Flip-over: it allows stockholders to buy the acquirer’s shares at a discounted 

price after the merger. 

Through research, we determined that more than 90% of the companies with poison 

pills do not have poison pill or its synonyms in their report.  The detailed plan is 

located in the Employee Stock Purchase Plan section of the report.  The rest of the 

companies without a poison pill just simply state that there is no poison pill.  The 

result and analysis is presented as following Table 5: 

Company Passage Relevance Analysis 

Citrix Systems, 

Inc. 

2015 

2015 Employee Stock Purchase Plan (ESPP) 

Our Board believes it is in our best interest 

and in the best interest of our shareholders 

that the 2015 ESPP be approved. 

Shareholders are requested in this proposal to 

approve the 2015 ESPP. Eligible employees 

have been granted options to purchase 

common stock under the 2015 ESPP 

beginning on January 16, 2015, with such 

options conditioned on approval of the 2015 

ESPP by our shareholders, and no additional 

offering of options to purchase stock under 

the 2005 ESPP will be made.  

The 2015 ESPP allows all full-time and 

certain part-time employees to purchase 

shares of Citrix common stock at a discount to 

fair market value. The 2015 ESPP is an 

True No keyword  

No synonym  
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important component of the benefits package 

that we offer to our employees. We believe 

that it is a key factor in retaining existing 

employees, recruiting and retaining new 

employees and aligning and increasing the 

interest of all employees in our success.  

ABM 

2016 

Approve Amendment of the 2004 Employee 

Stock Purchase Plan (ESPP) 

Under the ESPP, shares will be purchased at a 

price equal to 95% of the fair market value of 

one share of Common Stock on the day on 

which the shares are purchased. On December 

31, 2015, the closing price for the Common 

Stock of the Company was $28.47 per share. 

The number of shares of Common Stock that 

a participant purchase in each offering period 

is determined by dividing the total amount of 

payroll deductions withheld from the 

participant’s compensation during the offering 

period by the purchase price. Shares 

purchased pursuant to the ESPP are subject to 

a minimum holding period of six months 

following purchase before sale of the shares 

shall be permitted. 

True No keyword 

No synonyms 

Hewlett 

Packard 

Enterprise 

2015 

Stockholder Rights 

No “poison pill” (stockholders’ rights plan) 

True Exact keyword 

Intel 

Corporation 

2015 

The Board’s policy is to obtain stockholder 

approval before adopting any “poison pill.”  

If the Board later repeals this policy and 

adopts a poison pill without prior stockholder 

approval, the Board will submit the poison 

pill to an advisory vote by Intel’s stockholders 

within 12 months. If Intel’s stockholders do 

not approve the Board’s action, the Board 

may elect to terminate, retain, or modify the 

poison pill in the exercise of its fiduciary 

responsibilities. 

The Board has adopted a policy that the 

company will not issue shares of preferred 

stock to prevent an unsolicited merger or 

acquisition. 

True Exact keyword 

Table 5: Organization Result 
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5.3 Summary 

In this chapter, we represent a rule-based local knowledge base.  Within the local 

knowledge base, we implement four different parsing methods to analyze the 

financial document to retrieve the answer passages.  With our approach, the IDA 

System provides a more effective, accurate, and faster process in answer extraction.  
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Chapter 6 

Semantic Net 

6.1 Background and Introduction 

6.1.1 Background 

A semantic net presents knowledge in patterns between objects.  It can be 

represented by a graphic network with a node linking to other nodes with relations, 

where a node is an object, or concept, or other kind of entity.  In a semantic network, 

these nodes are represented by terms and their relationships to other terms in the 

network.  For example, to place the concept ‘website’ in a semantic net, one might 

begin by saying that it contains information, runs on computers, and serves users.  

The link types are ‘contains’, ‘runs on’, and ‘serves’, the nodes are ‘website’, 

‘information’, ‘computers’, and ‘users’ (Figure 10). 

 

Figure 10: Semantic 

Some semantic links manifest inheritance [67].  For example, if the network 

connects the node ‘teacher’ to the node ‘person’ with the link ‘is a’, then one can 
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infer that the properties of ‘teacher’ are inherited from those of ‘person’.  Inheritance 

conveys transitivity.  If a person is a female, then by transitivity a teacher is a 

female.  The basic idea is: 

If two words occur frequently in the same context, such as same page, 

paragraph, sentence, or part of speech.   

Then there must be some semantic relation between them 

Originally, semantic networks stem from the “existential graphs” introduced by 

Charles Peirce in 1896 to express logical sentences as graphical node-and-link 

diagrams [68].  Later on, similar notations have been introduced, such as conceptual 

graphs [69], all differing slightly in syntax and semantics.  Despite these differences, 

all the semantic network formalisms concentrate on expressing the taxonomic 

structure of categories of objects and the relations between them.   

6.1.2 Motivation 

Semantic networks have a lot to offer to data integration tasks.  They enable the 

identification of similarities between text attributes from difference sources, and 

improve the data integration accuracy and efficiency.  Semantic representation of 

text sources is more direct and the discovery of semantic mapping between the 

various sources and the medicated schema [70] is more straightforward.  

6.2 Our Approach 

This is a rule-based, language-independent technique for mapping textual fragments 

to arbitrary labels.  According to Hearst [50] [51], other than question answering, 
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information retrieval, and information extraction; one of the most important parts of 

text mining is Thesaurus Generation.  The knowledge-based query construction 

proposed here uses IDA knowledges rules.  The process is activated when IDA is 

triggered to generate some output, which is used as the input to the query construction 

process.  The rule retrieval function retrieves all the rules that were used in the 

decision.   

Basically, there are three type of knowledge: 

 Factual knowledge – facts, think data, such as information about employees, 

shareholders, company policy, etc., it is stored in the computer memory. 

 Sequential knowledge – set of steps in a specific order for each task.  The 

CPU processes instructions sequentially. 

 Logical knowledge – expressed in “If … Then” statement, it is rule based 

knowledge. 

As an example, consider the previous question “Does the compensation committee 

have policies and programs to recapture incentives from management in case of 

malfeasance?”  One of the question-dependent rules is presented below: 

IF there exists a term “recapture" AND a term "incentives"  

Then retrieve relevant passages 

Since there is no template provided by the SEC and the documents are written by 

different people and submitted by different companies, the IDA System is basically 

conducting text mining in a free text domain. A semantic network needs to be 
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developed specifically for the above question in order to match the key word 

“recapture,” which may be expressed by different terms, such as “recoup”, “deduct”, 

“take out", and “stuck off”.  See the following semantic network developed for this 

question. Similarly, the term "incentives" is also linked to other synonym terms such 

as “compensation”, “bonus”, and “salary” (Figure 11). 

The above semantic net is represented as a directed, labeled graph with nodes N = 

{n0, n1…ni} and links {(nj, nk, l) | nj, nk  N; l  label} where label = {is-a}.   

The networks also embed a set of synonyms, relations, and concepts relevant only to 

a particular question. If needed, we can use the data in the database to compute 

question related measurements.  Using the question “Compensation committee use 

industry standards to decide on type of compensation and level of compensation” as 

an example, the average salary level for a CEO in different industries may be 

different depending on the market value of the company.  By employing a set of pre 

calculated data stored in the database, the IDA System is able to find an appropriate 

compensation level for each CEO in a particular industry.   For example, the CEO’s 

average salary in a grocery company of a market value in the range of 100 million is 

different than the CEO's average salary in an IT industry of a market value in the 

range of 1000 billion.  With this question-dependent database, compensation 

standards in different industries can be easily located and retrieved for the purpose of 

passage analysis and retrieval. 
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Figure 11: Semantic Net 

6.3 Summary 

In this chapter, we present the rule-based, question-dependent local semantic net of 

the IDA system.  The implementation of the semantic net improves the performance 

of the IDA system. It allows the system to perform searches more efficiently, and 

accurately. 
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Chapter 7 

Fuzzy Logic 

7.1 Background and Introduction 

7.1.1 Background 

Fuzzy logic is a computing approach based on “degrees of truth” rather than the usual 

modern computer approach based on “true or false” (1 or 0) Boolean logic. 

The idea of fuzzy logic was first introduced by Dr. Lotfi Zadeh [71] in 1960s, Dr. 

Zadeh was working on the problem of a computer's understanding of natural 

language, which cannot be easily translated into the absolute terms of 0 and 1.  

German mathematician Dieter Klaua also introduced a fuzzy set theory with a graded 

membership predicate and a graded equality relation in 1965 [72].  At the same time, 

Salii [73] defined more general kinds of structures called L-relations, which he 

studied in an abstract algebraic context.   

There are many mathematical constructions similar to or more general than fuzzy 

sets. Since fuzzy sets were introduced in 1965, a lot of new mathematical 

constructions and theories treating imprecision, inexactness, ambiguity, and 

uncertainty have been developed. Some of these constructions and theories are 

extensions of fuzzy set theory, while others try to mathematically model imprecision 

and uncertainty in a different way [74] [75] [76].  

Fuzzy logic that includes 0 and 1 are extreme cases of truth (or “the state of matters” 

or “fact”) but also includes the various states of truth in between so that, for example, 
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the result of a comparison between two things could be not “tall” or “short” but “.38 

of tallness.” 

Fuzzy logic seems closer to the way our brains work.  We aggregate data and form a 

number of partial truths which we aggregate further into higher truths which in turn, 

when certain thresholds are exceeded, cause certain further results such as motor 

reaction.  A similar kind of process is used in an artificial computer neural network 

and expert systems. 

It may help to see fuzzy logic as the way reasoning really works and binary or 

Boolean logic as simply a special case of it. 

7.1.2 Motivation 

A good strategy in data mining and classification tasks is to use the simplest 

description of the data that does not compromise accuracy: extract crisp logical rules 

first, use fuzzy rules if crisp rules are not sufficient, and only if the number of logical 

rules required for high accuracy of classification is too large use other, more 

sophisticated tools. In many applications simple crisp logical rules proved to be more 

accurate and were able to generalize better than many machine and neural learning 

algorithms [52]. In other applications fuzzification of logical rules gave more accurate 

results [53]. Crisp logical rules may be converted to a specific form of fuzzy rules 

(Sect. VIII) and optimized using gradient procedures, providing higher accuracy 

without significant increase of the complexity or decrease of comprehensibility of the 

rule-based system. 
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Fuzzy logic allows for a set membership value to range (inclusively) between 0 and 1, 

and anything in between representing linguistic and imprecise term like “slightly”, 

“quite”, and “very” [77].  Specifically, it allows partial membership in a set.  It is 

related to fuzzy sets and possibility theory.  Fuzzy logic is a form of multi-valued 

logic derived from fuzzy set theory to deal with reasoning that is both robust and 

approximate rather than brittle and exact.  In contrast with “crisp logic”, where 

binary sets are either true or false, fuzzy logic variables may have a truth value that 

ranges in degree between 0 and 1.  Furthermore, when linguistic variables are used, 

the degrees may be managed by specific functions. 

7.2 Our Approach 

Many decision-making tasks of investors are too complex to be understood 

quantitatively.  However, humans succeed by using knowledge that is imprecise 

rather than precise.  Fuzzy logic refers to a logic system which represents knowledge 

and reasons in an imprecise or fuzzy manner for reasoning under uncertainty. 

The basic fuzzy reasoning process in our IDA is summarized below: 

 FUZZIFICATION: convert numeric data to literate words using fuzzy 

membership functions, and determine the degree of truth for the word.  It 

calculates the degree to which the input data match the condition of the fuzzy 

rules. 

 INFERENCE: the truth value of the condition of each rule is computed using 

AND, NOT, or OR, and applied to the conclusion part of each rule.  The 

result is one fuzzy subset to be assigned to the output variable for each rule.  
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The output of each rule is scaled by the rule condition’s computed degree of 

truth. 

 COMPOSITION: all of the fuzzy subsets assigned to the output variable are 

combined together to form a single fuzzy.  The operation SUM takes the 

point wise sum over all of the fuzzy subsets. 

 DEFUZZIFICATION: convert the fuzzy output set to a numeric value.  IDA 

uses the MAXIMUM method.  It selects the maximum value of the fuzzy 

sets as the crisp value for the output variable. 

For example, the question “Director must accumulate meaningful amount of stock”.  

Let us assume we need to convert a specific stock amount value into linguistic terms 

such as low, average, and high.  We define the following fuzzy member functions: 

Qlow(x), Qavg(x), and Qhigh(x) where Q is the quantity of directors’ stock. 

With a tool like fuzzy reasoning, IDA is able to handle any specific number and to 

convert it into vague and imprecise linguistic term.  It is a very critical step since 

many rules in the knowledge base and cases in the case base are often expressed in 

vague and imprecise language.  In the Figure 12 below, low, average, and high 

represent a percentage scale of common stock shares owned by all executive officers 

and directors as a group over total outstanding common stock in a company. 
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Figure 12: Fuzzy Logic Common Stock 

7.2.1 Case Study 1 

We test the question “Director must accumulate meaningful amount of stock.” using 

fuzzy reasoning.  We retrieve relevant information from companies’ SEC 

documents, such as stock holding tables (Index A) for the following companies: 

 Facebook: At the close of business on March 24, 2014, we had 1,991,090,546 

shares of Class A common stock outstanding and 572,806,544 shares of Class 

B common stock outstanding and entitled to vote. Holders of our Class A 

common stock are entitled to one vote for each share held as of the above 

record date. Holders of our Class B common stock are entitled to ten votes for 

each share held as of the above record date.  Based on the stock table for 

Facebook, in fiscal year 2014, all executive officers and directors as a group 

of Facebook owns 18,481,389 shares of class A common stock, and 

484,943,817 shares of class B common stock, which is about 9.11% of the 

total class A common stock, about 84.66% of class B common stock.  
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25.99% for both.  When converted to meaningful word, it is very high 

compared to the average based on the experiments.  

 3M CO: Each share of our common stock outstanding as of the close of 

business on March 13, 2015, the record date, is entitled to one vote at the 

Annual Meeting on each matter properly brought before the meeting. As of 

that date, there were 635,316,881 shares of common stock issued and 

outstanding.  The stock table for 3M includes all 3M stock-based holdings, 

as of February 28, 2015, of the directors and the Named Executive Officers 

set forth in the Summary Compensation Table, and the directors and executive 

officers as a group.  For 3M CO, all directors and executive officers as a 

group owns 3,139,993 shares, which is 0.49% of total outstanding in fiscal 

year 2014.  It is low. 

 ALCOA: In fiscal year 2014, all directors and executive officers as a group of 

Alcoa owns 5,776,639 shares of common stock, 0.47% of total shares.  It is 

low. 

 American Express: All current directors, nominees and executive officers 

owns 0.96% of total outstanding common stock in fiscal year 2014.  It is 

about the average. 

It is not possible to give a true false answer in the case.  No crisp logic can be 

applied here.  Fuzzy reasoning is represented in the process.  The following Figure 

13 shows four companies’ director stock percentage, and Table 6 represents the 

numeric data in literal words. 
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Figure 13: Director Stock Comparison Chart 

 

Company Numeric Data Literal Word 

Facebook 25.99% Very High 

3M 0.49% Low 

ALCOA 0.47% Low 

AMEX 0.96% Average 

Table 6: Director Stock Comparison 

7.2.2 Case Study 2 

We also studied another question: “Meaningful limits on director compensation.”  

What is a “meaningful limit” on director compensation?  According to the Internal 

Revenue Code, under section 162(m) [78], many equity plans will include per-person 

grant limits to enable compensation to be treated as performance-based 

compensation, which is reasonable, and has a meaningful limit.  Companies that set 

such limits should ensure that they are set low enough to be “meaningful”, yet high 

enough so that they will not be exceeded inadvertently.  As the company grows each 

year, director compensation is likely to increase.  The company should consider such 
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growth in setting limits of director compensation and submitting to shareholders.  

The limits should be revisited on an annual basis to ensure it remains meaningful and 

will not be exceeded.  Also, the limit should be in the procedures at the time director 

compensation is set to ensure that it will not exceed the limit approved by 

shareholders. 

Director compensation that is most likely to be viewed as unreasonably high (e.g., 

director compensation that is above the 90th percentile, and significantly more than 

the median director compensation, of its peer group), without a compelling rationale 

for such pay. Companies should evaluate director compensation, especially in light of 

that paid to peers’ directors. Companies should also explain in the annual proxy 

statement any special circumstances or attributes of the board that would justify 

special pay.  

How to decide a limit?  There are different ways:  

1. a fixed dollar amount limit  

2. a percentile limit relative to peer companies or an index/industry median 

3. a limit relative to historic director compensation 

A meaningful limit that applies to both equity and cash compensation could, for 

example, provide that the maximum number of shares of common stock subject to 

awards that are granted during a single fiscal year to any nonemployee director, taken 

together with any cash fees paid to such nonemployee director during the fiscal year, 

shall not exceed a certain percentage in total value. The total value should be based 
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on an objective formula, such as the grant date fair value of such awards for financial 

reporting purposes.   

7.2.2.1 Facebook  

In June 2014, a shareholder plaintiff filed a derivative action against the directors and 

several officers of Facebook. Complaint, Espinoza v. Zuckerberg, C.A. No. 9745 

(Del. Ch. filed June 6, 2014). In that case, the plaintiff alleges that the Facebook 

board of directors unjustly enriched themselves, breached their fiduciary duties, and 

wasted the company’s assets by awarding themselves excessive compensation under 

Facebook’s 2012 Equity Incentive Plan. In 2013, Facebook’s nonemployee directors 

received, under the plan, an average of $461,000 in equity compensation, which the 

plaintiff claims were excessive relative to the company’s peers. The plaintiff also 

contends that the plan’s individual limit (of 2.5 million shares) is not meaningful 

because, at Facebook’s then-current stock price, the board could theoretically grant 

each director up to approximately $145 million worth of equity. 

From the search result, we found the following facts: 

Non-Employee Director Compensation Arrangements 

Each non-employee member of our board of directors receives an annual retainer fee 

of $50,000. Prior to October 1, 2013, the chair of our audit committee received an 

additional annual retainer fee of $20,000. Effective October 1, 2013, members of our 

audit committee (other than the chair) receive an annual retainer fee of $20,000, and 

the chair of our audit committee receives an annual retainer fee of $50,000.  
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On September 13, 2013, our board of directors approved an annual grant of 7,742 

RSUs to each non-employee director, which is equal to $300,000 divided by the 

average daily closing price of Facebook Class A common stock in August 2013. 

These RSUs vest on May 15, 2014 so long as the non-employee director is a member 

of our board of directors on such date.  The following Table 7 represents each 

director’ total  

 

Table 7: Facebook 2013 Directors Compensation 

 

The following Table 8 presents, for each of the named executive officers, information 

regarding outstanding stock options and RSUs held as of December 31, 2013. 

 

Table 8: Facebook 2013 Executive Officers Compensation 

 

7.2.2.2 Celgene Corporation 

In October 2014, a derivative action was filed against the directors and officers of 

Celgene Corporation. The complaint asserts claim for breach of fiduciary duty, waste, 



75 

 

 

 

and unjust enrichment stemming from allegedly excessive director compensation in 

2012 and 2013. In 2012, the Celgene nonemployee directors received, under the 

company’s stock plan, average total compensation of $502,484. In 2013, that average 

was $833,119. The plaintiff claims these awards were excessive relative to the 

company’s peers, who averaged approximately $320,000 and $350,000 in per-

director compensation in 2012 and 2013. The plaintiff also attacks the stock plan’s 

1.5-million-share individual limit as “illusory” and not “meaningful” because, at the 

company’s then-current stock price, the board could theoretically grant each director 

up to about $145 million worth of equity. 

As described more fully below, the following Table 9 summarizes the annual cash 

compensation for the Non-Employee Directors serving as members of our Board of 

Directors during fiscal 2012.  

 

Table 9: Celgene 2012 Directors Compensation 

As described more fully below, the following Table 10 summarizes the annual 

compensation for the Non-Employee Directors serving as members of our Board of 

Directors during fiscal 2013.  
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Table 10: Celgene 2013 Directors Compensation 

 

The following Table 11 sets forth information regarding compensation earned by our 

NEOs for the fiscal years ended December 31, 2014, 2013, and 2012.  

  

Table 11: Celgene 2012 – 2014 NEOs Compensation 
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7.2.2.3 Intel 

NON-EMPLOYEE DIRECTOR AWARDS 

Each year, each non-employee director may be granted awards for a number of shares 

established by the Board, but the number of shares subject to such awards may not 

exceed 100,000 shares each fiscal year. This limit is subject to adjustment to reflect 

stock splits and similar changes in Intel’s capitalization. Subject to limits in the plan 

terms, the Board has the discretion to determine the form and terms of awards to non-

employee directors. Our current practice is to grant each non-employee director a mix 

of RSUs and OSUs each January with target value of approximately $220,000. 

7.3 Summary 

In this chapter, we equipped IDA System with fuzzy reasoning mechanism that 

employs fuzzy logic and reasoning to measure partial truth values of matched rules 

and data.  With fuzzy inference, it allows for set membership values, and conversion 

of numeric data to literate words.  It is a very critical step since many rules in the 

knowledge base and cases in the case base are often expressed in vague and imprecise 

language. 
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Chapter 8 

Machine Learning 

8.1 Overview 

In the case that no matching answer can be found after all the above steps, the IDA 

System will then search the semantic net with the relevant word(s) to find the 

matching synonyms.  Once the match is found, the IDA System will go through the 

above steps in 3.2 – 3.3 to seek the answer to the question.  These steps will repeat 

until the matching answer is found.  Once the answer is found, the relevant passages 

we used from the semantic net will be saved to the local knowledge base for the 

question, so it can be reused as a relevant passage in the future search for this 

particular question.  

In such cases, we use Case-based reasoning (CBR) - the machine learning algorithm 

used to seek answers for new companies based on the solution for similar past 

companies for the same question.  The roots of CBR was traced to the work of by 

Riesbeck and Schank [54]: 

“A case-based reasoned solves problems by using or adapting solutions to old 

problems.” 

The CBR-cycle comprises 4 steps [79] [80]:  

 Retrieve:  Given a target question, pick a company, retrieve from memory 

cases relevant to seek the answers.  A case consists of keywords of 
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questions, from the financial document of a company, and how the answer to 

the questions were derived.   

 Reuse: Map the solution from the previous case to the target problem.  This 

may involve adapting the solution as needed to fit the new situation.   

 Revise: Having mapped the previous solution to the target situation, test the 

new solution and, if necessary, revise.  For example, new, and similar words 

need to be added to the semantic net. 

 Retain: After the solution has been successfully adapted to the target problem, 

store the resulting experience as a new case in memory.   

There is a set of principles which guide the action of the CBR-cycle: 

 retrieve relevant passages from synonyms database to use it in seeking an 

answer to the current question from a company’s document 

 attempt to reuse the relevant passage retrieved from a previous case 

The following section will show how the application uses this set of principles to 

solve the problem. 

8.1.1 Similarity 

We select the following question for this experiment: “The board provides golden 

parachutes or employment agreements that protect executive officers”.  The 

keywords highlighted in the question are: “employment agreements”, “golden 

parachutes”, and “executive officers”.  After multiple searches were done for 

different companies, we found out when the answer has “employment agreements”, it 
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might or might not have “golden parachutes”.  In general, they have no relation to 

another; only in the financial industry, they can be treated as similar factors for 

seeking an answer to the question.   

We also found that there are multiple similar attributes in most of the answers 

whether or not it contains both “employment agreements” and “golden parachutes”, 

or it just contains one; attributes such as, “executive officers”, “change in control 

benefits”, “termination”, and “severance arrangements” etc., or with their synonyms.  

Answers examples like: 

 For Intel, “Intel does not provide employment agreements, severance 

arrangements, or change in control benefits to executive officers” 

 For Chevron, “No golden parachutes or golden coffins for NEOs (Chevron’s 

named executive officers)”. 

 For Caterpillar, “Caterpillar does not have any pre-existing severance 

agreements or packages (such as golden parachutes) under which payments 

are to be made to any NEO upon a termination of employment or change in 

control” 

Based on the above experiment, the IDA System develops a process to determine the 

similarities of all the attributes in the question and in the target passage retrieved from 

companies’ financial documents.  This measure may be multiplied by some weight 

factors.  Then the sum of the similarity of all attributes is calculated to provide a 

measure of the similarity of the key word(s) from the question to the relevant 
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passages in the synonyms database.  This can be presented by the following 

equation: 

 Similarity (S, T) = (Si) x w1i / (Ti) x w2i 

Where S is the source case; T is target case; n the number of attributes in each case; i 

an individual attribute (key word) from 1 to n; f a similarity function for attribute i in 

cases S and T; and w1 is the similarity weighting of attribute i in the source case, w2 

is the similarity weighting of attribute i in the target case. 

Similarities fall within a range of zero to one, one is an exact match, and zero is 

completely dissimilar. 

Once a target passage has been accepted as the matching answer to the question, the 

attributes in the target passage are entered into the IDA System’s local knowledge 

base for future use, thus, completing the CBR-cycle. 

8.2 Analogical Learning and Reasoning 

Analogical learning is concerned with the improved performance of a system over 

time without much human intervention. Over the past several years, analogical 

reasoning and learning have grown to become a central research subject in artificial 

intelligence. Researchers believe that analogical problem solving (case-based 

reasoning) provides a promising approach for the acquisition and effective use of 

knowledge. It is a heuristic approach in which reasoning can be guided, solutions to 

unfamiliar problems can be constructed, and abstract knowledge can be generalized.  

In the domain of text extraction and analysis, there is no way of predicting every 

possible word/term used in the required SEC filings by thousands of corporations. 
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More often than not, the IDA may encounter a word that was not provided initially in 

the knowledge bases. Traditional text and analysis systems are brittle, requiring 

human intervention to handle data which has not been forethought, or which is at the 

edge of the system domain. They work appropriately only in the narrow areas of 

knowledge provided to knowledge engineers in advance, and require substantial 

human assistance to compensate for even slight variations in representations or 

descriptions.  In response to these difficulties, IDA employs analogical learning and 

is able to benefit from the experience and knowledge accumulated in its previous 

cycles of text processing and analysis. In what follows, we discuss two important 

ways of evaluating similarity: semantic and structural similarity evaluation.  

8.3 Semantic Network Search and Match 

We developed a semantic network for each question under consideration in order to 

handle question-dependent text retrieval and analysis. In order to describe the process 

of analogical learning and retrieval in a concise way, we define the following terms: 

 Case Base {C} : = <C1><C2>.. <Ci>...<Cn> 

 Case Ci            : = <Di><Wi> 

 Word Wi          : = <wi1><wi2>..<wij> .. <wim> 

 Description Di  : = <di1><di2>..<dij>... <dis> 

Where wij and dij represent the jth word and the jth descriptor of a case Ci respectively. 

Let Cnew be a new case. The basic algorithm used in IDA can then be described as 

follows: 
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 Interpret Dnew of Cnew and classify it in terms of the descriptors Dj, where Dj  

Cj, Cj  {C}. 

 Compute the similarity score, S(Dnew,Dj), find a case with the highest S(Dnew, 

Dh). 

 Select and modify a word wh  Dh to wnew with respect to Dnew. 

 Determine the suitability of wnew.  

 If satisfied, construct a complete case Cnew which consists of Dnew provided by 

the user and wnew constructed by the system. 

 Integrate Cnew into {C} and insert wnew into the key word list. 

 If not satisfied, choose an alternative case.  Try again.   

The overall organization of index hierarchies in IDA ensures that conceptually similar 

words can be located quickly and made available.  In addition to the conceptual 

evaluation process, the similarity evaluation function also employs the feature 

matching process in the cases of conceptual identity and conceptual irrelevancy. The 

similarity match scores, in the computation of feature matching, are determined by a 

combination of the number of features in common and the relative importance, 

expressed by weights, of those features. More formally, the feature matching 

calculation can be described as follows. 

Let N be a new case with m features,   

               N = {n1 n2 ... nm}   
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       O be an old case with s features,  

               O = {o1 o2... os} 

       CF denote a common feature set    

               CF = {c1 c2 .. ck} where k  min(m,s) 

               CF = C  CF  c  N  c  O   

Thus, a similarity score of a new case N is given as: 

S(N,O) =   1  i  k 

Where i is a weight assigned to the ith feature of CF. 

The basic idea behind feature matching is the prototypically which assumes the cases 

in the same class would approximately share the same features.  A survey of the 

cognitive literature suggests that people never use all data in memory when faced 

with a problem.  Rather, people recognize, extract, and compile from the data a 

limited set of features and use it to recall relevant experience.  The feature matching 

process is a computational implementation of this aspect of human analogical 

problem solving.  In the case of conceptual identity, the feature matching method can 

further discriminate and rank the conceptually identical cases at more specific levels. 

As an illustration, consider the following words, “executive officers”, “board of 

directors”, “CEO”, “CFO”, “management” and “Chairman of the board”.  These 

terms would not be classified as synonyms by a traditional semantic network or a 

dictionary.  With the similarities shared in a financial domain in general and SEC 

filings in particular, we group them together to form a local semantic network.  Once 
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a new synonym is found, IDA inserts it into appropriate a key word list and therefore, 

automatically amends its ability to analyze and process SEC filings in the future.  

Thus, future searches would not be necessary and processing time is reduced.  Over 

time, IDA will demonstrate its improved IQ and learn from its experiences. 

8.4 Conceptual Similarity Evaluation and Match 

Conceptual similarity in this domain refers to words/phrases with similar conceptual 

meanings, but may not be considered relevant when looked at separately.  The 

conceptual similarity can be discovered by analyzing the structure and placement of 

words.  Two words may look quite different in a traditional way; they may share 

conceptual similarity in a particular context.  To implement this approach, IDA 

parses and stores the major components of passages into a template consisting of 

several slots.  IDA then conducts a similarity match for the words in corresponding 

slots.  If the majority of the slots turn out to be similar except one, we may conclude 

the unrecognized word is a synonyms wit relation to its corresponding counterpart.  

To illustrate this approach, consider the following paragraphs extracted from several 

companies’ fillings: 

• “Intel does not provide employment agreements, severance arrangements, or 

change in control benefits to executive officers”  

• “Caterpillar does not have any pre-existing severance agreements or 

packages (such as golden parachutes) under which payments are to be 

made to any management staff upon a termination of employment or 

change in control”  
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•  “Chevron does not provide golden parachutes or golden coffins for CEO 

upon a termination”. 

By way of slot comparisons and analysis, the term golden parachutes is similar to 

severance arrangement. Once identified and recognized, the new word “golden 

parachutes” is inserted into the key word list associated with its semantic network 

designed for this particular question.  Conceptual similarity can also be identified by 

the placement of passages and words in similar documents or sections.  Once a 

target passage has been accepted as the matching answer to the question, the 

attributes in the target passage are entered into the IDA System’s local knowledge 

base for future use. 

8.5 Summary 

In summary, case-based reasoning can adapt old solutions to meet new demands, 

using old cases to explain new situations and using old cases to critique new solutions 

which will improve the performance of the IDA System. 
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Chapter 9 

Implementation and Evaluation 

9.1 Implementation 

To evaluate the performance of our proposed system, we developed a local 

knowledge base and searching engine testbed with one DELL PowerEdge T420 

server that was configured with 2X Intel Xeon E5-2400 processors with 128GB ECC 

RAM and a 1.5TB hard drive.  We installed Ubuntu server 14 on server to achieve 

max performance. 

The local knowledge base is implemented on MySQL database community server 

v5.0, it is an open-source relational database management system with high 

performance that can handle the massive database operation we need. 

When we perform the search, if keywords cannot be found in a searched document, 

the system will try to get synonyms from a semantic net which is discussed in 

Chapter 6, if no synonyms are found in local the knowledge base as well, a request 

will be sent to a public semantic net try to get synonyms from outside of the local 

environment.  The search engine then uses the synonyms from the external database 

to perform the search, and also saves the new synonyms to the semantic net. Once the 

result is retrieved, the same result will be saved to the local knowledge base for future 

use.   

The local knowledge base will keep growing each time we perform a search, and each 

time new rules are found.  The system also automatically copies the synonyms from 

the external database to the local semantic net to improve the system performance, 



88 

 

 

 

and the system eventually can work offline to a certain degree once all synonyms 

have been copied to the local semantic net, we can then run the system offline without 

connecting to internet for semantic net synchronization. 

The IDA System was developed using JavaFx based on Java 7.0 to make sure it could 

run OS independently.  The system was also written as a Java API, JavaFX 

application code which can reference APIs from any Java library.  

JavaFX 2.2 and later releases are fully integrated with the Java SE 7 Runtime 

Environment (JRE) and the Java Development Kit (JDK).  Because the JDK is 

available for all major desktop platforms (Windows, Mac OS X, and Linux), JavaFX 

applications compiled to JDK 7 and later also run on all the major desktop platforms.  

Shown in Figure 14 [81]. 

 

Figure 14: JavaFX Architecture 

 

The JavaFx application for the IDA System is a user friendly interface, it is very easy 

for the end user to retrieve documents, analyze information and display reporting.  It 

contains the following modules: 

• Document import: Documents can be imported form a website directly or 

imported from a file system. 
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• Search and Analysis module: Built Lucent search engine allows easy user 

indexing, searching, and ranks answers to any pre-defined questions.  

• Machine learning: Case-based reasoning is used here for machine learning 

mechanism, if the analysis module didn’t find any answers for the 

question, new synonyms will be retrieved from the global knowledge 

database (campus built) based on CBR methodology.  

• Reporting: All analysis data will be displayed to the user via the reporting 

module for easy understanding.  Results will be saved to the database for 

the purpose of further accuracy analysis.  

9.2 Performance Evaluation 

In this section, we present the evaluation setup of the local knowledge base.  We 

also perform and display the evaluation results of all three methods, and a comparison 

evaluation result between is also performed. Compared to the manual process 

approach, the IDA System reduces the time needed from 5-6 hours to a few minutes 

per company for all the questions.  Table 12 shows the evaluated metrics. 

 

Table 12: Evaluation Metrics 
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The performance of the IDA System is striking, given its simplicity and the time 

needed to analyze a company’s proxy statement.  By employing the knowledge-

based approach, the IDA System offers a solution to the problem of text explosion by 

replacing or supplementing the human user with automated answer extraction 

processes.  Instead of conducting a large-scale, brute-force search in unstructured 

text, the IDA System applies a controlled, knowledge-guided text mining approach 

that avoids the overabundance problem.  Thus, document retrieval is guided, 

question decomposition and analysis is a priori fixed and answer extraction can be 

performed automatically, or with a little assistance from humans.  By using domain-

restricted and question-specific approaches, problems of syntactic processing 

(parsing), semantic analysis, and contextual analysis commonly seen in natural 

language processing can be managed effectively. 
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Chapter 10 

Concluding Remarks 

In summary, we proposed, developed and tested an Intelligent Document Analysis 

System to help individual and institutional investors to evaluate the corporate 

governance practices of individual companies.  The work reported in this paper has 

discussed several important issues in intelligent text mining, machine learning, fuzzy 

reasoning and information retrieval, has proposed and implemented solutions to these 

questions, and has demonstrated the usefulness and feasibility of these solutions 

through the design of the IDA System.   
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