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In this dissertation, I investigate a number of algorithmic approaches in the quantum computational regime to solve mathematical problems. My problems of interest are the graph isomorphism and the graph automorphism problems, and the complexity of memory recall of Hopfield network. I show that the hidden subgroup algorithm, quantum Fourier sampling, always fails, to construct the automorphism group for the class of the cycle graphs. I have discussed what we may infer for a few non-trivial classes of graphs from this result. This raises the question, I have discussed in this dissertation, whether the hidden subgroup algorithm is the best approach for these kinds of problems. I have given a correctness proof of the Hen-Young quantum adiabatic algorithm for graph isomorphism for cycle graphs. To the best of my knowledge this result is the first of its kind. I also report a proof-of-concept implementation of a quantum annealing algorithm for the graph isomorphism problem on a commercial quantum annealing device. This is also, to the best of my knowledge, the first of its kind. I have also discussed the worst-case
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## Chapter 1

## Introduction

In Quantum mechanical computers, Feynman suggested that one of the potential applications of quantum computers will be the simulation of quantum physics. If we abstractify the idea, simulating physics is solving certain mathematical problems. Apart from that, there are mathematical problems which are interesting in their merit. So, if we are able to build quantum computers which can solve general mathematical problems, it would have wide applications in our real lives. It is natural to ask whether quantum information science help us in having better standing of yet unsolved mathematical problems. Moreover, one may also ask whether a solution in quantum regime can be better than the best known classical solutions. One such example is the Shor's algorithm. We have had very few progress since Shor's. Why are not we seeing such progress for most of the other unsolved mathematical problems? To answer to that question, we have to understand the structure of the problems in quantum regime better. Moreover, we also need to set near term goals using quantum enhancements in classical problem solving as we are still at the early stage of building universal quantum computers. In this dissertation I ask and answer when graph isomorphism, an old open mathematical problem, is easy and impossible to solve in quantum computation for selected classes.

### 1.1 Outline and Summary of Results

I have given a preliminary background in Graph Theory, Pseudo-Boolean optimization, Representation Theory, Quantum Fourier Transformation, and Quantum Adiabatic Algorithms in Chapter 2. Following the chapter, I present the following new results in the next four chapters.

## Chapter 3: Graph Automorphism and Hidden Subgroup Algorithms

 shows that the hidden subgroup approach (both strong and weak quantum Fourier sampling) always fails for cycle graph automorphism problem. Then, I have shown how to determine non-trivial classes of graph automorphism problems for which the same technique also always fails.
## Chapter 4: Graph Isomorphism and Quantum Adiabatic Algorithms gives

 the first correctness proof of the Hen-Young quantum adiabatic graph isomorphism algorithm for cycle graphs. I have shown that the time for adiabatic evolution to find the configuration of a graph grows in the cubic power of the size of the input graphs.Chapter 5: Graph Isomorphism and Quantum Annealing gives the first ever experimental implementation of a quantum annealing algorithm for graph isomorphism using manufactured spins. I have also shown that, for $\frac{n-1}{2}$-regular graphs, the requirement on the number of physical spins becomes worse.

Chapter 6: Hopfield Network and Quantum Annealing shows that we can achieve exponential memory capacity for a Hopfield network if we implement the memory recall phase using quantum annealing. We have also implemented it using
a commercial quantum annealer.

## Chapter 2

## Preliminaries

### 2.1 Graph Theory

Most of the work presented in this dissertation involves the graph isomorphism and automorphism problems. So, it would be appropriate to start the background chapter with a few concepts of graph theory. Most of the materials in this section are reproduced from the very well written book by Bollobás [30]. The materials I have covered do not constitute a comprehensive coverage on graph theory, rather they are only related to the problems I have approached in this dissertation.

Definition 1 (Graph). A graph $G$ is an ordered pair of disjoint sets $(V, E)$ such that $E$ is a subset of the set $V^{(2)}$ of unordered pairs of $V$.

We call $V$ as the set of vertices, and $E$ as the set of edges. Each element of $E$ connects two elements of $V$. A graph is directed of the edge $\left(v_{i}, v_{j}\right)$ is an element of $E$ but $\left(v_{j}, v_{i}\right)$ is not for all $i$ and $j$. A simple graph does not have loops or multi-edges. This dissertation only focuses on questions defined on simple undirected graphs.

A graph can be partitioned in more than one ways. They are defined as follows.

Definition 2 (Vertex partition). The vertex partition $P=P_{1}, \ldots, P_{i}, \ldots$ of a graph $\Gamma=(V, E)$ is a partition over $V$ such that $\bigcup_{i} P_{i}=V$.

Definition 3 (Edge partition). The edge partition $Q=Q_{1}, \ldots, Q_{i}, \ldots$ of a graph $\Gamma=(V, E)$ is a partition over $E$ such that $\bigcup_{i} Q_{i}=E$.

Definition 4 (Regular coloring). A coloring $C$ of a graph $\Gamma$ is called regular if i) any two vertices in $P_{i}$, are the end vertices of the same number of edges in $Q_{j}$ for all $i, j$ and ii) any two edges in $Q_{j}$ have the same number of end vertices in $P_{i}$ for all $i$ and $j$.

The study of the automorphism group of a graph is a very active area of research. I present a few basic related definitions as follows.

Theorem 1 (Orbit theorems [172]). Let Aut $(\Gamma)$ be the automorphism group of the graph $\Gamma=(V, E)$. The orbits of $A u t(\Gamma)$ on vertices and edges are the partitions,

$$
\begin{align*}
& P=\{\{g v \mid g \in \operatorname{Aut}(\Gamma)\} \mid v \in V\} \\
& Q=\{\{g e \mid g \in \operatorname{Aut}(\Gamma)\} \mid e \in E\} \tag{2.1}
\end{align*}
$$

$(P, Q)$ maintains the regularity condition from Definition 4.

In 1971 Conway introduced the following theorem [43]. Complete proofs of the Theorem 2 are given in $[133,23,107]$.

Theorem 2. An arc-transitive group of automorphism Aut $(\Gamma)$ of a d-valent graph $\Gamma(d \geq 2)$ has exactly $d-1$ orbits in its action on the set of all $G$-consistent cycles.

Conway's theorem was generalized in [36] as follows.

Theorem 3. Let $G$ be any subgroup of the symmetric group $S_{n}$. Let $X$ be the set of all cycles occurring in the elements of $G$. Then $G$ has exactly $n$ orbits in its action on $X$ by conjugation.

Definition 5 ( $k$-clique). A $k$-clique is defined as the completely connected subgraph of size $k$ in a graph.

I also define $k$-tree in this section [89].

Definition 6 ( $k$-tree). - The complete graph on $k$ vertices is a $k$-tree.

- A $k$-tree $G$ with $n+1$ vertices ( $n \geq k$ ) can be constructed from a $k$-tree $H$ with $n$ vertices by adding a vertex adjacent to exactly $k$ vertices that form a $k$-clique in $H$.
- No other graphs are $k$-trees.

The partial $k$-tree is a generalization of $k$-tree.

Definition 7 (Partial $k$-tree). A graph $G$ is a partial $k$-tree if and only if $G$ has a treewidth at most $k$.

The tree decomposition of a graph is defined as follows [89].

Definition 8 (Tree decomposition). A tree decomposition of a graph $G=(V, E)$ is a pair

$$
\left(\left\{X_{i} \mid i \in \mathbb{Z}^{+}\right\}, T=\left(\mathbb{Z}^{+}, M\right)\right)
$$

where $\left\{X_{i} \mid i \in \mathbb{Z}^{+}\right\}$is a collection of subsets of $V$ (also called bags), and $T$ is a tree, such that:

- $\bigcup_{i \in \mathbb{Z}^{+}} X_{i}=V$
- $(u, v) \in E \Longrightarrow \exists i \in \mathbb{Z}^{+}$with $u, v \in X_{i}$
- For all vertices $v \in V,\left\{i \in \mathbb{Z}^{+} \mid v \in X_{i}\right\}$ induces a connected subtree of $T$.
- $M$ is the set of edges in the tree.

The treewidth of a graph is defined as follows.

Definition 9 (Treewidth). Let the width of a tree decomposition $\left(\left\{X_{i} \mid i \in \mathbb{Z}^{+}\right\}, T=\left(\mathbb{Z}^{+}, M\right)\right)$ be $\max _{i \in \mathbb{Z}^{+}}\left|X_{i}\right|-1$. The treewidth of a graph $G, t w(G)$, is the minimum width over all tree decompositions of $G$.

Now I like to define the concept of frames $[115,38]$.

Definition 10 (Frame). A nonempty set $S$ of independent vertices of the graph $G$ is called a frame of $G$ if $G-S^{\prime}$ is connected for any $S^{\prime} \subseteq S$.

If $|S|=k$ it is called a $k$-frame.
Kyaw [115] has given the following sufficient condition for a graph being $k$-tree.

Theorem 4. Let $G=\{V, E\}$ be a connected graph and $k(\geq 2)$ an integer. If

$$
\begin{equation*}
d_{G}(S)+\sum_{i=2}^{k+1}(k-1)\left|N_{i}(S)\right| \geq n-1 \tag{2.2}
\end{equation*}
$$

for every $k+1$-frame $S$ in $G$, then $G$ has a $k$-tree.

Here, $d_{G}$ is defined as follows. For any nonempty subset $S$ of $V, d_{G}(S)=$ $\sum_{s \in S} d_{G}(s) . \quad d_{G}(s)$ is the degree of the vertex $s \in V$ in $G$. Moreover, $N_{i}(S)$ is defined as $N_{i}(S)=\left\{v \in V:\left|N_{G}(v) \cap S\right|=i\right\} . N_{G}(u)$ is defined as $N_{G}(u)=$ $\{v \in V:(u, v) \in E\}$ for a given $u \in V$.

### 2.1.1 Isomorphism and automorphism

The graph isomorphism and automorphism problems are two of the oldest problems in combinatorics. The formal statement of the graph isomorphism problem goes as follows as mentioned in [68].

Definition 11 (Graph isomorphism (GI)). Given two graphs, $\Gamma_{1}=\left(V_{1}, E_{1}\right)$ and $\Gamma_{2}=\left(V_{2}, E_{2}\right)$, does there exist a bijection $f: V_{1} \rightarrow V_{2}$ such that $\forall a, b \in V_{1},(a, b) \in$ $E_{1} \Longleftrightarrow(f(a), f(b)) \in E_{2}$ ?

Here, $V_{1}$ and $V_{2}$ are the sets of vertices and $E_{1}$ and $E_{2}$ are the sets of edges of $\Gamma_{1}$ and $\Gamma_{2}$ respectively.

Graph automorphism is a special version of Definition 11 when $\Gamma_{1}=\Gamma_{2}$.

Definition 12 (Graph automorphism (GA)). Given a graph $\Gamma=(V, E)$, the automorphism group are $\Gamma \rightarrow \Gamma$ isomorphisms; they form the subgroup Aut $(\Gamma)$ of the symmetric group $S_{|V|}$.

Read et al. [155] have named the tendency of incessant but unsuccessful attempts at the problem as the graph isomorphism diseases. This indicates the amount of interest about the problem among the mathematicians. The current best known algorithm for the general graph isomorphism problem is due to Babai
et al. [16]. The algorithm exploits graph canonization techniques through label reordering in exponential time $\left(\exp \left(n^{\frac{1}{2}+o(1)}\right)\right)$, where $n=|V|$. While the best known algorithm for the general graph isomorphism problem is exponential, better results have been proven for graph sub classes with special properties. In [16], Babai et al. also proved the bound for tournament graphs is $n^{\left(\frac{1}{2}+o(1)\right) \log n}$. In [121], Luks reduced the bounded valence graph isomorphism problem to the color automorphism problem, and gave a polynomial time algorithm. In another paper [15], Babai et al. created two polynomial algorithms using two different approaches, i.e., the tower of groups method, and the recursion through systems of imprimitivity respectively, for the bounded eigenvalue multiplicity graph isomorphism problem. The isomorphism problem for planar graphs is known to be in polynomial time due to Hopcroft et al. [95]. In their paper, the authors used a reduction approach to eventually tranform the graphs into five regular polyhedral graphs and check the isomorphism by exhaustive matching in a fixed finite time. Miller [134] used a different approach by finding minimal embeddings of the graphs of bounded genus and checking their isomorphism by generating codes. Babai et al. in [14] and Czajka et al. in [47] showed that the isomorphism of almost all the graphs in a class of random graphs can be tested in linear time. Both of their approaches exploit the properties of the degree sequence of a random graph. Babai et al. [13] proved that while the graph isomorphism problem for strongly regularly graphs may be solved faster than the general version it is still an exponential time algorithm.

Although we have an exponential time algorithm for the general graph isomorphism problem, it is not proven to be optimal. So, the complexity class of the
graph isomorphism problem is yet undecided. While we know that it is in NP [75], we don't know whether it is in $\mathbf{P}$ or NP-complete. This is why the graph isomorphism problem is called an NP-intermediate problem. Schöning [166] has shown that graph isomorphism is in $L_{2}^{P}$ and not $\gamma$-complete under the assumption that the polynomial hierarchy does not collapse to $L_{2}^{P}$. Given this information, many researchers believe that the graph isomorphism problem is not NP-complete.

While the efforts towards finding an efficient solution for the general graph isomorphism problems have been unsuccessful, the researchers have attempted practically feasible methods to solve the problem in reasonable time frame.

### 2.2 Pseudo-Boolean optimization

Pseudo-Boolean optimization is an active area of study in operations research. In Chapter 5, I have represented the graph isomorphism problem as a pseudoBoolean function. Hence, it would be appropriate to discuss the related theories. A pseudo-Boolean function can be defined as follows.

A function $f$ is called a set function when it maps a set to a number. Let, $\mathbb{R}$ is the set of reals, $\mathbb{B}=\{0,1\}$ and $n$ is a positive integer. So, $\mathbb{B}^{n}$ is the set of all binary $n$-tuples. If the function $f$, such that $f: \mathbb{B}^{n} \rightarrow \mathbb{R}, f$ is called a pseudo-Boolean function.

Definition 13 (Pseudo-Boolean function). A pseudo-boolean function, f, is a mapping $f: \mathbb{B}^{n} \rightarrow \mathbb{R}$ where $n \in \mathbb{Z}^{+}$and $\mathbb{Z}^{+}$is the set of all positive integers.

A pseudo-Boolean function can be expressed as an algebraic expression of
degree $n$ polynomials. When the highest degree of such polynomial is two it is called a quadratic pseudo-Boolean function. The inputs to the function are also called configurations.

In this report, I study only the quadratic pseudo-Boolean functions. An introductory survey on pseudo-boolean functions is available in Boros et al. [32].

As a special case of pseudo-Boolean functions, a quadratic unconstrained binary optimization (QUBO) is defined in [182]. Boolean problems are encoded as QUBO problems when one wants to solve them using the commercial quantum annealers built by the D-Wave Systems Inc. [109].

Definition 14 (Quadratic unconstrained binary optimization). Quadratic unconstrained binary optimization is a quadratic pseudo-Boolean function which determines the minimum over $\{0,1\}^{n}$ and takes the form

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=c_{0}+\sum_{i=1}^{n} c_{i} x_{i}+\sum_{1 \leq i \leq j \leq n} c_{i j} x_{i} x_{j} \tag{2.3}
\end{equation*}
$$

Here, $i, j, n \in \mathbb{Z}^{+}$and $c_{i} \in \mathbb{R}$.

The derivative of a pseudo-Boolean function is defined as follows.

Definition 15 (Derivative). The $i$-th derivative of a pseudo-Boolean function $f$, $\Delta_{i}(\mathbf{x})$, is defined as follows.

$$
\begin{equation*}
\Delta_{i}(\mathbf{x})=f\left(x_{1}, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_{n}\right)-f\left(x_{1}, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{n}\right) \tag{2.4}
\end{equation*}
$$

I also define the residual of a pseudo-Boolean function.

Definition 16 (Residual). The $i$-th residual of a pseudo-Boolean function $f, \Theta_{i}(\mathbf{x})$, is defined as follows.

$$
\begin{equation*}
\Theta_{i}(\mathbf{x})=f(\mathbf{x})-x_{i} \Delta_{i}(\mathbf{x}) \tag{2.5}
\end{equation*}
$$

The local minima of a pseudo-Boolean function is defined as follows.

Definition 17 (Local minima [44]). Two configurations $\mathbf{X}$ and $\mathbf{Y}$ are neighbors if the Hamming distance between them is exactly one. $\mathbf{X} \in \mathbb{B}^{n}$ is a local minimum of the pseudo-Boolean function $f: \mathbb{B}^{n} \rightarrow \mathbb{R}$ if,

$$
\begin{equation*}
f(\mathbf{X}) \leq f(\mathbf{Y}) \tag{2.6}
\end{equation*}
$$

for all neighbors $\mathbf{Y}$ of $\mathbf{X}$.

I like to note that that every pseudo-Boolean function has a unique multilinear polynomial representation [82, 83, 32].

Theorem 5. Every pseudo-Boolean function $f: \mathbb{B}^{n} \mapsto \mathbb{R}$ has a unique multi-linear polynomial representation of the following form.

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{S \subseteq \mathbf{V}} c_{S} \prod_{j \in S} x_{j} \tag{2.7}
\end{equation*}
$$

By convention, we always assume that $\prod_{j \in \emptyset} x_{j}=1$.

Here, $\mathbf{V} \in \mathbb{N}$ and $c_{S} \in \mathbb{R}$.
The linear majorant and linear minorant are defined as follows [32].

Definition 18 (Linear majorant). A linear function $l(\mathbf{x})=l_{0}+l_{1} x_{1}+l_{2} x_{2}+\ldots+l_{n} x_{n}$ is called a linear majorant of a quadratic pseudo-Boolean function $f$, if $l(\mathbf{x}) \geq f(\mathbf{x})$ holds for all $\mathbf{x} \in \mathbb{B}^{n}$.

Definition 19 (Linear minorant). A linear function $l(\mathbf{x})=l_{0}+l_{1} x_{1}+l_{2} x_{2}+\ldots+l_{n} x_{n}$ is called a linear minorant of a quadratic pseudo-Boolean function $f$, if $l(\mathbf{x}) \leq f(\mathbf{x})$ holds for all $\mathbf{x} \in \mathbb{B}^{n}$.

I also define a few concepts related to roof-duality [81].

Definition 20 (Upper plane). A linear function $p(\mathbf{x})$ is called an upper plane of a pseudo-Boolean function $f(\mathbf{x})$, if for all $\mathbf{x} \in \mathbb{B}^{n}, p(\mathbf{x}) \geq f(\mathbf{x})$.

The upper planes are also known as roofs. The set of the upper planes $S$ is complete if $f(\mathbf{x})=\min _{p(\mathbf{x}) \in S} p(\mathbf{x})$ for all $\mathbf{x}$ in $\mathbb{B}^{n}$. I also define the concept of local upper plane for each term in $f$ [81].

Definition 21 (Local upper plane). Let a quadratic pseudo-Boolean function be,

$$
f(\mathbf{x})=\sum_{i=1}^{n} \sum_{j=1}^{n} q_{i j} x_{i} x_{j}
$$

where $q_{i j}=0$ whenever $i>j$. For each term $q_{i j} x_{i} x_{j}$, the local upper plane is defined as

$$
p_{i j}\left(x_{i}, x_{j}\right)=a_{i j} x_{i}+b_{i j} x_{j}+c_{i j}
$$

where $c_{i j} \geq 0, a_{i j}+c_{i j} \geq 0, b_{i j}+c_{i j} \geq 0$, and $a_{i j}+b_{i j}+c_{i j} \geq 0$.

Definition 22 (Duality gap). Let the function $M(f, S)$ be the function $M(f, S)=$ $\max _{\mathbf{x} \in \mathbb{B}^{n}} \min _{p \in S} p(\mathbf{x})$. The duality gap for the pseudo-Boolean function is,

$$
\max _{\mathbf{x} \in \mathbb{B}^{n}} \min _{p \in S} p(\mathbf{x})-\max _{\mathbf{x} \in \mathbb{B}^{n}} f(\mathbf{x})
$$

An important concept associated with a pseudo-Boolean function is the cooccurrence graph [32].

Definition 23 (Co-occurrence graph). If a pseudo-Boolean function $f: \mathbb{B}^{n} \mapsto \mathbb{R}$ is given by its unique multi-linear polynomial, a graph $G_{f}=(V, E)$ is called its cooccurrence graph, in which $(i, j) \in E$ (for $i, j \in V, i \neq j$ ) iff $f$ has a term for which $S \supseteq\{i, j\}$ and $c_{S} \neq 0$.

The tree-width of $f$ is the tree-width of $G_{f}$.
A basic algorithm for pseudo-Boolean optimization, BASIC-ALGORITHM, was first proposed in $[82,84]$ and later simplified in [83]. I present the algorithm as Algorithm 1.

```
Algorithm 1 BASIC-ALGORITHM
    procedure BASIC-ALGORITHM \((f) \quad \triangleright\) Input
        Let \(n\) denote the number of variables.
        if If \(n=1\) and \(f(1)>f(0)\) then RETURN \(x_{1}^{*}=0\)
        else RETURN \(x_{1}^{*}=1\)
        end if
        if If \(n>1\) then continue
        end if
        Label the variables, and choose \(x_{n}\) to be eliminated.
    9: Determine the pseudo-Boolean function \(g_{n}\) defined by
        \(g_{n}\left(x_{1}, \ldots, x_{n-1}\right)= \begin{cases}1 & \text { if } \Delta_{n}\left(x_{1}, \ldots, x_{n-1}\right)<0, \text { and } \\ 0 & \text { otherwise } .\end{cases}\)
                            \(\triangleright\) Recursion
11: \(\quad\) Determine \(f^{n-1}\left(x_{1}, \ldots, x_{n-1}\right)=f\left(x_{1}, \ldots, x_{n-1}, g_{n}\left(x_{1}, \ldots, x_{n-1}\right)\right)\)
12: Obtain the optimal values for \(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n-1}^{*}\) by calling
    BASIC-ALGORITHM ( \(f^{n-1}\) )
                                    \(\triangleright\) Output
13: Set \(x_{n}^{*}=g_{n}\left(x_{1}^{*}, \ldots, x_{n-1}^{*}\right)\), and RETURN the binary vector \(\mathbf{x}^{*}=\)
    \(\left(x^{*}, \ldots, x_{n}^{*}\right)\).
14: end procedure
```

The relation between the complexity of BASIC-ALGORITHM and the cooccurrence graph of a pseudo-Boolean function was established in [45].

Theorem 6. If for a pseudo-Boolean function $f$ its co-occurrence graph $G_{f}$ is a partial $k$-tree, then BASIC-ALGORITHM can be implemented to run in polynomial time in the input size size $(f)$ and in $2^{k}$.

### 2.3 Representation Theory

I introduce a few concepts of the representation theory in this section which are relevant to the work in Chapter 3. A more detailed introduction may be found in $[72,46]$.

Definition 24 (Young diagram). For any partition $\lambda_{1}, \ldots, \lambda_{k}$ of an integer $\lambda$, there is a diagram associated called the Young diagram where there are $\lambda_{i}$ cells in the $i$-th row. The cells are lined up on the left.

Definition 25 (Hook). For a cell $(i, j)$ of a Young tableau $\lambda$, the $(i, j)$-hook $h_{i, j}$ is the collection of all cells of $\lambda$ which are beneath $(i, j)$ (but in the same column) or $t$ the right of $(i, j)$ (but in the same row), including the cell $(i, j)$. The length of the hook is the number of cells appearing in the hook.

Definition 26 (Skew hook). A skew hook s of a Young diagram $\lambda$ is a connection collection of boundary boxes such that their removal from $\lambda$ results in a (smaller) diagram.

Definition 27 (Restricted and induced representations). If $H \subset G$ is a subgroup, any representation $\rho_{1}$ of $G$ restricts to a representation of $H$, denoted $\operatorname{Res}_{H}^{G} \rho_{1}$ or simple Res $\rho_{1}$. Let $\rho_{2} \subset \rho_{1}$ be a subspace which is $H$-invariant. For any $g$ in $G$, the subspace g. $\rho_{2}=\left\{g . w: w \in \rho_{2}\right\}$ depends only on the left coset of $g H$ of $g$ modulo $H$, since gh. $W=g .\left(h . \rho_{2}\right)=g . \rho_{2}$; for a coset c in $G / H$, I write c. $\rho_{2}$ for this subspaceof $\rho_{1}$ subspace of $\rho_{1}$. I say that $\rho_{1}$ is induced by $\rho_{2}$ if every element in $\rho_{1}$ can be written uniquely as a sum of elements in such translates of $\rho_{2}$, i.e.

$$
\begin{equation*}
\rho_{1}=\bigoplus_{c \in G / H} c . \rho_{2} \tag{2.8}
\end{equation*}
$$

In this case I write the induced representation $\rho_{1}=\operatorname{Ind} d_{H}^{G} \rho_{2}=\operatorname{Ind} \rho_{2}$.

A common representation we will see in later sections of this report is the
regular representation [72].

Definition 28 (Regular representation). If $X$ is any finite set and $G$ actson the left on $X$, i.e., $G \rightarrow \operatorname{Aut}(X)$ is a homomorphism to the permutation group of $X$, there is a associated permutation representation: let $V$ be the vector space with basis $\left\{e_{x}: x \in X\right\}$, and let $G$ act on $V$ by

$$
\begin{equation*}
g \cdot \sum a_{x} e_{x}=\sum a_{x} e_{g x} . \tag{2.9}
\end{equation*}
$$

The regular representation, denoted $R_{G}$ or $R$, corresponds to the left action of $G$ on itself.

The character of a group element is defined as follows [72].

Definition 29 (Character). If $\rho$ is a representation of a group $G$, its character $\chi_{\rho}$ is the complex-valued function on the group defined by

$$
\begin{equation*}
\chi_{\rho}(g)=\operatorname{Tr}\left(\left.g\right|_{\rho}\right) \tag{2.10}
\end{equation*}
$$

the trace of $g$ on $\rho$.

It is useful to define the inner product of characters [162].

Definition 30 (Inner product of characters). Let $\chi$ and $\psi$ be the characters of $a$ group $G$. The inner product of $\chi$ and $\Psi$ is

$$
\begin{equation*}
\langle\chi, \Psi\rangle=\frac{1}{|G|} \sum_{g \in G} \chi(g) \Psi^{\dagger}(g) \tag{2.11}
\end{equation*}
$$

The character table of a finite group is defined as follows [162].

Definition 31 (Character table). Let $G$ be a group. The character table of $G$ is an array with rows indexed by the inequivalent irreducible characters of $G$ and columns indexed by the conjugacy classes. The table entry in row $\chi$ and column $K$ is $\chi_{K}$ :

|  | $\ldots$ | $K$ | $\ldots$ |
| :---: | :---: | :---: | :---: |
| $\vdots$ |  | $\vdots$ |  |
| $\chi$ | $\ldots$ | $\chi_{K}$ |  |
| $\vdots$ |  |  |  |

By convention, the first row corresponds to the trivial character, and the first column corresponds to the class of the identity, $K=\{e\}$.

I define the wreath product as follows [54].

Definition 32 (Wreath product). Let $K$ and $L$ be groups, let $n$ be a positive integer, let $\phi: K \rightarrow S_{n}$ be a homomorphism and let $H$ be the direct product of $n$ copies of L. Let $\psi$ be an injective homomorphism from $S_{n}$ into Auto $(H)$ constructed by letting the elements of $S_{n}$ permute the $n$ factors of $H$. The composition $\psi \circ \phi$ is a homomorphism from $G$ into $A u t(H)$. The wreath product of $L$ by $K$ is the semidirect product $H \rtimes K$ with respect to this homomorphism and is denoted by L々K.

The dimension of an irreducible representation of the symmetric group is defined as follows.

Definition 33 (Dimension of an irreducible representation). The dimension $\operatorname{dim}_{\rho_{\lambda}}$ of an irreducible representation $\rho$ for a partition $\lambda=\left(\lambda_{1}+\ldots+\lambda_{i}+\ldots+\lambda_{k}\right)$ of $a$ symmetric group $S_{n}$ is given as follows [72].

$$
\begin{equation*}
\operatorname{dim}_{\rho_{\lambda}}=\frac{n!}{l_{1} \cdot \ldots \cdot l_{k}!} \Pi_{i<j}\left(l_{i}-l_{j}\right) \tag{2.12}
\end{equation*}
$$

with $l_{i}=\lambda_{i}+k-i$.

It is suitable to mention the following theorem on the multiplicity of an irreducible representation in the regular representation [72].

Theorem 7. Every irreducible representation $\rho \operatorname{occurs} \operatorname{dim}(\rho)$ times in the regular representation.

Proof of Theorem 7. Let $\chi$ be the character of the regular representation. Then

$$
\chi(g)=\left\{\begin{array}{lc}
n & \text { if } g=1, \text { and } \\
0 & \text { otherwise }
\end{array}\right.
$$

Because, each group elements acts by a permutation matrix, and the trace of a permutation matrix is simply the number of fixed points of the permutation. Thus,

$$
\begin{aligned}
\left\langle\chi_{\rho}, \chi\right\rangle & =\frac{1}{n} \chi_{\rho}(1)^{-} \chi(1) \\
& =\frac{1}{n} \operatorname{dim}(\rho) n \\
& =\operatorname{dim}(\rho)
\end{aligned}
$$

Another two important concepts in representation theory are restriction and
induction [162].

Definition 34 (Restriction). Let $H$ be a subgroup of $G$ and $X$ be a matrix representation of $G$. The restriction of $X$ to $H, X \downarrow_{H}^{G}$, is given by

$$
X \downarrow_{H}^{G}(h)=X(h)
$$

for all $h \in H$.

Definition 35 (Induction). Let $H \leq G$ and $t_{1}, \ldots, t_{l}$ be a fixed transversal for the left cosets of $H$, i.e., $G=t_{1} H \sqcup \ldots \sqcup t_{l} H$. If $Y$ is a representation of $H$, then the corresponding induced representation $Y \uparrow_{H}^{G}$ assigns to each $g \in G$ the block matrix

$$
\begin{aligned}
Y \uparrow_{H}^{G}(g) & =Y\left(t_{i}^{-1} g t_{j}\right) \\
& =\left(\begin{array}{cccc}
Y\left(t_{1}^{-1} g t_{1}\right) & Y\left(t_{1}^{-1} g t_{2}\right) & \cdots & Y\left(t_{1}^{-1} g t_{l}\right) \\
Y\left(t_{2}^{-1} g t_{1}\right) & Y\left(t_{2}^{-1} g t_{2}\right) & \cdots & Y\left(t_{2}^{-1} g t_{l}\right) \\
\vdots & \vdots & \ddots & \vdots \\
Y\left(t_{l}^{-1} g t_{1}\right) & Y\left(t_{l}^{-1} g t_{2}\right) & \cdots & Y\left(t_{l}^{-1} g t_{l}\right)
\end{array}\right)
\end{aligned}
$$

where $Y(g)$ is the zero matrix if $g \notin H$.

It is natural to define the characters for the restricted and induced representations [170].

Definition 36 (Character of restricted representation). Let $X$ be a matrix representation of a group $G$, and let $H \leq G$ be a subgroup. Then, the character of the
restricted representation $\chi \downarrow_{H}^{G}(h)$ is the character of the original representation $\chi(h)$ for all $h \in H$.

I reproduce the character of induced representation from [10].

Definition 37 (Character of induced representation). Let $Y$ be a matrix representation of a group $H$ such that $H \leq G$. I pick a transversal of $H$ in $G$. Using our formula for the induced representation we find,

$$
\begin{aligned}
\chi \uparrow_{H}^{G}(g) & =\operatorname{Tr}\left(Y\left(t_{i}^{-1} g t_{j}\right)\right) \\
& =\operatorname{Tr}\left(\begin{array}{cccc}
Y\left(t_{1}^{-1} g t_{1}\right) & Y\left(t_{1}^{-1} g t_{2}\right) & \cdots & Y\left(t_{1}^{-1} g t_{l}\right) \\
Y\left(t_{2}^{-1} g t_{1}\right) & Y\left(t_{2}^{-1} g t_{2}\right) & \cdots & Y\left(t_{2}^{-1} g t_{l}\right) \\
\vdots & \vdots & \ddots & \vdots \\
Y\left(t_{l}^{-1} g t_{1}\right) & Y\left(t_{l}^{-1} g t_{2}\right) & \cdots & Y\left(t_{l}^{-1} g t_{l}\right)
\end{array}\right) \\
& =\sum_{i=1}^{n} \operatorname{Tr}\left(Y\left(t_{i}^{-1} g t_{i}\right)\right) \\
& =\sum_{i=1}^{n} \chi\left(t_{i}^{-1} g t_{i}\right)
\end{aligned}
$$

where $\chi(g)$ is the zero matrix if $g \notin H$.

Since, $\chi$ is a class function on $H$, conjugation by any element $h \in H$ leaves it the same. So, $\chi\left(h^{-1} g h\right)=\chi(g)$ for all $g \in G$ and $h \in H$.

We do exactly this for each element of $H$, add all the results together and divide by the number of elements of $H$. In other words, I write the above function out in $|H|$ different ways, add them all together, and divide by $|H|$ to get exactly what we started with:

$$
\begin{align*}
\chi \uparrow_{H}^{G}(g) & =\frac{1}{|H|} \sum_{h \in H} \sum_{i=1}^{n} \chi\left(h^{-1} t_{i}^{-1} g t_{i} h\right) \\
& =\frac{1}{|H|} \sum_{h \in H} \sum_{i=1}^{n} \chi\left(\left(t_{i} h\right)^{-1} g\left(t_{i} h\right)\right) \tag{2.13}
\end{align*}
$$

But now as $t_{i}$ varies over the transversal, and as $h$ varies over $H$, their product $t_{i} h$ varies exactly once over $G$. That is, every $x \in G$ can be written in exactly one way in the form $t_{h}$ for some transversal element $t_{i}$ and subgroup element $h$. Thus we have the following relation.

$$
\begin{equation*}
\chi \uparrow_{H}^{G}(g)=\frac{1}{|H|} \sum_{x \in G} \chi\left(x^{-1} g x\right) \tag{2.14}
\end{equation*}
$$

It would be appropriate if I mention the theorem on the Frobenius reciprocity in this section [162].

Theorem 8 (Frobenius reciprocity). Let $H \leq G$ and suppose that $\psi$ and $\chi$ are characters of $H$ and $G$, respectively. Then

$$
\begin{equation*}
\left\langle\psi \uparrow_{H}^{G}, \chi\right\rangle_{G}=\left\langle\psi, \chi \downarrow_{H}^{G}\right\rangle_{H} \tag{2.15}
\end{equation*}
$$

where the left inner product is calculated in $G$ and the right one in $H$.

A special case of Frobenius reciprocity is relevant to our discussion where the representation of $H$ is the trivial representation $\mathbf{1}_{H}$ [80]. I describe the case as
follows.

Lemma 1 (Special case of Frobenius reciprocity). Let $H \leq G$ and suppose that $\chi_{\rho}$ is the character of the irreducible representation $\rho$ of $G$. Then

$$
\begin{equation*}
\left\langle\chi \uparrow_{H \mathbf{1}_{H}}^{G}, \chi_{\rho}\right\rangle_{G}=\left\langle\chi_{\mathbf{1}_{H}}, \chi_{\rho} \downarrow_{H}^{G}\right\rangle_{H} \tag{2.16}
\end{equation*}
$$

where the left inner product is calculated in $G$ and the right one in $H$.

I would like to reproduce the Example 3.13 from [72] here.

Remark 1. The permutation representation associated to the left action of $G$ on $G / H$ is induced from the trivial one-dimensional representation $W$ of $H$. Here, the representation of $G, V$ has basis $\left\{e_{\sigma}: \sigma \in G / H\right\}$, and $W=\mathbb{C} \cdot e_{H}$, with H the trivial coset.

Following Remark 1 , we can say that $\mathbf{1}_{H} \uparrow_{H}^{G}$ is the permutation representation of $G$. So, according to the Theorem 7 , the multiplicity of $\rho$ in $\mathbf{1}_{H} \uparrow_{H}^{G}$ is $d_{\rho}$.

### 2.4 Quantum Fourier Transformation

Quantum Fourier Transformation is an integral component of the theorem presented in Chapter 3. The quantum Fourier transform of a map from a finite group to its representation is defined as follows [80].

Definition 38 (Fourier transformation of a finite group). Let $f: G \rightarrow \mathbb{C}$. The

Fourier transform of $f$ at the irreducible representation $\rho$ is the $d_{\rho} \times d_{\rho}$ matrix

$$
\begin{equation*}
\hat{f}(\rho)=\sqrt{\frac{d_{\rho}}{|G|}} \sum_{g \in G} f(g) \rho(g) \tag{2.17}
\end{equation*}
$$

In quantum Fourier transform, the superposition $\sum_{g \in G} f_{g}|g\rangle$ is identified with the function $f: G \rightarrow \mathbb{C}$ defined by $f(f(g))=f_{g}$. Using this notation, $\sum_{g \in G} f(g)|g\rangle$ is mapped under the Fourier transform to $\sum_{\rho \in \hat{G}, 1 \leq i, j \leq d_{\rho}} \hat{f}(\rho)_{i, j}|\rho, i, j\rangle$. Here, $\hat{G}$ is the set of all irreducible representations of $G$ and $\hat{f}(\rho)_{i, j}$ is a complex number. The probability of measuring the register $|\rho\rangle$ is

$$
\begin{equation*}
\sum_{1 \leq i, j \leq d_{\rho}}\left|\hat{f}(\rho)_{i, j}\right|^{2}=\|\hat{f}(\rho)\|^{2} \tag{2.18}
\end{equation*}
$$

where $\|A\|$ is the natural norm (also known as Frobenius norm) given by $\|A\|^{2}=$ $\operatorname{Tr}\left(A^{\dagger} A\right)$.

The Frobenius norm can be calculated from the characters of the group associated which is demonstrated in the following theorem reproduced from [80].

Theorem 9. If, $f$ is an indicator function of a left closet of $H$ in $G$, i.e. for some $c \in G$,

$$
f(g)= \begin{cases}\frac{1}{\sqrt{|H|}} & \text { if } g \in c H, \text { and }  \tag{2.19}\\ 0 & 0 \text { otherwise }\end{cases}
$$

, then,

$$
\begin{equation*}
\|\hat{f}(\rho)\|^{2}=\frac{|H|}{|G|} d_{\rho}\left\langle\chi_{\rho}, \chi_{\mathbf{1}_{H}}\right\rangle_{H} \tag{2.20}
\end{equation*}
$$

Proof of Theorem 9. From Definition 38, we know that,

$$
\begin{equation*}
\|\hat{f}(\rho)\|^{2}=\sum_{1 \leq i, j \leq d_{\rho}}\left|\hat{f}(\rho)_{i, j}\right|^{2} \tag{2.21}
\end{equation*}
$$

I seek to only measure $\rho$.
I use the assumption in the theorem.

$$
\begin{equation*}
\|\hat{f}(\rho)\|^{2}=\left\|\rho(c) \sum_{h \in H} \rho(h)\right\|^{2} \tag{2.22}
\end{equation*}
$$

$\rho(c)$ is a unitary matrix. So, as a multiplier it does not change the norm [132].

$$
\begin{equation*}
\|\hat{f}(\rho)\|^{2}=\left\|\sum_{h \in H} \rho(h)\right\|^{2} \tag{2.23}
\end{equation*}
$$

So, the probability of measuring $\rho$ is determined by $\sum_{h \in H} \rho(h)$. If correctly normalized, $\frac{1}{|H|} \sum_{h \in H} \rho(h)$ is a projection.

$$
\begin{align*}
\left(\frac{1}{|H|} \sum_{h \in H} \rho(h)\right)^{2} & =\frac{1}{|H|^{2}} \sum_{h_{1}, h_{2} \in H} \rho\left(h_{1} h_{2}\right) \\
& =\frac{1}{|H|} \sum_{h \in H} \rho(h) \tag{2.24}
\end{align*}
$$

because $h_{1} h_{2}=h$ has $|H|$ solutions $\left(h_{1}, h_{2}\right) \in H \times H$.
With the right choice of basis, $\hat{f}(\rho)$ will be diagonal and consist of ones and zeros. The probability of measuring $\rho$ will then be the sum of ones in the diagonal. As $\rho$ is an irreducible representation of $G$, we need to take into account of the sum of the matrices $\rho(h)$ for all $h \in H$. Based of the assumption of the current theorem, we may only consider to evaluate $\rho$ on $H$. According to the assumption, the probability of measuring $\rho$ when $g \notin c H$ is zero. So, we may consider consider $\rho \downarrow_{H}^{G}$ instead of G.

Then, the Fourier transform of $f$ at $\rho$ is comprised of blocks, each corresponding to a representation in the decomposition of $\rho \downarrow_{H}^{G}$. Such as,

$$
\sum_{h \in H} \rho(h)=U\left[\begin{array}{cccc}
\sum_{h \in H} \sigma_{1}(h) & 0 & \cdots & 0  \tag{2.25}\\
0 & \sum_{h \in H} \sigma_{2}(h) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sum_{h \in H} \sigma_{t}(h)
\end{array}\right] U^{\dagger}
$$

Here, $U$ is an arbitrary unitary transformation, $\sigma_{i}$ is an irreducible representation of $H$ with possible repetition. Now, as a special case of the orthogonality relation among group characters, $\sum_{h \in H} \rho(h)$ is nonzero only when the irreducible representation is trivial, in which case, it is $|H|$.

So, the probability of measuring $\rho$ is:

$$
\|\hat{f}(\rho)\|^{2}=\left\|\sqrt{\frac{d_{\rho}}{|G|}} \sum_{h \in H} \rho(h)\right\|^{2}
$$

$$
\begin{align*}
& =\frac{d_{\rho}}{|G|}\left\|\sum_{h \in H} \rho(h)\right\|^{2} \\
& =\frac{d_{\rho}}{|G|} \operatorname{tr}\left(\sum_{h_{1} \in H} \rho\left(h_{1}\right)\right)\left(\sum_{h_{2} \in H} \rho\left(h_{2}\right)\right)^{\dagger} \\
& =\frac{d_{\rho}}{|G|} \operatorname{tr} \sum_{h_{1}, h_{2} \in H} \rho\left(h_{1} h_{2}^{-1}\right) \\
& =\frac{d_{\rho}}{|G|} \frac{1}{|H|}|H|^{2}\left\langle\chi_{\rho}, \chi_{\mathbf{1}_{H}}\right\rangle_{H} \\
& =\frac{|H|}{|G|} d_{\rho}\left\langle\chi_{\rho}, \chi_{\mathbf{1}_{H}}\right\rangle_{H} \tag{2.26}
\end{align*}
$$

I would like to note that, by definition, $\rho$ appears $\left\langle\chi_{\rho}, \chi_{1_{H}}\right\rangle_{H}$ times in the decomposition of $\mathbf{1}_{H}$.

I like to refer the readers to [51] for a review on the classical complexity of Fourier transformation of the symmetric groups.

### 2.5 Quantum Adiabatic Algorithms

The main result of Chapter 4 is the correctness proof on an quantum adiabatic algorithm. Hence, I discuss a few related concepts in this section. Adiabatic quantum computation, introduced by Farhi et al. in 2000 [66] is a continuous time quantum computational model. Aharonov et al. [3] proved that this model is equivalent to gate based quantum computation. The state of a quantum system can be described as a vector which is a function of a time, $|\Psi(t)\rangle$. The information about the system is expressed using a time dependent Hamiltonian, $H(t)$. The evolution of the Hamiltonian is governed by the Schrödinger equation as follows.

$$
\begin{equation*}
i \frac{d}{d t}|\Psi(t)\rangle=H(t) \Psi(t) \tag{2.27}
\end{equation*}
$$

To solve a problem using an adiabatic algorithm, a quantum system is initialized with a beginning Hamiltonian, $H_{B}$ which is easy to construct. Then the evolution is performed in such manner that the system stays always in it's instantaneous ground state. This is guaranteed by the adiabatic theorem of quantum mechanics given by Born et al [31]. When the evolution is complete, the ground state of the final Hamiltonian encodes the solution of the problem. For this reason it is also called the problem Hamiltonian, $H_{P}$. To guide the evolution we need a knob. If $T$ is the total time of evolution and $s=t / T$ is the normalized time let the knob be $\tau(s)$. If $H(s)$ is the instantaneous Hamiltonian defined as follows.

$$
\begin{equation*}
H(s)=(1-s) H_{B}+s H_{P} \tag{2.28}
\end{equation*}
$$

and it evolves according to the following equation.

$$
\begin{equation*}
\frac{d}{d s}|\Psi(s)\rangle=-i \tau(s) H(s)|\Psi(s)\rangle \tag{2.29}
\end{equation*}
$$

The knob turns sufficiently slow if, as show in [180],

$$
\begin{equation*}
\tau(s) \gg \frac{\left\|\frac{d}{d s} H(s)\right\|_{2}}{g(s)^{2}} \tag{2.30}
\end{equation*}
$$

Here, $g(s)$ is the difference between the first two eigenvalues. When it is difficult to find the ground state, it is convenient to use the minimum gap between the first two eigenvalues, $\min _{s} g(s)$ and the maximum $\max _{s}\left\|\frac{d}{d s} H(s)\right\|_{2}$.

In their original paper, Farhi et al [66] described the relation between the adiabatic evolution time and the energy gap as $\tau(s) \propto g(s)^{-2}$. But, as mentioned in [144], researchers have determined tighter bound in the relationship between these two quantities $[7,49,101]$. Most of these studies put the bound at $\tau(s) \propto g(s)^{-3}$.

## Chapter 3

## Graph Automorphism and Hidden Subgroup Algorithms

The main result of this chapter is the Theorem 12 and the Corollary 1 where I have shown that both the weak and strong quantum Fourier sampling fails for the classically trivial cycle graph automorphism problem. I have also shown how to determine non-trivial classes of graphs for which a quantum Fourier transform always fails to construct the automorphism group.

It has already been known that the graph automorphism problem is Turingreducible to the graph isomorphism problem [113]. Hence, most of the research using the quantum hidden subgroup approach has been conducted to solve the graph isomorphism problem. It is obvious that any efficient quantum algorithm for the graph isomorphism problem would immediately solve the graph automorphism problem.

The hidden subgroup version of the graph isomorphism problem was first defined in [105]. We can reduce the $n$-vertex graph isomorphism problem for graphs of $n$ vertices to the case of the hidden subgroup problem over the symmetric group $S_{2 n}$ or more specifically the wreath product $S_{n} \backslash \mathbb{Z}_{2}$ where the hidden subgroup is promised to be either trivial or of order two [142]. I follow the scheme of the hidden subgroup problem as mentioned in [106] in the following definition. Erdős et al [61] have shown that the automorphism groups of most of the graphs are trivial. So,
although, the problem was defined for all simple undirected graphs in [105], I follow the example of [78] and limit our discussion to graphs with trivial automorphisms.

Definition 39 (Graph isomorphism as a hidden subgroup problem ( $\left.\mathbf{G I}_{\mathrm{HSP}}\right)$ ). Let the $2 n$ vertex graph $\Gamma=\Gamma_{1} \sqcup \Gamma_{2}$ be the disjoint union of the two graphs $\Gamma_{1}$ and $\Gamma_{2}$ such that Aut $\left(\Gamma_{1}\right)=\operatorname{Aut}\left(\Gamma_{2}\right)=\{e\}$. A map $\varphi: S_{2 n} \rightarrow \operatorname{Mat}(\mathbb{C}, N)^{1}$ from the group $S_{2 n}$ is said to have hidden subgroup structure if there exists a subgroup $H_{\varphi}$ of $S_{2 n}$, called a hidden subgroup, an injection $\ell_{\varphi}: S_{2 n} / H \rightarrow \operatorname{Mat}(\mathbb{C}, N)$, called a hidden injection, such that the diagram

is a commutative diagram, where $S_{2 n} / H_{\varphi}$ denotes the collection of right cosets of $H_{\varphi}$ in $S_{2 n}$, and where $\nu: S_{2 n} / H_{\varphi}$ is the natural map of $S_{2 n}$ onto $S_{2 n} / H_{\varphi}$. I refer to the group $S_{2 n}$ as the ambient group and to the set $\operatorname{Mat}(\mathbb{C}, N)$ as the target set.

The hidden subgroup version of the graph isomorphism problem is to determine a hidden subgroup $H$ of $S_{2 n}$ with the promise that $H$ is either trivial or $|H|=2$.

I also like to provide a formal definition for the hidden subgroup representation of the graph automorphism problem.

Definition 40 (Graph automorphism as a hidden subgroup problem ( $\left.\mathbf{G A}_{\text {HSP }}\right)$ ). For a graph $\Gamma$ with $n$ vertices, a map $\varphi: S_{n} \rightarrow \operatorname{Mat}(\mathbb{C}, N)^{2}$ from the group $S_{n}$ is said to have hidden subgroup structure if there exists a subgroup Aut $(\Gamma)$ of $S_{n}$,

[^0]called a hidden subgroup, an injection $\ell_{\varphi}: S_{n} / \operatorname{Aut}(\Gamma) \rightarrow \operatorname{Mat}(\mathbb{C}, N)$, called a hidden injection, such that for each $g \in \operatorname{Aut}(\Gamma), g(\Gamma)=\Gamma$ and, the diagram

is commutative, where $S_{n} / \operatorname{Aut}(\Gamma)$ denotes the collection of right cosets of Aut $(\Gamma)$ in $S_{n}$, and where $\nu: S_{n} / \operatorname{Aut}(\Gamma)$ is the natural map of $S_{n}$ onto $S_{n} /$ Aut $(\Gamma)$. I refer to the group $S_{n}$ as the ambient group and to the set $\operatorname{Mat}(\mathbb{C}, N)$ as the target set.

The hidden subgroup version of the graph automorphism problem is to determine a hidden subgroup $\operatorname{Aut}(\Gamma)$ of $S_{n}$ with the promise that $\operatorname{Aut}(\Gamma)$ is either of trivial or non-trivial order depending on the type of $\Gamma$.

### 3.1 Hidden subgroup algorithm for non-abelian groups

The hidden subgroup approach for both the graph isomorphism and automorphism problems require computing the quantum Fourier sampling of the symmetric group. This has been an active area of research since Shor invented the famous Shor's algorithm, a quantum hidden subgroup algorithm for abelian groups, for prime factorization [171]. While at this moment, there is no known efficient quantum hidden subgroup algorithm for symmetric groups, researchers have shed some light on why it has been so difficult to find them.

While surveys like [41], summarizes the advances made so far in hidden subgroup algorithms, I would like to review the negative results in this section to illus-
trate why this is a difficult problem. It is noteworthy that all the positive results, so far, have been demonstrated for the synthetically created product groups. While this approach may not have immediate practical application, I have used this idea of creating synthetic groups to generalize results. One of the first results for non-abelian hidden subgroup problems was presented by Roetteler et al [159]. They proved an efficient hidden subgroup algorithm for the wreath product $\mathbb{Z}_{2}^{k} \backslash \mathbb{Z}_{2}$ which is a nonabelian group. Similarly, Ivanyos et al proved the existence of an efficient hidden subgroup algorithm for a more general non-abelian nil-2 groups [99]. Later Friedl et al generalized the result such that there are efficient hidden subgroup algorithms for the groups whose derived series have constant length and whose Abelian factor groups are each the direct product of an Abelian group of bounded exponent and one of polynomial size [69]. Ettinger et al showed that it is possible to reconstruct a subgroup hidden inside the dihedral group using finite number of queries [64]. This result was later generalized by Ettinger et al that arbitrary groups may be reconstructed using finite queries but they did not give any specific set of measurement [65].

In [136], Moore et al proved that although weak quantum Fourier sampling fails to determine the hidden subgroups of the non-abelian groups of the form $\mathbb{Z}_{q} \ltimes \mathbb{Z}_{p}$, where $q \mid(p-1)$ and $q=p / \operatorname{polylog}(p)$, strong Fourier sampling is able to do that. Later on, Moore et al proved the existence of polylog $(|G|)$ sized quantum Fourier circuits for the groups like $S_{n}, H \backslash S_{n}$, where $|H|=$ poly $(n)$, and the Clifford groups $[135,138]$. The authors also gave circuits of subexponential size for standard groups like $\mathrm{GL}_{n}(q), \mathrm{SL}_{n}(q), \mathrm{PGL}_{n}(q)$, and $\mathrm{PSL}_{n}(q)$, where $q$ is a fixed prime power. Moore
et al have also presented a stronger result where they have shown that it is not possible to reconstruct a subgroup hidden inside the symmetric group with strong Fourier sampling and both arbitrary POVM and entangled measurement [141]. At the same time, the authors did not rule out the possibility of success using other possible measurements which is still an open question. Bacon et al proved that the so called pretty good measurement is optimal for the dihedral hidden subgroup problem [17]. Moore et al extended this result for the case where the hidden subgroup is a uniformly random conjugate of a given subgroup [139]. Moore et al eventually proved a more general results that strong quantum Fourier sampling can reconstruct $q$ hedral groups [137]. Alagic et al proved a general result that strong Fourier sampling fails to distinguish the subgroup of the power of a given non-abelian simple group [4]. Moore et al later proved that arbitrary entangled measurement on $\Omega(n \log n)$ coset states is necessary and sufficient to extract non-negligible information [140]. Similar result was also proved in [79] separately. Few years later, Moore et al proved a negative result that the quantum sieve algorithm, i.e. highly entangled measurements across $\Omega(n \log n)$ coset states, cannot solve the graph isomorphism problem [142].

It is important to point out that all the groups used in the previously mentioned results are conveniently chosen and synthetically created. Moreover, they are sporadic so it is not clear how we can extrapolate the knowledge for the symmetric groups. Most part of the history, the researchers have assumed that as the graph automorphism problem is Turing-reducible to the graph isomorphism problem, it would be sufficient to investigate the hidden subgroup representation of the graph
isomorphism problem. With all these unsuccessful attempts for the last couple of decades presented above, one may argue whether the hidden subgroup approach is the right way to attempt the graph isomorphism problem. If it is, there would have been a Turing-reduction from the hidden subgroup representation of the graph automorphism problem to the hidden subgroup representation of the graph isomorphism problem. Unfortunately, we are not aware of any such reduction using the quantum Turing machine. So, another way of looking at the problem is to understand the hidden subgroup complexity of the graph automorphism problem and compare the results with the results for graph isomorphism.

### 3.2 Quantum Fourier sampling for graph isomorphism

Most of the algorithms for the non-Abelian hidden subgroup problem use a black box for $\varphi$ in the same way as in the Abelian hidden subgroup problem [106]. This has come to be known as the standard method. The standard method begins by preparing a uniform superposition over group elements [39]:

$$
\begin{equation*}
\left|S_{n}\right\rangle:=\frac{1}{\sqrt{\left|S_{n}\right|}} \sum_{g \in S_{n}}|g\rangle \tag{3.1}
\end{equation*}
$$

I then compute the value of $\varphi(g)$ in an ancilla register which creates the following state.

$$
\begin{equation*}
\frac{1}{\sqrt{\left|S_{n}\right|}} \sum_{g \in S_{n}}|g, \varphi(g)\rangle \tag{3.2}
\end{equation*}
$$

Then I discard the second register by just tracing it out. If the outcome of the second register is $s$ then the state is projected onto the uniform superposition of those $g \in S_{n}$ such that $\varphi(g)=s$. By definition of $\varphi$, it is some left coset of the hidden subgroup $H$. Since every coset contains the same number of elements, each left coset occurs with equal probability. Thus, the standard method produces the following coset state.

$$
\begin{equation*}
|g H\rangle:=\frac{1}{\sqrt{|H|}} \sum_{h \in H}|g h\rangle \tag{3.3}
\end{equation*}
$$

or equivalently as the following mixed hidden subgroup state.

$$
\begin{equation*}
\rho_{H}:=\frac{1}{\left|S_{n}\right|} \sum_{g \in S_{n}}|g h\rangle\langle g h| \tag{3.4}
\end{equation*}
$$

I have previously mentioned that $\varphi$ maps the group elements of $S_{n}$ to Mat $(\mathbb{C}, N)$. Here, I present more information about the space Mat $(\mathbb{C}, N)$. Let the complete set of irreducible representations of $S_{n}$ (which are unique up to isomorphism) be $\hat{S_{n}}$. The Fourier transform is a unitary transformation from the group algebra, $\mathbb{C} S_{n}$, to a complex vector space whose basis vectors correspond to matrix elements of the
irreducible representations of $S_{n}, \oplus_{\rho \in \hat{S_{n}}}\left(\mathbb{C}^{d_{\rho}} \otimes \mathbb{C}^{d_{\rho}}\right)$. Here, $d_{\rho}$ is the dimension of the irreducible representation $\rho$.
$|g\rangle$ is the basis vector chosen for the group element $g \in S_{n}$. There will be $n$ ! such basis vectors of dimension $n!\times 1$. For a given group element $g$, we have a particular number of matrices one for each irreducible representation $\rho .|g h\rangle$ is expressed as $|\rho, j, k\rangle$ which is the basis vector labeled by the $(j, k)$-th element of the irreducible representation $\rho$ of $g$.

When only $\rho$ is measured from $|\rho, j, k\rangle$ it is called weak Fourier sampling. In strong Fourier sampling, $j$ and $k$ are also measured.

### 3.2.1 Weak Fourier sampling for $\mathbf{G I}_{\mathrm{HSP}}$

This section summarizes what we already know about the weak Fourier sampling when applied to the graph isomorphism problem. The weak Fourier sampling for $\mathbf{G I}_{\mathrm{HSP}}$ attempts to measure the label of irreducible representations of the symmetric group $S_{2 n}$ when the input graphs $\Gamma_{1}$ and $\Gamma_{2}$ are of $n$ vertices. I assume Aut $\left(\Gamma_{1}\right)=\operatorname{Aut}\left(\Gamma_{2}\right)=\{e\}$. If $\Gamma=\Gamma_{1} \sqcup \Gamma_{2}$, one of the following two claims is true [80]. I would like to point it out that in [80], the authors derived the success probability of measuring the label of the irreducible representations for $S_{n}$. I will be deriving it for $S_{2 n}$ to keep consistency with the definition of $\mathbf{G I}_{\mathrm{HSP}}$.

- If $\Gamma_{1} \not \not \approx \Gamma_{2}$, then $\operatorname{Aut}(\Gamma)=\{e\}$.
- If $\Gamma_{1} \approx \Gamma_{2}$, then $\operatorname{Aut}(\Gamma)=\{e, \sigma\}=\mathbb{Z}_{2}$, where $\sigma \in S_{2 n}$ is a permutation with $n$ disjoint 2-cycles.

```
Algorithm 2 WEAK-QUANTUM-FOURIER-SAMPLING- \(S_{2 n}\)
    procedure WEAK-QUANTUM-FOURIER-SAMPLING- \(S_{2 n}\) (a graph \(\Gamma\)
    such that either \(\operatorname{Aut}(\Gamma)=\{e\}\) or \(\operatorname{Aut}(\Gamma)=\{e, \sigma\})\)
        Compute \(\frac{1}{\sqrt{(2 n)!}} \sum_{g \in S_{2 n}}|g, \varphi(g)\rangle\)
        Compute \(\sum_{\rho \in \hat{S_{2 n}}} \sqrt{\frac{d_{\rho}}{(2 n)!}} \sqrt{\frac{1}{|\operatorname{Aut}(\Gamma)|}}\left(\sum_{h \in \operatorname{Aut}(\Gamma)} \rho(c h)\right)_{i, j}|\rho, i, j\rangle\)
        Measure \(\rho\) as in tracing it out
    end procedure
```

Let $p_{\rho}$ be the probability of sampling $\rho$ in Algorithm 2 when $\Gamma_{1} \not \approx \Gamma_{2}$, and $q_{\rho}$ when $\Gamma_{1} \approx \Gamma_{2}$. So, the induced representation of $\operatorname{Aut}(\Gamma)$ to $S_{2 n}, \operatorname{Ind}_{\operatorname{Aut}(\Gamma)}^{S_{2 n}} 1$, is the regular representation. So, $\left\langle\chi_{\rho} \mid \chi_{\operatorname{Ind}_{\operatorname{Aut}(\Gamma)}^{S_{2 n}}}\right\rangle$, the multiplicity of $\rho$ in the regular representation, is $d_{\rho}$. Hence, $p_{\rho}=\frac{d_{\rho}^{2}}{(2 n)!}$.

When $\Gamma_{1} \approx \Gamma_{2}$, Aut $(\Gamma)=\{e, \sigma\}$. In this case, the probability of measuring $\rho$,

$$
\begin{equation*}
q_{\rho}=\frac{|\operatorname{Aut}(\Gamma)|}{(2 n)!} d_{\rho}\left\langle\chi_{1} \mid \chi_{\rho}\right\rangle_{\operatorname{Aut}(\Gamma)} \tag{3.5}
\end{equation*}
$$

Aut $(\Gamma)$ has only two elements, $e$ and $\sigma$, hence

$$
\begin{align*}
\left\langle\chi_{1} \mid \chi_{\rho}\right\rangle_{\operatorname{Aut}(\Gamma)} & =\frac{1}{2}\left(\chi_{\rho}(e)+\chi_{\rho}(\sigma)\right) \\
& =\frac{1}{2}\left(d_{\rho}+\chi_{\rho}(\sigma)\right) \tag{3.6}
\end{align*}
$$

So,

$$
\begin{align*}
q_{\rho} & =\frac{|\operatorname{Aut}(\Gamma)|}{(2 n)!} d_{\rho} \frac{1}{2}\left(d_{\rho}+\chi_{\rho}(\sigma)\right) \\
& =\frac{2}{(2 n)!} d_{\rho} \frac{1}{2}\left(d_{\rho}+\chi_{\rho}(\sigma)\right) \\
& =\frac{d_{\rho}}{(2 n)!}\left(d_{\rho}+\chi_{\rho}(\sigma)\right) \tag{3.7}
\end{align*}
$$

So,

$$
\begin{align*}
\left|p_{\rho}-q_{\rho}\right| & =\left|\frac{d_{\rho}^{2}}{(2 n)!}-\frac{d_{\rho}}{(2 n)!}\left(d_{\rho}+\chi_{\rho}(\sigma)\right)\right| \\
& =\frac{d_{\rho}}{(2 n)!}\left|\chi_{\rho}(\sigma)\right| \tag{3.8}
\end{align*}
$$

I use the Murnaghan-Nakayama rule [175] to approximate $\left|\chi_{\rho}(\sigma)\right|$. The rule is given below.

Theorem 10 (The Murnaghan-Nakayama rule). Let c be a permutation with cycle structure $\left(c_{1}, \ldots, c_{t}\right), c_{1} \geq \ldots \geq c_{t}$. Then

$$
\begin{equation*}
\chi_{\lambda}(c)=\sum_{s_{1}, \ldots, s_{t}}(-1)^{v\left(s_{1}\right)} \ldots(-1)^{v\left(s_{t}\right)} \tag{3.9}
\end{equation*}
$$

where each $s_{i}$ is a skew hook of length $c_{i}$ of the diagram or partition $\lambda$ after $s_{1}, \ldots, s_{i-1}$ have been removed, and $v\left(s_{i}\right)$ denotes the number of vertical steps in $s_{i}$.

The number of unordered decompositions for the diagram $\lambda$ with $2 n$ cells is $2^{4 n}=16^{n}$. For each unordered decomposition, the number of ordered decomposition is at most $(2 \sqrt{2 n})^{\frac{2 n}{2}}=(2 \sqrt{2 n})^{n}$. So, by the Murnaghan-Nakayama rule, $\chi_{\rho}(\sigma) \leq$ $16^{n}(2 \sqrt{2 n})^{n}$.

So,

$$
\begin{align*}
\left|\chi_{\rho}(\sigma)\right| & \leq 16^{n}(2 \sqrt{2 n})^{n} \\
& \leq 2^{4 n} 2^{n} \sqrt{2}^{n}(\sqrt{n})^{n} \\
& \leq 2^{O(n)} n^{\frac{n}{2}} \tag{3.10}
\end{align*}
$$

Now I compute $\left|p_{\rho}-q_{\rho}\right|$ for all irreducible representations. So,

$$
\begin{aligned}
|p-q|_{1} & =\sum_{\rho}\left|p_{\rho}-q_{\rho}\right| \\
& \leq \sum_{\rho} \frac{d_{\rho}}{(2 n)!} 2^{O(n)} n^{\frac{n}{2}} \\
& \leq \sum_{\rho} \frac{\sqrt{(2 n)!}}{(2 n)!} 2^{O(n)} n^{\frac{n}{2}} \\
& \leq \frac{2^{O(n)} n^{\frac{n}{2}}}{\sqrt{(2 n)!}} \\
& =\frac{2^{O(n)} n^{\frac{n}{2}} \sqrt{(2 n)!}}{\sqrt{(2 n)!} \sqrt{(2 n)!}} \\
& =\frac{2^{O(n)} n^{\frac{n}{2}} \sqrt{(2 n)!}}{(2 n)!}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{2^{O(n)} n^{\frac{n}{2}} \sqrt{(2 n)^{2 n}}}{(2 n)!} \\
& =\frac{2^{O(n)} n^{\frac{n}{2}}(2 n)^{n}}{(2 n)!} \\
& =\frac{2^{O(n)} n^{\frac{n}{2}} n^{n}}{(2 n)!} \\
& =\frac{2^{O(n)} n^{\frac{3 n}{2}}}{(2 n)!} \\
& =\frac{2^{O(n)} n^{\frac{3 n}{2}}}{(2 n)^{(2 n)}} \\
& =\frac{2^{O(n)} n^{\frac{3 n}{2}}}{n^{2 n}} \\
& =\frac{2^{O(n)}}{n^{\frac{n}{2}}} \\
& =\frac{2^{O(n)}}{2^{-\frac{n}{2}} n^{\frac{n}{2}}} \\
& =\frac{2^{O(n)}}{\frac{n}{2} \frac{n}{2}} \\
& \leq \frac{2^{O(n)}}{\left(\frac{n}{2}\right)!} \\
& \lll 2^{-\Omega(n)} \tag{3.11}
\end{align*}
$$

### 3.3 Weak quantum Fourier sampling for cycle graph automorphism

The automorphism group of an $n$-cycle graphs is the dihedral group $D_{n}$ of order $2 n$. I seek to study the weak Fourier sampling of cycle graphs. To provide the background, I discuss the irreducible representations of the dihedral group $D_{n}$ in this section.

Definition 41 (Cycle Graph). An n-cycle graph is a single cycle with $n$ vertices.

The automorphism group of an $n$-cycle graph is the dihedral group $D_{n}$ which
is of order $2 n$. If $D_{n}$ is even, the group can be generated as $\left\langle(2 \quad n)(3 \quad n-1) \ldots\left(\frac{n}{2}-\right.\right.$ $\left.\left.1 \frac{n}{2}+1\right),(1 \ldots n)\right\rangle$. If $D_{n}$ is odd, the group can be generated as $\langle(2 n)(3 n-$ 1) $\left.\ldots\left(\frac{n-1}{2} \quad \frac{n+1}{2}\right),(1 \ldots n)\right\rangle$. This is a manifestation of the presentation $D_{n}=\langle x, y|$ $\left.x^{n}=y^{2}=(x y)^{2}=1, y x=y^{-1} x\right\rangle$. The correspondence consists of $x=(1 \ldots n)$ and $y=(2 \quad n)(3 \quad n-1) \ldots\left(\frac{n}{2}-1 \quad \frac{n}{2}+1\right)$ if $n$ is even, and $y=(2 n)(3 \quad n-$ 1) $\ldots\left(\frac{n-1}{2} \quad \frac{n+1}{2}\right)$ if $n$ is odd. The orders of $x$ and $y$ are $n$ and 2 respectively.

The order of the symmetric group $S_{n}$ is $n!$. The order of a dihedral group $D_{n}$ is $2 n$. So, the index of $D_{n}$ in $S_{n}$ is $\frac{n!}{2 n} \approx \frac{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}}{2 n}$.

I would like to mention an important theorem proved in [42] in the following paragraph.

Theorem 11. Every subgroup of $D_{n}$ is cyclic or dihedral. A complete listing of the subgroups is as follows:

- $\left\langle x^{d}\right\rangle$, where $d \mid n$, with index $2 d$,
- $\left\langle x^{d}, x^{i} y\right\rangle$, where $d \mid n$ and $0 \leq i \leq d-1$, with index $d$.

Every subgroup of $D_{n}$ occurs exactly once in this listing.
In this theorem, subgroups of the first type are cyclic and subgroups of the second type are dihedral: $\left\langle x^{d}\right\rangle \cong \mathbf{Z} /(n / d)$ and $\left\langle x^{d}, x^{i} y\right\rangle \cong D_{n / d}$.

Based on Theorem 11, I would like to add the following remark.

Remark 2. The order of the subgroups $\left\langle x^{d}\right\rangle$ and $\left\langle x^{d}, x^{i} y\right\rangle$ are $\frac{n}{d}$ and $\frac{2 n}{d}$ respectively.

Every element of $D_{n}$ is either $x^{i}$ or $y x^{i}$ for $0 \leq i<n$. The conjugacy classes are small enough in number to be enumerated.

Conjugate $x^{i}$ by $x^{j} \quad:\left(x^{j}\right) x^{i}\left(x^{-j}\right)=x^{i}$

$$
\begin{array}{llll}
x^{i} \quad \text { by } & y x^{j} & :\left(y x^{j}\right) x^{i}\left(x^{-j} y\right)=y x^{i} y=x^{-i} \\
y r^{i} & \text { by } & r^{j} \quad: & \left(r^{j}\right) y r^{i}\left(r^{-j}\right)=y r^{-j} r^{i} r^{-j}=y r^{i-2 j} \\
y x^{i} & \text { by } & y x^{j} & :\left(y x^{j}\right) y x^{i}\left(x^{-j} y\right)=x^{i-2 j} y=y x^{2 j-i}
\end{array}
$$

The set of rotations decomposes into inverse pairs, $\left\{x^{i},\left(x^{i}\right)^{-1}\right\}$. So, the classes are $\{1\},\left\{x, x^{n-1}\right\},\left\{x^{2}, x^{n-2}\right\}, \ldots$. When $n$ is even, there are $\frac{n}{2}+1$, and when $n$ is odd, there are $\frac{n+1}{2}$ conjugacy classes.
$y x$ is conjugate to $y x^{3}, y x^{5}, \ldots$ while $y$ is conjugate to $y x^{2}, y x^{4}, \ldots$ If $n$ is even, these two sets are disjoint. However, $y x$ is conjugate to $y x^{n-1}$ (via $x$ ), so if $n$ is odd, all the non trivial reflections are in one conjugacy class.

So, the total number of conjugacy classes are as follows. If $n$ is even, the total number of conjugacy classes is $\left(\frac{n}{2}+1\right)+2=\frac{n}{2}+3$. If $n$ is odd, the total number of conjugacy classes is $\frac{n+1}{2}+1=\frac{n+3}{2}$.

The commutators of $D_{n}$,

$$
\begin{align*}
{\left[x^{i}, y x^{j}\right] } & =x^{-i}\left(y x^{j}\right) x^{i}\left(y x^{j}\right) \\
& =y x^{2 i+j} y x^{j} \\
& =\left(x^{i}\right)^{2} \tag{3.12}
\end{align*}
$$

So, the commutators generate the subgroup of squares of rotations. When $n$ is even, only half the rotations are squares, hence $G /[G, G]$ is of order 4. When $n$ is odd, all rotations are squares, hence $G /[G, G]$ is of order 2 . The number of
one dimensional irreducible representations is the order of $G /[G, G]$. So, when $n$ is even, there are 4 one dimensional representations and when $n$ is odd, there are 2 one dimensional representations.

I enumerate the representations as follows.

- When $n$ is even:
- The trivial representation, sending all group elements to the $1 \times 1$ matrix $(1)$.
- The representation, sending all elements in $\langle x\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$.
- The representation, sending all elements in $\left\langle x^{2}, y\right\rangle$ to $(1)$ and $x$ to $(-1)$.
- The representation, sending all elements in $\left\langle x^{2}, x y\right\rangle$ to $(1)$ and $x$ to $(-1)$.
- When $n$ is odd:
- The trivial representation, sending all group elements to the $1 \times 1$ matrix (1).
- The representation, sending all elements in $\langle x\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$.

Now, I determine the two dimensional irreducible representations. There is an obvious subgroup $\left\{1, x, \ldots, x^{n-1}\right\}$ which is a cyclic group of order $n$, let's call
it $C_{n}<D_{n}$. Since $C_{n}$ is abelian, it has $n$ irreducible 1-dimensional representations over $\mathbb{C}$, namely

$$
\begin{equation*}
x \mapsto e^{2 \pi k i / n}, \quad 0 \leq k<n \tag{3.13}
\end{equation*}
$$

which captures the idea of rotating by an angle of $2 \pi k / n$. I induce these easilydescribed representations to $D_{n}$ in order to find some possibly new representations. We have a representation $W$ of a subgroup $H \leq G$ (i.e. an H-linear action on $W)$, the induced representation of $W$ is

$$
\begin{equation*}
\bigoplus_{g \in G / H} g \cdot W \tag{3.14}
\end{equation*}
$$

where $g$ ranges over a set of representatives of $G / H$.
The induced representation of $C_{n}$ to $D_{n}$ for fixed $k$ is straight forward since $D_{n} / C_{n}$ has representatives $\{1, y\}$. So we just need to describe the $D_{n}$-vector space $\mathbb{C} \oplus y \cdot \mathbb{C}$ where $\mathbb{C}$ has basis consisting only of $w_{1}$. Now, the $D_{n}$ action turns into an actual matrix representation.

Specifically, we can find out how $x$ acts on each summand using our representation of $C_{n}$ :

$$
\begin{equation*}
x \cdot w_{1}=e^{2 \pi k i / n} w_{1}, \text { and } \tag{3.15}
\end{equation*}
$$

$$
\begin{align*}
x \cdot\left(y \cdot w_{1}\right) & =x y \cdot w_{1} \\
& =y x^{-1} \cdot w_{1}=e^{-2 \pi k i / n} y \cdot w_{1} \tag{3.16}
\end{align*}
$$

which tells us that $x$ acts by the matrix $\left(\begin{array}{cc}e^{2 \pi k i / n} & 0 \\ 0 & e^{-2 \pi k i / n}\end{array}\right)$.
We can also figure out how $y$ acts. $y$ obviously takes $w_{1}$ to $y \cdot w_{1}$, and $y$ takes $y \cdot w_{1}$ to $y^{2} w_{1}=w_{1}$, so $y$ simply interchanges the two summands. This tells us that $y$ acts by the matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$.

Here, I list the $k$-th two dimensional irreducible representations for the general group elements.

$$
\begin{gathered}
x \mapsto\left(\begin{array}{cc}
e^{\frac{2 \pi i k}{n}} & 0 \\
0 & e^{-\frac{2 \pi i k}{n}}
\end{array}\right) \\
x^{l} \mapsto\left(\begin{array}{cc}
e^{\frac{2 \pi i k l}{n}} & 0 \\
0 & e^{-\frac{2 \pi i k l}{n}}
\end{array}\right)
\end{gathered}
$$

$$
\begin{array}{r}
y \mapsto\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \\
x^{l} y \mapsto\left(\begin{array}{cc}
0 & e^{\frac{2 \pi i k l}{n}} \\
e^{-\frac{2 \pi i k l}{n}} & 0
\end{array}\right) \tag{3.17}
\end{array}
$$

We observe that, $0 \leq l \leq n-1$. Both $l=0$ and $l=n$ determine the identity matrix to which the identity element, $e$, is mapped. When $n$ is even, the $k$-th and $(n-k)$-th representations are equivalent, hence we get distinct representations only for $k=1,2, \ldots, \frac{n-2}{2}$. The representations for $k=0$ and $k=\frac{n}{2}$ are not irreducible and they decompose into one dimensional representations. On the other hand, when, $n$ is odd, there are $\frac{n-1}{2}$ irreducible representations.

Using the previous calculations, we can compute the total number of irreducible representations for $D_{n}$. When $n$ is even, the total number is $\frac{n-2}{2}+4=\frac{n}{2}+3$. When $n$ is odd, it is $\frac{n-1}{2}+2=\frac{n+3}{2}$. At this point, I would like to add the following remark regarding the characters of the irreducible two dimensional representations.

Remark 3. The characters of the representations of the elements of type $y$ and $x^{l} y$ are both zeros. The representations of the elements of type $x$ have the same character, $2 \cos \left(\frac{2 \pi k}{n}\right)$. Finally, the representations of the elements of type $x^{l}$ have the same character, $2 \cos \left(\frac{2 \pi k l}{n}\right)$.

Our interest with the dihedral group $D_{n}$ of order $2 n$ is based on the fact that it is the automorphism group of the $n$-cycle graph. A $p$-group is a group where the order of every group element is a power of the prime $p$. So, $D_{n}$ can be a $p$-group
only when $n=2^{m}$, when $m \in \mathbb{Z}$, because that is when $x^{2^{m}}=y^{2^{1}}=1$ for $p=2$.
The restrictions from the irreducible representations of $S_{n}$ to $D_{n}$ is straight forward. For any irreducible representation $\rho$ of $S_{n}$, its restriction to $D_{n}$ is $\rho(h)$ for all $h \in D_{n}$. This new representation may not be necessarily irreducible.

The inductions from the irreducible representations of $D_{n}$ to $S_{n}$ can be computed following the Definition 35. This new representation may also not be necessarily irreducible.

Following [80], I seek to compute the induced representation of $\mathbf{1}_{D_{n}}$ which is the trivial representation of the dihedral group $D_{n}$. As a prerequisite we need to compute a transversal for the left cosets of $D_{n}$ which can be done by any of the two algorithms presented in Section 4.6.7 of [94]. The computation of a transversal of a group requires the computation of the base of a group which can be computed in polynomial time using the Schreier-Sims algorithm [169, 173, 112].

As I have mentioned previously in the current section, there are $l=\frac{n!}{2 n} \approx$ $\frac{\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}}{2 n}$ cosets for $D_{n}$ in $S_{n}$. This will also be the number of elements in a transversal for the left cosets of $D_{n}$ in $S_{n}$. Let the transversal be $t_{1}, \ldots, t_{l}$. So, $S_{n}=t_{1} D_{n} \sqcup \ldots \sqcup t_{l} D_{n}$. We can compute $\mathbf{1}_{D_{n}} \uparrow_{D_{n}}^{S_{n}}$ following Definition 35.

It would be instructive to discuss the character table of $S_{n}$ and $D_{n}$ here.
Computing the character table of $S_{n}$ starts from computing the partitions $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{r}$ given $\sum_{i} \lambda=n$. These partitions can be partially ordered as follows. If there are two partitions $\lambda=\left(\lambda_{1} \geq \lambda_{2} \geq \ldots\right)$ and $\mu=\left(\mu_{1} \geq \mu_{2} \geq \ldots\right)$,
$\lambda \geq \mu$ if,

$$
\begin{aligned}
\lambda_{1} & \geq \mu_{1} \\
\lambda_{1}+\lambda_{2} & \geq \mu_{1}+\mu_{2} \\
\lambda_{1}+\lambda_{2}+\lambda_{3} & \geq \mu_{1}+\mu_{2}+\mu_{3}
\end{aligned}
$$

The columns of the character table are indexed by the conjugacy classes such that the partitions are arranged in increasing order. On the other hand, the rows are indexed by the characters in the decreasing order of the partitions. Each cell in the table then contains the corresponding character.

I provide a number of equivalent general procedure for computing the character table of any symmetric group $S_{n}$ improvising from [77].

The most straight forward way [162] to compute the character table is given in Algorithm 3.

```
Algorithm 3 CHARACTER-TABLE-1
    procedure CHARACTER-TABLE-1 \(\left(S_{n}\right)\)
        Determine all the partitions of \(n\) which will also infer the conjugacy classes.
        Enumerate all group elements and cluster them based on their cycle types.
    These clusters will coincide with the conjugacy classes.
        For each class, compute the irreducible representation for each group element.
        For each class, determine the character of the irreducible representation. All
    group elements of the same cycle type will have the same character.
        Populate the table with the characters following the prescribed order of the
    partitions for both column and rows.
    end procedure
```

        Enumeration of conjugacy classes becomes tedious when we are discussing
    about groups larger than $S_{5}$. By using the Murnaghan-Nakayama rule, we can simplify the process even for larger groups [175] as shown by [77] in Algorithm 4.

```
Algorithm 4 CHARACTER-TABLE-2
    procedure CHARACTER-TABLE- \(2\left(S_{n}\right)\)
            The conjugacy classes of \(S_{n}\) are the permutations having a fixed number
    of cycles of each length, corresponding to a partition of \(n\) called the shape of
    the permutation. Since, the characters of a group are constant on its conju-
    gacy classes, index the columns of the character table by these partitions. The
    partitions are arranged in an increasing order.
    3: There are precisely as many irreducible characters as conjugacy classes, so
    we can also index the irreducible characters by the partitions of \(n\). Represent
    each partition as a Young diagram and write them, or the characters directly
    down, the left of the table in a decreasing order of the partitions.
                                    \(\triangleright\) The Murnaghan-Nakayama Rule
            Calculate the entry in row \(\lambda\) and column \(\mu\). Define a filling of \(\lambda\) with content
    \(\mu\) to be a way of writing a number in each square of \(\lambda\) such that the numbers are
    weakly increasing along each row and column and there are exactly \(\mu_{i}\) squares
    labeled \(i\) for each \(i\).
    5: \(\quad\) Consider all fillings of \(\lambda\) with content \(\mu\) such that for each label \(i\), the squares
    labeled \(i\) form a connected skew tableaux that does not contain a \(2 \times 2\) square.
    Such a tableaux is called a border-strip tableaux.
            For each label in the tableau, define the height of the corresponding border
    strip to be one less than the number of rows of the border strip. Weight the
    tableau by \((-1)^{s}\) where \(s\) is the sum of the heights of the border strips that
    compose the tableau.
            The entry in the character table is simply the sum of these weights.
    end procedure
```

I apply Lemma 1 to obtain the Frobenius reciprocity for $D_{n}<S_{n}$.

$$
\begin{equation*}
\left\langle\chi \uparrow_{D_{n} \mathbf{1}_{D_{n}}}^{S_{n}}, \chi_{\rho}\right\rangle_{S_{n}}=\left\langle\chi_{\mathbf{1}_{D_{n}}}, \chi_{\rho} \downarrow_{D_{n}}^{S_{n}}\right\rangle_{D_{n}} \tag{3.19}
\end{equation*}
$$

where the left inner product is calculated in $S_{n}$ and the right one in $D_{n}$. So, if we need to determine $\left\langle\chi_{\mathbf{1}_{D_{n}}}, \chi_{\rho} \downarrow_{D_{n}}^{S_{n}}\right\rangle_{D_{n}}$, it would be sufficient to determine $\left\langle\chi \uparrow_{D_{n}}^{S_{n}} \mathbf{1}_{D_{n}}, \chi_{\rho}\right\rangle_{S_{n}}$.

Following the Definition 30,

$$
\begin{align*}
\left\langle\chi \uparrow_{D_{n} \mathbf{1}_{D_{n}}}^{S_{n}}, \chi_{\rho}\right\rangle_{S_{n}} & =\sum_{g_{i} \in S_{n}} \chi \uparrow_{D_{n} \mathbf{1}_{D_{n}}}^{S_{n}}\left(g_{i}\right) \chi_{\rho}^{\dagger}\left(g_{i}\right) \\
& =\sum_{g_{i} \in S_{n}}\left(\sum_{i=1}^{n} \delta_{\chi \uparrow_{D_{n} \mathbf{D}_{D_{n}}}^{S_{n}}}\left(g_{i}{ }_{i, i}\right) \chi_{\rho}^{\dagger}\left(g_{i}\right)\right. \tag{3.20}
\end{align*}
$$

I apply Theorem 9 to determine the probabilities of measuring the irreducible representations of $D_{n}$ through proving a few lemmas.

Lemma 2. The probability of measuring the labels of one dimensional irreducible representations of $D_{n}$ is zero for non-trivial representations.

Proof of Lemma 2. First, I assume that $n$ is even. So, there are 4 one dimensional representations and $\frac{n-2}{2}$ two dimensional representations. I compute the probability of measuring the one dimensional representations. Let us denote them as $\rho_{1}, \rho_{2}, \rho_{3}$, and $\rho_{4}$. So, their dimensions are all the same i.e. $d_{\rho_{1}}=d_{\rho_{2}}=d_{\rho_{3}}=d_{\rho_{4}}=1$. Let the probability of measuring $\rho_{i}$ be $p_{\rho_{i}}$. So, following Theorem 9 ,

$$
\begin{align*}
p_{\rho_{i}} & =\frac{\left|D_{n}\right|}{\left|S_{n}\right|} d_{\rho_{i}}\left\langle\chi_{\rho_{i}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} \\
& =\frac{2 n}{n!}\left\langle\chi_{\rho_{i}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} \tag{3.21}
\end{align*}
$$

$D_{n}$ has $2 n$ elements. So,

$$
\begin{align*}
\left\langle\chi_{\rho_{i}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} & =\frac{1}{\left|D_{n}\right|} \sum_{g \in D_{n}} \chi_{\rho_{i}}(g) \chi_{\mathbf{1}_{D_{n}}}^{\dagger}(g) \\
& =\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\rho_{i}}(g) \tag{3.22}
\end{align*}
$$

When $i=1, \rho_{1}$ is the trivial representation which sends all group elements to the $1 \times 1$ matrix $(1)$. The probability of measuring this representation is given below.

$$
\begin{align*}
\left\langle\chi_{\rho_{1}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} & =\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\rho_{1}}(g) \\
& =1 \tag{3.23}
\end{align*}
$$

So,

$$
\begin{align*}
p_{\rho_{1}} & =\frac{2 n}{n!}\left\langle\chi_{\rho_{1}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} \\
& =\frac{2 n}{n!} \tag{3.24}
\end{align*}
$$

When $i=2, \rho_{2}$ is the representation which sends all elements in $\langle x\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$. The probability of measuring this representation is given below.

$$
\begin{equation*}
\left\langle\chi_{\rho_{2}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\rho_{2}}(g) \tag{3.25}
\end{equation*}
$$

As observed from the presentation of $D_{n}$, the number of elements in $\langle x\rangle$ is $n$. So, $n$ elements will be mapped to 1 and $n$ elements will e mapped to -1 . So,

$$
\begin{align*}
\left\langle\chi_{\rho_{2}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} & =\frac{1}{2 n}(n(1)+n(-1)) \\
& =0 \tag{3.26}
\end{align*}
$$

So,

$$
\begin{align*}
p_{\rho_{2}} & =\frac{2 n}{n!}\left\langle\chi_{\rho_{2}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} \\
& =0 \tag{3.27}
\end{align*}
$$

So, the weak Fourier sampling will not be able to determine the labels of the sign representation which sends all elements in $\langle x\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$.

When $i=3, \rho_{3}$ is the representation which sends all elements in $\left\langle x^{2}, y\right\rangle$ to $(1)$ and $x$ to $(-1)$. The probability of measuring this representation is given below.

$$
\begin{equation*}
\left\langle\chi_{\rho_{3}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\rho_{3}}(g) \tag{3.28}
\end{equation*}
$$

Following Remark 2, $\rho_{3}$ sends $n$ elements of $D_{n}$ to $(1)$ and $2 n-n=n$ elements of $D_{n}$ to $(-1)$. So,

$$
\begin{equation*}
\left\langle\chi_{\rho_{3}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=0 \tag{3.29}
\end{equation*}
$$

So, the weak Fourier sampling will not be able to determine the labels of the sign representation which sends all elements in $\left\langle x^{2}, y\right\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$.

When $i=4, \rho_{4}$ is the representation which sends all elements in $\left\langle x^{2}, x y\right\rangle$ to $(1)$ and $x$ to $(-1)$. The probability of measuring this representation is given below.

$$
\begin{equation*}
\left\langle\chi_{\rho_{4}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\rho_{4}}(g) \tag{3.30}
\end{equation*}
$$

Following Remark $2, \rho_{4}$ sends $n$ elements of $D_{n}$ to $(1)$ and $2 n-n=n$ elements of $D_{n}$ to $(-1)$. So,

$$
\begin{equation*}
\left\langle\chi_{\rho_{4}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=0 \tag{3.31}
\end{equation*}
$$

So, the weak Fourier sampling will not be able to determine the labels of the sign representation which sends all elements in $\left\langle x^{2}, x y\right\rangle$ to $(1)$ and all elements outside $\langle x\rangle$ to $(-1)$.

The case when $n$ is odd may be considered as a special case of when $n$ is even and show that only the trivial representation can be sampled with non-zero probability.

Now, I would like to compute the probability of measuring the labels of two dimensional irreducible representations in weak Fourier sampling.

Lemma 3. The probability of measuring the labels of two dimensional irreducible representations of $D_{n}$ is always zero.

Proof of Lemma 3. When $n$ is even, there are $\frac{n-2}{2}$ such irreducible representations. Let the irreducible representations be denoted as $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}, \ldots, \sigma_{\frac{n-2}{2}}$.

The probability of measuring $\sigma_{k}$ is given below.

$$
\begin{equation*}
\left\langle\chi_{\sigma_{k}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}}=\frac{1}{2 n} \sum_{g \in D_{n}} \chi_{\sigma_{k}}(g) \tag{3.32}
\end{equation*}
$$

Following Remark $3, \sigma_{k}$ maps $n$ number of elements to the matrices for which the characters of the representations are zero. For the rest $n$ number of the group
elements, the character is $2 \cos \left(\frac{2 \pi k l}{n}\right)$ where $0 \leq l \leq n-1$. So,

$$
\begin{align*}
\left\langle\chi_{\sigma_{k}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} & =\frac{1}{2 n} \sum_{l=0}^{n-1} 2 \cos \left(\frac{2 \pi k l}{n}\right) \\
& =\frac{1}{n} \sum_{l=0}^{n-1} \cos \left(\frac{2 \pi k l}{n}\right) \tag{3.33}
\end{align*}
$$

I would like to mention the following formula for the sum of series of cosines when they are in arithmetic progression as they have been proven in both [111] and [93].

$$
\begin{equation*}
\sum_{l=1}^{n} \cos (l \theta)=\frac{\sin (n \theta / 2)}{\sin (\theta / 2)} \cos ((n+1) \theta / 2), \quad \sin (\theta / 2) \neq 0 \tag{3.34}
\end{equation*}
$$

When $\theta=\frac{2 \pi k}{n}$,

$$
\begin{equation*}
\sum_{l=1}^{n} \cos \left(\frac{2 \pi k l}{n}\right)=\frac{\sin (\pi k)}{\sin (\pi k / n)} \cos ((n+1) \pi k / n)=0 \tag{3.35}
\end{equation*}
$$

If we change the interval of $l$ from $[1, n]$ to $[0, n-1]$ the sum still remains zero.

$$
\begin{equation*}
\sum_{l=0}^{n-1} \cos \left(\frac{2 \pi k l}{n}\right)=\cos (0)+0-\cos (2 \pi k)=0 \tag{3.36}
\end{equation*}
$$

So, the probability of measuring the labels of the two dimensional irreducible representations is:

$$
\begin{align*}
\left\langle\chi_{\sigma_{k}}, \chi_{\mathbf{1}_{D_{n}}}\right\rangle_{D_{n}} & =\frac{1}{n} \sum_{l=0}^{n-1} \cos \left(\frac{2 \pi k l}{n}\right) \\
& =0 \tag{3.37}
\end{align*}
$$

The case of $n$ being odd can be considered as a special case of $n$ being even and the same result can be proved.

So, the weak Fourier sampling algorithm cannot determine the labels of any of the two dimensional irreducible representations. To summarize, weak Fourier sampling cannot determine any irreducible representation other than the trivial one. So, it cannot determine the automorphism group of the cycle graph which is a trivial problem in the classical paradigm. Lemmas 2 and 3 may be consolidated into the following theorem.

Theorem 12. Weak quantum Fourier sampling fails to solve the cycle graph automorphism problem.

Proof. Follows directly from the proofs of the Lemmas 2 and 3.

I observe that the success probability of strong Fourier sampling is a conditional probability which depends on the success probability of measuring the labels of representation. As the success probability of measuring the non-trivial represen-
tations of $D_{n}$ is zero, the success probability of measuring their individual matrix elements is also zero.

Corollary 1. Strong quantum Fourier sampling fails to solve the cycle graph automorphism problem.

### 3.4 Non-trivial graph automorphism problems

In Section 3.3, I have shown that the weak Fourier sampling fails to determine the automorphism group of the cycle graphs. It is natural to ask whether same is the case for the graphs which have the dihedral group as a subgroup in it's automorphism group. I answer to the question in the affirmative. This is based of the following theorem reproduced from [53] and also mentioned as Theorem 10 in Section 3.2 in [170].

Theorem 13. The direct product of two irreducible representations of groups $H$ and $K$ yields an irreducible representation of the direct product group so that all irreducible representations of the direct product group can be generated from the irreducible representations of the original groups before they are joined.

While the formal proof is omitted, I would like to present a sketch of the proof here.

Let $F$ be a field and $G$ be a group which is expressed as the direct product $G=H \times K$. Let $\rho$ and $\sigma$ be representations of $H$ and $K$ over $F$, respectively. Then a corresponding representation of $G$ over $F$ may be constructed from $\rho$ and $\sigma$ by using tensor products.

Suppose that $\rho$ and $\sigma$ arise from an $F H$-module $M$ and an $F K$-module $N$, respectively. Form the tensor product $T=M \otimes_{F} N$ and make $T$ into a right $F G-$ module by the rule $(a \otimes b)(x, y)=(a x) \otimes(b y)$, where $a \in M, b \in N, x \in H$ and $y \in K$. Then $T$ affords an $F$-representation $\rho \sharp \sigma$ called the Kronecker (or outer tensor) product of $\rho$ and $\sigma$. The degree of $\rho \sharp \sigma$ equals the product of the degrees of $\rho$ and $\sigma$.

It is easy to show that if $\rho$ has character $\chi$ and $\sigma$ has character $\psi$, the character $\phi$ of $\rho \sharp \sigma$ is given by $(x, y) \phi=(x) \chi(y) \psi$. If $F$ is an algebraically closed field, $G$ is finite, the characteristic of $F$ does not divide the order of $G$ and $\left\{\rho_{1}, \ldots, \rho_{h}\right\}$ and $\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}$ are complete sets of inequivalent irreducible $F$-representations of $H$ and $K$, then the $\rho_{i} \sharp \sigma_{r}$, for $i=1, \ldots h$ and $r=1, \ldots, k$, form a complete set of inequivalent irreducible $F$-representations of $G$.

With the discussion above, a complete set of inequivalent irreducible $\mathbb{C}$-characters of $D_{n} \times G$, where $G$ is a finite group, can be constructed by the rule $(x, y) \phi_{j}=$ (x) $\chi_{i}(y) \psi_{r}$, where $i=1, \ldots h, r=1, \ldots, k, x \in D_{n}, y \in G$, and $\left\{\chi_{1}, \ldots, \chi_{h}\right\}$ and $\left\{\psi_{1}, \ldots, \psi_{k}\right\}$ are complete sets of inequivalent irreducible $\mathbb{C}$-characters of $D_{n}$ and $G$.

Before going further, I would like to present the Frucht's theorem below [70].

Theorem 14. Every abstract group is isomorphic to the automorphism group of some graph.

So, any group which is a product of $D_{n}$ and a finite group $G$ is isomorphic to the automorphism group of some finite graph. It has also been shown in [11]
that every finite group as the group of symmetries of a strongly regular graph. It indicates that there is a class of strongly regular graph whose automorphism group is isomorphic to $D_{n} \times G$. According to Theorem 13 and the result presented in the previous section, I argue that quantum Fourier sampling fails to construct the automorphism group of a subclass of strongly regular graphs.

Another example may be the Cayley graph automorphism problem [186]. It is well known that the automorphism group of the Cayley graph Aut $(C(G, X))$ of a group $G$ over a generating set $X$ contain an isomorphic copy of $G$ acting via left translations [100]. In that case, the automorphism group of the Cayley graph of a dihedral group $D_{n}$ contains $D_{n}$ as a subgroup. So, following the result of the previous section, quantum Fourier sampling fails to compute the automorphism group of $\operatorname{Aut}(C(G, X))$.

I would like to draw the final case from the theory of universal structures. A class $\mathcal{C}$ of structures is called universal if every finite group is the automorphism group of a structure in $\mathcal{C}$ [37]. A series of efforts by Frucht, Sabidussi, Mendelsohn, Babai, Kantor, and others [37] has shown the following classes of graphs to be universal - graphs of valency $k$ for any fixed $k>2$ [71]; bipartite graphs; strongly regular graphs [130]; Hamiltonian graphs [161]; $k$-connected graphs [161], for $k>0$; $k$-chromatic graphs, for $k>1$; switching classes of graphs; lattices [24]; projective planes (possibly infinite); and Steiner triple systems [131]; and symmetric designs (BIBDs). It indicates that each of these classes has at least one graph which has its automorphism group isomorphic to $D_{n}$. So, quantum Fourier sampling will fail to compute the automorphism group of each of these cases.

### 3.5 Summary

We have seen that, while $\mathbf{G I}_{H S P}$ is equivalent to determining order 2 subgroup of a symmetric group, $\mathbf{G A}_{\text {HSP }}$ is equivalent to determining a hidden subgroup of higher order. I have identified a class of graph automorphism problem for which the quantum Fourier transform algorithm always fails. I have also shown how we can determine non-trivial classes of graphs for which the same algorithm always fails. With these negative results, one may be interested to ask whether the hidden subgroup representation is a practical representation of the graph isomorphism and automorphism problems in quantum regime.

## Chapter 4

## Graph Isomorphism and Quantum Adiabatic Algorithms

### 4.1 Adiabatic algorithm for graph isomorphism

The main result of this chapter is the correctness proof of the Hen-Young quantum adiabatic algorithm for graph isomorphism. Adiabatic algorithms for graph isomorphism is a relatively new area of research which started with the publication [91] by Hen et al. Later on two more publications proposed two more adiabatic algorithms ([73, 90]). These three algorithms are highly diverse in terms of the construction of the driver Hamiltonian, encoding of the solution, locality, and the size of the quantum system. In this section, I focus on the earliest Hen-Young algorithm [91]. While the authors presented the implementation of the algorithm for a few graph classes, the proof of the correctness of the algorithm was yet to be presented. Our main result in this chapter is the proof of the correctness of the Hen-Young algorithm.

### 4.2 The Hen-Young algorithm

I convert the original descriptive version of the algorithm from [91] into a pseudo-code outlined in Algorithm 5.

```
Algorithm 5 HEN-YOUNG
    procedure HEN-YOUNG \(\left(\Gamma_{1}, \Gamma_{2}\right) \triangleright\) Define driver Hamiltonians for \(\Gamma_{1}\) and
    \(\Gamma_{2}\)
    2: Construct driver Hamiltonians \(\hat{H}_{d_{1}}=\hat{H}_{d_{2}}=\frac{1}{2} \sum_{i}^{n} \sigma_{i}^{x} \quad \triangleright\) Define problem
    Hamiltonians for \(\Gamma_{1}\) and \(\Gamma_{2}\)
        Construct the problem Hamiltonian \(\hat{H}_{p_{1}}=\sum_{\langle i j\rangle \in \Gamma_{1}} \sigma_{i}^{z} \sigma_{j}^{z}\)
        Construct the problem Hamiltonian \(\hat{H}_{p_{2}}=\sum_{\langle i j\rangle \in \Gamma_{2}} \sigma_{i}^{z} \sigma_{j}^{z} \quad \triangleright\) Construct the
    adiabatic Hamiltonians
        Construct the adiabatic Hamiltonian \(\hat{H}_{1}(s)=(1-s) \hat{H}_{d_{1}}+s \hat{H}_{p_{1}}\)
        Construct the adiabatic Hamiltonian \(\hat{H}_{2}(s)=(1-s) \hat{H}_{d_{2}}+s \hat{H}_{p_{2}}\)
        Adiabatically evolve \(\hat{H}_{1}(s)\) and \(\hat{H}_{2}(s)\)
        Measure average energy, spin-glass order parameter, and \(x\)-magnetization
        if None of the quantity matches then False
        elseTrue
        end if
    end procedure
```

The success of the Hen-Young algorithm depends on the two adiabatic evolutions conducted in the step 7 of Algorithm 5. It implied that the time $\tau(s)$ needed to finish the evolution should be proportional to $g(s)^{-3}$ for the algorithm to succeed. To my knowledge, this relation is yet to be proven. To illustrate the idea, I study the adiabatic evolutions of all 3-vertex graphs (except the disconnected graph) in

Table 4.1.

Table 4.1: Adiabatic evolution of the Hamiltonians of 3-vertex graphs

| Graph | Ground states of $H_{P}$ | Spectrum of $H(s)$ |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
| $\sigma^{\circ}$ |  |  |
| $\sigma^{\circ}$ |  |  |


|  | $\|001\rangle,\|010\rangle,\|101\rangle,\|110\rangle$ |  |
| :---: | :---: | :---: |
|  | $\|001\rangle,\|011\rangle,\|100\rangle,\|110\rangle$ |  |
|  | $\|010\rangle,\|101\rangle$ |  |
|  | $\|001\rangle,\|110\rangle$ |  |
|  | $\|011\rangle,\|100\rangle$ |  |



For all these graphs, the driver Hamiltonian is always the same. In the original algorithm, the authors mentioned that the problem Hamiltonians reflect the structure of the graph. But, so far there is no rigorous proof that this structural information is sufficient for the adiabatic algorithm to succeed. Let us consider the fourth graph from the Table 4.1. In this graph, the valency of the vertex 2 is two. The ground state is degenerate with multiplicity two. The vertices with the same valency retains the same spin value. We may also consider the case of the two isomorphic triplets i.e. the first three graphs and the second three graphs from Table 4.1.

I would also like to compute the problem Hamiltonians for the Isomorphic pair in the Figure 5.7 and the non-Isomorphic pair in the Figure 5.8.

| Graph | Ground states of $H_{P}$ | Eigenvalues |
| :---: | :---: | :---: |
|  | $\|0101\rangle,\|1010\rangle$ |  |
|  | $\|0110\rangle,\|1001\rangle$ | -6 |
|  | $\|0101\rangle,\|1010\rangle$ | -6 |
|  |  |  |

Table 4.2: Problem Hamiltonian of 4-vertex isomorphic and non-isomorphic graphs

From Tables 4.1 and 4.2, I observe that the ground state of the problem Hamiltonian can be grouped in complementary pairs hence they are symmetric. I assume that it will be the same for any generic graph isomorphism problem.

According to our definitions in Algorithm 5, the adiabatic Hamiltonian of an $n$-vertex simple undirected cycle graph $\Gamma=(V, E)$ by the Hen-Young algorithm is given below. I assume $n$ to be an even number.

$$
\begin{aligned}
\hat{H}(s) & =(1-s) \hat{H}_{d}+s \hat{H}_{p} \\
& =(1-s) \frac{1}{2} \sum_{i}^{n} \sigma_{i}^{x}+2 s \sum_{\langle i j\rangle \in \Gamma} \sigma_{i}^{z} \sigma_{j}^{z} \\
& =(1-s) \frac{1}{2} \sum_{i}^{n} \sigma_{i}^{x}+2 s\left(\sigma_{1}^{z} \sigma_{2}^{z}+\sigma_{2}^{z} \sigma_{3}^{z}+\ldots+\sigma_{k}^{z} \sigma_{k+1}^{z}+\ldots+\sigma_{n-1}^{z} \sigma_{n}^{z}+\sigma_{n}^{z} \sigma_{1}^{z}\right) \\
& =(1-s) \frac{1}{2} \sum_{i}^{n} \sigma_{i}^{x}+2 s \sum_{i}^{n} \sigma_{i}^{z} \sigma_{i+1}^{z}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{i}^{n}\left((1-s) \frac{1}{2} \sigma_{i}^{x}+2 s \sigma_{i}^{z} \sigma_{i+1}^{z}\right) \tag{4.1}
\end{equation*}
$$

I adopt the periodic boundary condition for this 1-D spin ring where $i+n=i$.
To investigate the complexity of the adiabatic algorithm, I need to determine the gap between the eigenvalues of the ground state and the first excited state of $\tilde{H}(s)$.

Taking inspiration from section 4.1 of [67], I define an operator $G$ which commutes with $\hat{H}(s)$. So,

$$
\begin{align*}
G & =\prod_{j=1}^{n} \sigma_{(j)}^{x} \\
& =\sigma_{(1)}^{x} \otimes \sigma_{(2)}^{x} \ldots \otimes \sigma_{(n)}^{x} \\
& =\left(\left(\sigma^{x} \otimes \mathbb{I}_{n-1}\right) \cdot\left(\mathbb{I} \otimes \sigma^{x} \otimes \mathbb{I}_{n-2}\right) \cdot\left(\mathbb{I}_{2} \otimes \sigma^{x} \otimes \mathbb{I}_{n-3}\right) \cdot \ldots \cdot\left(\mathbb{I}_{n-1} \otimes \sigma^{x}\right)\right) \tag{4.2}
\end{align*}
$$

It is obvious that $G$ negates the value of each qubit in the $z$ basis. The first summation term in $\hat{H}(s)$ obviously commutes with all $\sigma^{x}$ variables because it's a function of $\sigma^{x}$ only and they commute with each other. Moreover, as $G^{2}=$ $\left(\prod_{j=1}^{n} \sigma_{x}^{(j)}\right)^{2}=\prod_{j=1}^{n}\left(\sigma_{x}^{(j)}\right)^{2}=\mathbb{I}_{n}$, the eigenvalues are $\pm 1$.

As $G|x=0\rangle=|x=0\rangle$, I may restrict the computation for the states that are invariant under $G$. Based on our observation in the Tables 4.1 and 4.2, I assume that the space of the ground states of the generic graph isomorphism problem is invariant under $G$.

Now, I can write the definition of $\tilde{H}(s)$ in the invariant sector as a sum of $\frac{n}{2}$ commuting $2 \times 2$ Hamiltonians that I can diagonalize.

The second summation term in $\hat{H}(s)$ also commutes with the product of all $\sigma^{x}$ because the term $\sigma_{j}^{z} \sigma_{j+1}^{z}$ anticommutes both with $\sigma_{j}^{x}$ and $\sigma_{j+1}^{x}$ because $\sigma^{x}, \sigma^{z}$ anticommute, and it therefore commutes with the product of two $\sigma^{x}$ as two minus signs give a plus. I use the Jordan-Wigner transformation [184, 104] to convert the Pauli operators of the adiabatic Hamiltonian into fermionic operators. To do that, I define the creation and annihilation operators from the Pauli operators.

$$
\begin{equation*}
\sigma^{ \pm}=\sigma^{x} \pm i \sigma^{y} \tag{4.3}
\end{equation*}
$$

I define the fermionic operators as follows.

$$
\begin{align*}
b_{j} & =\sigma_{1}^{x} \sigma_{2}^{x} \ldots \sigma_{j-1}^{x} \sigma_{j}^{-} \mathbf{1}_{j+1} \ldots \mathbf{1}_{n} \\
b \dagger_{j} & =\sigma_{1}^{x} \sigma_{2}^{x} \ldots \sigma_{j-1}^{x} \sigma_{j}^{+} \mathbf{1}_{j+1} \ldots \mathbf{1}_{n} \tag{4.4}
\end{align*}
$$

If can be verified that,

$$
\begin{gather*}
\left\{b_{j}, b_{k}\right\}=0 \\
\left\{b_{j}, b^{\dagger}{ }_{k}\right\}=\delta_{j k} \tag{4.5}
\end{gather*}
$$

Moreover, I observe that,

$$
\begin{equation*}
b_{j}^{\dagger} b_{j}=\frac{1}{2}\left(1-\sigma_{j}^{x}\right) \tag{4.6}
\end{equation*}
$$

for $j=1, \ldots, n$,

$$
\begin{equation*}
\left(b_{j}^{\dagger}-b_{j}\right)\left(b_{j+1}^{\dagger}+b_{j+1}\right)=\sigma_{j}^{z} \sigma_{j+1}^{z} . \tag{4.7}
\end{equation*}
$$

I can also explicitly calculate to show that

$$
\begin{equation*}
\left(b_{n}^{\dagger}-b_{n}\right)\left(b_{1}^{\dagger}+b_{1}\right)=-G \sigma_{n}^{z} \sigma_{1}^{z} . \tag{4.8}
\end{equation*}
$$

As $G$ acts on the qubits which are in computational basis i.e. along the $z$ axis, Equations 4.7 and 4.8 are consistent only when $b_{n+1}=-b_{1}$ which is the antiperiodic boundary condition. So, it may be used as the definition of $b_{n+1}$.

So, I plug in the values in Eq. 4.1.

$$
\begin{equation*}
\hat{H}(s)=\sum_{j}^{n}(1-s) \frac{1}{2}\left(1-2 b_{j}^{\dagger} b_{j}\right)+\sum_{j}^{n} 2 s\left(b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}^{\dagger}\right) \tag{4.9}
\end{equation*}
$$

Now, I like to define the Fourier transform of the fermionic operators as follows.

$$
\begin{equation*}
\beta_{p}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e^{i \pi p j / n} b_{j} \tag{4.10}
\end{equation*}
$$

, for $p= \pm 1, \pm 3, \ldots, \pm(n-1)$. The the terms for the even values of $p$ can also be determined using the periodic boundary condition as I am investigating a spin chain on a ring of even length.

The reverse Fourier transform is defined as follows.

$$
\begin{equation*}
b_{j}=\frac{1}{\sqrt{n}} \sum_{p= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi p j / n} \beta_{p} \tag{4.11}
\end{equation*}
$$

This definition is consistent with $b_{n+1}=-b_{1}$. Moreover, I also observe that,

$$
\begin{gather*}
\left\{\beta_{p}, \beta_{q}\right\}=0 \\
\left\{\beta_{p}, \beta_{q}^{\dagger}\right\}=\delta_{p q} \tag{4.12}
\end{gather*}
$$

Now, I replace the fermionic operators in the quadratic terms, $b_{j}^{\dagger} b_{j}, b_{j}^{\dagger} b_{j+1}^{\dagger}$, $b_{j} b_{j+1}^{\dagger}, b_{j}^{\dagger} b_{j+1}, b_{j} b_{j+1}$, of Eq. 4.24 with their Fourier transformations as defined in Eq. 4.11.

$$
\begin{align*}
b_{j}^{\dagger} b_{j+1}^{\dagger} & =\frac{1}{n} \sum_{p, q} e^{\pi i(p+q) j / n} e^{\pi i q / n} \beta_{q}^{\dagger} \beta_{p}^{\dagger} \\
& =\sum_{p} e^{-\pi i p / n} \beta_{-p}^{\dagger} \beta_{p}^{\dagger} \tag{4.13}
\end{align*}
$$

Similarly,

$$
b_{j} b_{j+1}=\left(\frac{1}{\sqrt{n}} \sum_{p} e^{-i \pi p j / n} \beta_{p}\right)\left(\frac{1}{\sqrt{n}} \sum_{q} e^{-i \pi q(j+1) / n} \beta_{q}\right)
$$

$$
\begin{align*}
& =\frac{1}{n} \sum_{p, q} e^{\pi i p / n} e^{-i \pi(p+q) j / n} \beta_{p} \beta_{q} \\
& =\sum_{p} e^{\pi i p / n} \beta_{p} \beta_{-p} \tag{4.14}
\end{align*}
$$

$$
\begin{align*}
b_{j}^{\dagger} b_{j} & =\frac{1}{n} \sum_{p, q} e^{\frac{i j \pi(q-p)}{n}} \beta_{q}^{\dagger} \beta_{q} \\
& =\frac{1}{n} \sum_{p, q} n \delta_{p q} \beta_{q}^{\dagger} \beta_{p} \\
& =\sum_{p} \beta_{p}^{\dagger} \beta_{p} \\
& =\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p} \tag{4.15}
\end{align*}
$$

$$
\begin{aligned}
b_{j} b_{j+1}^{\dagger} & =\left(\frac{1}{\sqrt{n}} \sum_{p= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi p j / n} \beta_{p}\right)\left(\frac{1}{\sqrt{n}} \sum_{p= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi p(j+1) / n} \beta_{p}^{\dagger}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi p j / n} e^{i \pi q(j+1) / n} \beta_{p} \beta_{q}^{\dagger}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi(p j-q j-q) / n} \beta_{p} \beta_{q}^{\dagger}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi q / n} e^{-i \pi(p j-q j) / n} \beta_{p} \beta_{q}^{\dagger}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi q / n} n \delta_{p q} \beta_{p} \beta_{q}^{\dagger}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{p} e^{i \pi p / n} \beta_{-p} \beta_{-p}^{\dagger} \tag{4.16}
\end{equation*}
$$

$$
\begin{align*}
b_{j}^{\dagger} b_{j+1} & =\left(\frac{1}{\sqrt{n}} \sum_{p= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi p j / n} \beta_{p}^{\dagger}\right)\left(\frac{1}{\sqrt{n}} \sum_{p= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi p(j+1) / n} \beta_{p}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi p j / n} e^{-i \pi q(j+1) / n} \beta_{p}^{\dagger} \beta_{q}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{i \pi(p j-q j-q) / n} \beta_{p}^{\dagger} \beta_{q}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi q / n} e^{i \pi(p j-q j) / n} \beta_{p}^{\dagger} \beta_{q}\right) \\
& =\frac{1}{n}\left(\sum_{p, q= \pm 1, \pm 3, \ldots, \pm(n-1)} e^{-i \pi q / n} n \delta_{p q} \beta_{p}^{\dagger} \beta_{q}\right) \\
& =\sum_{p} e^{-i \pi p / n} \beta_{p}^{\dagger} \beta_{p} \tag{4.17}
\end{align*}
$$

Now I plug in the values in $\left(b_{j}^{\dagger}-b_{j}\right)\left(b_{j+1}^{\dagger}+b_{j+1}\right)$.

$$
\begin{equation*}
\left(b_{j}^{\dagger}-b_{j}\right)\left(b_{j+1}^{\dagger}+b_{j+1}\right)=b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}^{\dagger}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1} \tag{4.18}
\end{equation*}
$$

I compute the value of the terms pairwise.

$$
b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}^{\dagger}=\sum_{p}\left(e^{-i \pi p / n} \beta_{p}^{\dagger} \beta_{p}-e^{i \pi p / n} \beta_{-p} \beta_{-p}^{\dagger}\right)
$$

$$
\begin{align*}
& =\sum_{p} e^{-i \pi p / n}\left(\beta_{p}^{\dagger} \beta_{p}-e^{2 i \pi p / n} \beta_{-p} \beta_{-p}^{\dagger}\right) \\
& =\sum_{p} e^{-i \pi p / n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \\
& =\sum_{p}\left(\cos \frac{\pi p}{n}-i \sin \frac{\pi p}{n}\right)\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \tag{4.19}
\end{align*}
$$

Let's check the term $\sum_{p}\left(\cos \frac{\pi p}{n}-i \sin \frac{\pi p}{n}\right)\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)$ for $p= \pm 1$ setting $\frac{1}{n}=m$.

$$
\begin{aligned}
& \sum_{p=1}(\cos m \pi p-i \sin m \pi p)\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \\
& =(\cos m \pi-i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& +(\cos (-m \pi)-i \sin (-m \pi))\left(\beta_{-1}^{\dagger} \beta_{-1}-\beta_{1} \beta_{1}^{\dagger}\right) \\
& =(\cos m \pi-i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& +(\cos m \pi+i \sin m \pi)\left(\beta_{-1}^{\dagger} \beta_{-1}-\beta_{1} \beta_{1}^{\dagger}\right) \\
& =(\cos m \pi-i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& +(\cos m \pi+i \sin m \pi)\left(\left(1-\beta_{-1} \beta_{-1}^{\dagger}\right)-\left(1-\beta_{1}^{\dagger} \beta_{1}\right)\right) \\
& =(\cos m \pi-i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& +(\cos m \pi+i \sin m \pi)\left(1-\beta_{-1} \beta_{-1}^{\dagger}-1+\beta_{1}^{\dagger} \beta_{1}\right) \\
& =(\cos m \pi-i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& +(\cos m \pi+i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \\
& =(\cos m \pi-i \sin m \pi+\cos m \pi+i \sin m \pi)\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right)
\end{aligned}
$$

$$
\begin{equation*}
=2 \cos m \pi\left(\beta_{1}^{\dagger} \beta_{1}-\beta_{-1} \beta_{-1}^{\dagger}\right) \tag{4.20}
\end{equation*}
$$

So,

$$
\begin{align*}
b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}^{\dagger} & =\sum_{p} e^{-i \pi p / n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \\
& =\sum_{p}\left(\cos \frac{\pi p}{n}-i \sin \frac{\pi p}{n}\right)\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \\
& =2 \sum_{p} \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \tag{4.21}
\end{align*}
$$

Similarly,

$$
\begin{align*}
b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1} & =\sum_{p}\left[e^{-\pi i p / n} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}-e^{\pi i p / n} \beta_{p} \beta_{-p}\right] \\
& =\sum_{p} e^{-\pi i p / n}\left[\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-e^{2 \pi i p / n} \beta_{p} \beta_{-p}\right] \\
& =\sum_{p} e^{-\pi i p / n}\left[\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right] \text { using } e^{2 \theta}=1 \\
& =\sum_{p}\left(\cos \frac{\pi p}{n}-i \sin \frac{\pi p}{n}\right)\left[\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right] \\
& =-2 i \sum_{p} \sin \left(\frac{\pi p}{n}\right)\left[\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right] \tag{4.22}
\end{align*}
$$

So,

$$
\left(b_{j}^{\dagger}-b_{j}\right)\left(b_{j+1}^{\dagger}+b_{j+1}\right)=b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}^{\dagger}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}
$$

$$
\begin{align*}
& =\left(b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}\right)+\left(b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}^{\dagger}\right) \\
& =\left(-2 i \sum_{p} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right)\right) \\
& +\left(2 \sum_{p} \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)\right) \\
& =-2 i \sum_{p} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right) \\
& +2 \sum_{p} \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right) \tag{4.23}
\end{align*}
$$

So, the adiabatic Hamiltonian can be written as follows.

$$
\begin{align*}
\tilde{H}(s) & =\sum_{j}^{n}\left((1-s) \frac{1}{2}\left(1-2 b_{j}^{\dagger} b_{j}\right)+2 s\left(\left(b_{j}^{\dagger}-b_{j}\right)\left(b_{j+1}^{\dagger}+b_{j+1}\right)\right)\right) \\
& =\frac{1-s}{2} \sum_{j}^{n}\left(1-2 b_{j}^{\dagger} b_{j}\right)+2 s \sum_{j}^{n}\left(b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}^{\dagger}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}\right) \\
& =\frac{1-s}{2} \sum_{j}^{n}\left(1-2 b_{j}^{\dagger} b_{j}\right)+2 s \sum_{j}^{n}\left(b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}^{\dagger}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}\right) \\
& =\sum_{p=1,3, \ldots,(n-1)} A_{p}(s) \tag{4.24}
\end{align*}
$$

where,

$$
\begin{aligned}
A_{p}(s) & =\frac{1-s}{2}\left(1-2 b_{j}^{\dagger} b_{j}\right)+2 s\left(b_{j}^{\dagger} b_{j+1}^{\dagger}-b_{j} b_{j+1}^{\dagger}+b_{j}^{\dagger} b_{j+1}-b_{j} b_{j+1}\right) \\
& =\frac{1-s}{2}\left(1-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)\right) \\
& +2 s\left(-2 i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right)+2 \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1-s}{2}\left(1-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)-4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right) \tag{4.25}
\end{align*}
$$

Let $\left|\Omega_{p}\right\rangle=|0\rangle$ be the ground state of $A_{p}$. So, $\beta_{ \pm p}\left|\Omega_{p}\right\rangle=\beta_{ \pm p}|0\rangle=0$. Among $\beta_{p}^{\dagger} \beta_{p}, \beta_{-p}^{\dagger} \beta_{-p}, \beta_{-p}^{\dagger} \beta_{p}^{\dagger}, \beta_{p} \beta_{-p}, \beta_{-p} \beta_{-p}^{\dagger}$, and $\beta_{p}^{\dagger} \beta_{p}$, only $\beta_{-p}^{\dagger} \beta_{p}^{\dagger}$ takes $\left|\Omega_{p}\right\rangle$ to $\left|\Sigma_{p}\right\rangle$.

Now I compute $A_{p}\left|\Omega_{p}\right\rangle=A_{p}|0\rangle$.

$$
\begin{aligned}
A_{p}\left|\Omega_{p}\right\rangle & =A_{p}|0\rangle \\
& =\frac{1-s}{2}\left(1-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)\right)|0\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)|0\rangle-4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right)|0\rangle \\
& =\frac{1-s}{2}\left(|0\rangle-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)|0\rangle\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si\operatorname {sin}(\frac {\pi p}{n})(\beta _{-p}^{\dagger }\beta _{p}^{\dagger }|0\rangle -\beta _{p}\beta _{-p}|0\rangle )} \\
& =\frac{1-s}{2}\left(|0\rangle-2\left(\beta_{p}^{\dagger} \beta_{p}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(0-\beta_{-p} \beta_{-p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-0\right) \\
& =\frac{1-s}{2}(|0\rangle-2(0+0)) \\
& +4 s \cos \frac{\pi p}{n}\left(0-\beta_{-p} \beta_{-p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-0\right) \\
& =\frac{1-s}{2}|0\rangle-4 s \cos \frac{\pi p}{n}\left(1-\beta_{-p}^{\dagger} \beta_{-p}\right)|0\rangle
\end{aligned}
$$

$$
\begin{align*}
& -4 s i \sin \left(\frac{\pi p}{n}\right) \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle \\
& =\frac{1-s}{2}|0\rangle-4 s \cos \frac{\pi p}{n}\left(|0\rangle-\beta_{-p}^{\dagger} \beta_{-p}|0\rangle\right) \\
& -4 \operatorname{si\operatorname {sin}(\frac {\pi p}{n})|1\rangle } \\
& =\frac{1-s}{2}|0\rangle-4 s \cos \frac{\pi p}{n}(|0\rangle-0)-4 s i \sin \left(\frac{\pi p}{n}\right)|1\rangle \\
& =\left(\frac{1-s}{2}-4 s \cos \frac{\pi p}{n}\right)|0\rangle-4 s i \sin \frac{\pi p}{n}|1\rangle \tag{4.26}
\end{align*}
$$

Before I compute $A_{p}\left|\Sigma_{p}\right\rangle=A_{p}|1\rangle$, I observe the following.

$$
\begin{align*}
\beta_{-p}|1\rangle & =\beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle \\
& =\beta_{-p}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}\right)|0\rangle \\
& =-\beta_{-p} \beta_{p}^{\dagger} \beta_{-p}^{\dagger}|0\rangle \\
& =-\left(-\beta_{p}^{\dagger} \beta_{-p}\right) \beta_{-p}^{\dagger}|0\rangle \\
& =\beta_{p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger}|0\rangle \\
& =\beta_{p}^{\dagger}\left(1-\beta_{-p}^{\dagger} \beta_{-p}\right)|0\rangle \\
& =\beta_{p}^{\dagger}\left(|0\rangle-\beta_{-p}^{\dagger} \beta_{-p}|0\rangle\right) \\
& =\beta_{p}^{\dagger}|0\rangle \tag{4.27}
\end{align*}
$$

Now I compute $A_{p}\left|\Sigma_{p}\right\rangle=A_{p}|1\rangle$.

$$
A_{p}\left|\Sigma_{p}\right\rangle=A_{p}|1\rangle
$$

$$
\begin{aligned}
& =\frac{1-s}{2}\left(1-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}-\beta_{-p} \beta_{-p}^{\dagger}\right)|1\rangle-4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}-\beta_{p} \beta_{-p}\right)|1\rangle \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(\beta_{p}^{\dagger} \beta_{p}+\beta_{-p}^{\dagger} \beta_{-p}\right)|1\rangle\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}|1\rangle-\beta_{-p} \beta_{-p}^{\dagger}|1\rangle\right)-4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}|1\rangle-\beta_{p} \beta_{-p}|1\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(\beta_{p}^{\dagger} \beta_{p}|1\rangle+\beta_{-p}^{\dagger} \beta_{-p}|1\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p}|1\rangle-\beta_{-p} \beta_{-p}^{\dagger}|1\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}|1\rangle-\beta_{p} \beta_{-p}|1\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(\beta_{p}^{\dagger}\left(-\beta_{-p}^{\dagger} \beta_{p}\right) \beta_{p}^{\dagger}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p} \beta_{p}^{\dagger}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}\left(1-\beta_{p}^{\dagger} \beta_{p}\right)|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(|1\rangle-2\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}\left(|0\rangle-\beta_{p}^{\dagger} \beta_{p}|0\rangle\right)+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right)
\end{aligned}
$$

$$
\left.\left.\begin{array}{l}
+4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
-4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
=\frac{1-s}{2}\left(|1\rangle-2\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}(|0\rangle-0)+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
+4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
-4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
=\frac{1-s}{2}\left(|1\rangle-2\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
+4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
-4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
=\frac{1-s}{2}\left(|1\rangle-2\left(-\left(-\beta_{-p}^{\dagger} \beta_{p}^{\dagger}\right)|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
+4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
-4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
=\frac{1-s}{2}\left(|1\rangle-2\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
+4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
+\frac{1-s}{2}\left(-|1\rangle-2 \beta_{-p}^{\dagger}\left(1-\beta_{-p}^{\dagger} \beta_{-p}\right) \beta_{p}^{\dagger}|0\rangle\right) \\
-4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
+4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
=\frac{1-s}{2}\left(|1\rangle-2\left(|1\rangle+\beta_{-p}^{\dagger} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
+4 s i \sin \left(\frac{\pi p}{n} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
\left.+\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger}|0\rangle\right) \\
\dagger
\end{array} 0\right\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right),
$$

$$
\begin{aligned}
& =\frac{1-s}{2}\left(-|1\rangle-2 \beta_{-p}^{\dagger}\left(\beta_{p}^{\dagger}|0\rangle-\beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(-|1\rangle-\left(2 \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-2 \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}\left(-|1\rangle-\left(2 \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-2 \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right)\right) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =\frac{1-s}{2}(-|1\rangle-(2|1\rangle-0)) \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger} \beta_{p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(\beta_{p}^{\dagger}\left(-\beta_{-p}^{\dagger} \beta_{p}\right) \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p} \beta_{p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)
\end{aligned}
$$

$$
\begin{aligned}
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}\left(1-\beta_{p}^{\dagger} \beta_{p}\right)|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}\left(|0\rangle-\beta_{p}^{\dagger} \beta_{p}|0\rangle\right)-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}(|0\rangle-0)-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\beta_{p}^{\dagger} \beta_{-p}^{\dagger}|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle \\
& +4 s \cos \frac{\pi p}{n}\left(-\left(-\beta_{-p}^{\dagger} \beta_{p}^{\dagger}\right)|0\rangle-\beta_{-p} \beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& -4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}(|1\rangle-0) \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& -4 \operatorname{si\operatorname {sin}}\left(\frac{\pi p}{n}\right)\left(\beta_{-p}^{\dagger}\left(-\beta_{-p}^{\dagger} \beta_{p}^{\dagger}\right) \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right)
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(-\beta_{-p}^{\dagger} \beta_{-p}^{\dagger} \beta_{p}^{\dagger} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& -4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(0-\beta_{p} \beta_{-p} \beta_{-p}^{\dagger} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 s i \sin \left(\frac{\pi p}{n}\right) \beta_{p}\left(1-\beta_{-p}^{\dagger} \beta_{-p}\right) \beta_{p}^{\dagger}|0\rangle \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right) \beta_{p}\left(\beta_{p}^{\dagger}|0\rangle-\beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 s i \sin \left(\frac{\pi p}{n}\right)\left(\beta_{p} \beta_{p}^{\dagger}|0\rangle-\beta_{p} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\left(1-\beta_{p}^{\dagger} \beta_{p}\right)|0\rangle-\beta_{p} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left(\left(|0\rangle-\beta_{p}^{\dagger} \beta_{p}|0\rangle\right)-\beta_{p} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)\left((|0\rangle-0)-\beta_{p} \beta_{-p}^{\dagger} \beta_{-p} \beta_{p}^{\dagger}|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 s i \sin \left(\frac{\pi p}{n}\right)\left(|0\rangle-\beta_{p} \beta_{-p}^{\dagger}\left(-\beta_{p}^{\dagger} \beta_{-p}\right)|0\rangle\right) \\
& =-\frac{3(1-s)}{2}|1\rangle+4 s \cos \frac{\pi p}{n}|1\rangle \\
& +4 \operatorname{si} \sin \left(\frac{\pi p}{n}\right)(|0\rangle+0)
\end{aligned}
$$

$$
\begin{equation*}
=\left(-\frac{3(1-s)}{2}+4 s \cos \frac{\pi p}{n}\right)|1\rangle+4 s i \sin \frac{\pi p}{n}|0\rangle \tag{4.28}
\end{equation*}
$$

So, I reexpress $A_{p}$ in the $\Omega_{p}, \Sigma_{p}$ basis, it becomes as follows.

$$
A_{p}(s)=\left(\begin{array}{cc}
\left(\frac{1-s}{2}-4 s \cos \frac{\pi p}{n}\right) & -4 s i \sin \frac{\pi p}{n}  \tag{4.29}\\
4 s i \sin \frac{\pi p}{n} & \left(-\frac{3(1-s)}{2}+4 s \cos \frac{\pi p}{n}\right)
\end{array}\right)
$$

For each $p$, the eigenvalues of $A_{p}(s)$ are:

$$
\begin{equation*}
E_{p}^{ \pm}=\frac{1}{2}\left( \pm 2 \sqrt{8 s^{2} \cos \left(\frac{\pi p}{n}\right)-8 s \cos \left(\frac{\pi p}{n}\right)+17 s^{2}-2 s+1}+s-1\right) \tag{4.30}
\end{equation*}
$$

So, the ground state is $E_{1}^{-}(s)$. The first excited state is $E_{1}^{+}(s)+\sum_{p=3 \ldots} E_{p}^{-}(s)$. I plot the eigenvalue for $E_{1}^{-}(s)$ and $E_{1}^{+}(s)$.

I plot the eigenvalue for $E_{1}^{-}(s)$ and $E_{1}^{+}(s)$ for $n=4,6,8,10,16,32,64,128,256,512,1024$ to have initial idea about the spectrum of the Hamiltonian.

Table 4.3: Energy gaps for $C_{n}$


| $C_{6}$ |  |
| :---: | :---: |
| $C_{8}$ |  |
| $C_{10}$ |  |
| $C_{16}$ |  |


$C_{102}$

For a few plots in the table above, I have plotted for a smaller window of $s$
as the curves diverges on both sides beyond the window. The minimum gap occurs very close to $s=\frac{1}{5}$ and is,

$$
\begin{align*}
g_{\min } & \approx E_{1}^{+}\left(\frac{1}{5}\right)-E_{1}^{-}\left(\frac{1}{5}\right) \\
& =\frac{8}{5} \sqrt{2-2 \cos \left(\frac{\pi}{n}\right)} \tag{4.31}
\end{align*}
$$

When $n$ is large,

$$
\begin{align*}
g_{\min } & \approx \frac{8}{5} \sqrt{\frac{\pi^{2}}{n^{2}}+1} \\
& \approx \frac{8 \pi}{5 n} \tag{4.32}
\end{align*}
$$

In Section 2.5, I have mentioned that the required evolution time $T$ must be much greater than $\frac{E}{g_{\text {min }}^{3}}$ where for this problem $E$ scales like $n$ so $T \gg c n^{3}$ where $c$ is a constant. I have shown that for any cycle graph, quantum adiabatic evolution will find the graph configuration in a time which grows as a fixed power of $n$.

So, for cycle graph isomorphism problem, the adiabatic gap doesn't decrease exponentially for the Hen-Young algorithm. Hence, it succeeds for cycle graph isomorphism.

### 4.3 Other algorithms

Since the Hen-Young algorithm, two more adiabatic algorithms have been proposed for the graph isomorphism problem. Correctness proof for any of them is yet to be presented. Here I would like to briefly mention about these two algorithms to illustrate their differences with the original Hen-Young algorithm. It could be mentioned that the Hen-Sarandy algorithm draws its inspiration from [120] and one of my work with a few others [187] which is the center of discussion in Chapter 5 of this dissertation.

### 4.3.1 The Gaitan-Clark algorithm

I reproduce the scheme of the Gaitan-Clark algorithm from [73]. A permutation $\pi$ of a finite set $\mathcal{S}=\{0, \ldots, N-1\}$, expressed in the cycle notation, can be mapped into an integer string $P(\pi)=\pi_{0} \cdots \pi_{N-1}$, with $\pi_{i} \in \mathcal{S}$ and $\pi_{i} \neq \pi_{j}$ for $i \neq j$.

For reasons that will become clear later in this section, I like to represent the integer string $P(\pi)=\pi_{0} \cdots \pi_{N-1}$ into a binary string $P_{\pi}$. This can be done by replacing each $\pi_{i}$ in $P(\pi)$ by the unique binary string formed from the coefficients appearing in its binary decomposition

$$
\begin{equation*}
\pi_{i}=\sum_{j=0}^{U-1} \pi_{i, j}(2)^{j} \tag{4.33}
\end{equation*}
$$

Here $U \equiv\left\lceil\log _{2} N\right\rceil$. So, the integer string $P(\pi)$ is converted into the binary string

$$
\begin{equation*}
P_{\pi}=\left(\pi_{0,0} \cdots \pi_{0, U-1}\right) \cdots\left(\pi_{N-1,0} \cdots \pi_{N-1, U-1}\right) \tag{4.34}
\end{equation*}
$$

where $\pi_{i, j} \in\{0,1\}$. The binary string $P_{\pi}$ has length $N U$, where

$$
\begin{equation*}
N \leq 2^{U} \equiv M+1 \tag{4.35}
\end{equation*}
$$

Thus the permutation $\pi$ corresponds with the binary string $P_{\pi}$ in Eq. (4.34).
I defined $\mathcal{H}$ be the Hamming space of binary strings of length $N U$. It contains $2^{N U}$ strings. Among them, $N$ ! strings $P_{\pi}$ encode valid permutations $\pi$. Finally, I define a mapping from $\mathcal{H}$ to the space of $N \times N$ matrices $\sigma$ with binary matrix elements $\sigma_{i, j}=0,1$.

- Let $s_{b}=s_{0} \cdots s_{N U-1}$ be a binary string in $\mathcal{H} . s_{b}$ can be written as $N$ substrings of length $U$ as follows:

$$
\begin{equation*}
s_{b}=\left(s_{0} \cdots s_{U-1}\right)\left(s_{U} \cdots s_{2 U-1}\right) \cdots\left(s_{(N-1) U} \cdots s_{N U-1}\right) . \tag{4.36}
\end{equation*}
$$

- For each substring $s_{i U} \cdots s_{(i+1) U-1}$, define $s_{i}$ as:

$$
\begin{equation*}
s_{i}=\sum_{j=0}^{U-1} s_{i U+j}(2)^{j} \leq 2^{U}-1=M \tag{4.37}
\end{equation*}
$$

- Define the integer string $s=s_{0} \cdots s_{N-1}$, and define the $N \times N$ matrix $\sigma(s)$ to have matrix elements

$$
\sigma_{i, j}(s)= \begin{cases}0, & \text { if } s_{j}>N-1  \tag{4.38}\\ \delta_{i, s_{j}}, & \text { if } 0 \leq s_{j} \leq N-1\end{cases}
$$

where $i, j \in \mathcal{S}$, and $\delta_{x, y}$ is the Kronecker delta.

I observe that when the binary string $s_{b}$ corresponds to a permutation, the matrix $\sigma(s)$ is a permutation matrix since the $s_{i}$ formed in step 2 will obey $0 \leq$ $s_{i} \leq N-1$ and $s_{i} \neq s_{j}$ for $i \neq j$. Here, if $A$ is the adjacency matrix for a graph $G$, then $A^{\prime}=\sigma(s) A \sigma^{T}(s)$ will be the adjacency matrix for a graph $G^{\prime}$ isomorphic to $G$. On the other hand, if $s_{b}$ does not correspond to a permutation, then the adjacency matrix $A^{\prime}=\sigma(s) A \sigma^{T}(s)$ must correspond to a graph $G^{\prime}$ which is not isomorphic to $G$.

So, I have constructed a map from binary strings of length $N U$ to $N \times N$ matrices (viz. linear maps) with binary matrix elements. When the string is (is not) a valid permutation, the matrix produced is (is not) a permutation matrix. Finally, follow from Stirling's formula that $\log _{2} N!\sim N \log _{2} N-N$ which is the number of bits needed to represent $N!$. This encoding of permutations requires $N\left\lceil\log _{2} N\right\rceil$ bits and so approaches asymptotically as required by Stirling's formula.

Now I transform an instance of the graph isomorphism problem into an instance of a combinatorial optimization problem (COP) whose cost function has a minimum value of zero if and only if $G$ and $G^{\prime}$ are isomorphic.

The search space for the COP is the Hamming space $\mathcal{H}$ of binary strings $s_{b}$ of length $N U$ which are associated with the integer strings $s$ and matrices $\sigma(s)$. The COP cost function $C(s)$ contains three terms.

$$
\begin{equation*}
C(s)=C_{1}(s)+C_{2}(s)+C_{3}(s) . \tag{4.39}
\end{equation*}
$$

The first two terms on the RHS penalize integer strings $s=s_{0} \cdots s_{N-1}$ whose associated matrix $\sigma(s)$ is not a permutation matrix,

$$
\begin{align*}
& C_{1}(s)=\sum_{i=0}^{N-1} \sum_{\alpha=N}^{M} \delta_{s_{i}, \alpha}  \tag{4.40}\\
& C_{2}(s)=\sum_{i=0}^{N-2} \sum_{j=i+1}^{N-1} \delta_{s_{i}, s_{j}}, \tag{4.41}
\end{align*}
$$

where $\delta_{x, y}$ is the Kronecker delta. Here, $C_{1}(s)>0$ when $s_{i}>N-1$ for some $i$, and $C_{2}(s)>0$ when $s_{i}=s_{j}$ for some $i \neq j$. Thus $C_{1}(s)+C_{2}(s)=0$ if and only if $\sigma(s)$ is a permutation matrix. The third term $C_{3}(s)$ adds a penalty when $\sigma(s) A \sigma^{T}(s) \neq A^{\prime}$ :

$$
\begin{equation*}
C_{3}(s)=\left\|\sigma(s) A \sigma^{T}(s)-A^{\prime}\right\|_{i} . \tag{4.42}
\end{equation*}
$$

Here $\|M\|_{i}$ is the $L_{i}$-norm of $M$. So, when $G$ and $G^{\prime}$ are isomorphic, $C_{3}(s)=0$, and $\sigma(s)$ is the permutation of vertices of $G$ that maps $G \rightarrow G^{\prime}$. So, if $C(s)=0$ for some integer string $s$, then $G$ and $G^{\prime}$ are isomorphic and $\sigma(s)$ is the permutation that maps them. On the other hand, if $C(s)>0$ for all strings $s$, then $G$ and $G^{\prime}$ are non-isomorphic.

I have thus converted an instance of GI into an instance of the following COP: Definition 42 (Graph Isomorphism COP:). Given the $N$-vertex graphs $G$ and $G^{\prime}$ and the associated cost function $C(s)$ defined above, find an integer string $s_{*}$ that minimizes $C(s)$.

By definition: (i) $C\left(s_{*}\right)=0$ if and only if $G$ and $G^{\prime}$ are isomorphic and $\sigma\left(s_{*}\right)$ is the permutation matrix mapping $G \rightarrow G^{\prime}$; and (ii) $C\left(s_{*}\right)>0$ if and only if $G$ and
$G^{\prime}$ are non-isomorphic.
Like the authors, I also like to point it out that if $G=G^{\prime}$, then $C\left(s_{*}\right)=0$ since $G$ is certainly isomorphic to itself. In this case $\sigma\left(s_{*}\right)$ is an automorphism of $G$.

To map the GI COP onto an adiabatic quantum computation, I construct the computational basis states (CBS) $\left|s_{b}\right\rangle$ with the labels $s_{b}$. So, each bit in $s_{b}$ is represented by a qubit so that the quantum register contains $L=N U=N\left\lceil\log _{2} N\right\rceil$ qubits. The CBS are defined to be the $2^{L}$ eigenstates of $\sigma_{z}^{0} \otimes \cdots \otimes \sigma_{z}^{L-1}$. The problem Hamiltonian $H_{P}$ is defined to be diagonal in the CBS with eigenvalue $C(s)$, where $s$ is the integer string associated with $s_{b}$ :

$$
\begin{equation*}
H_{P}\left|s_{b}\right\rangle=C(s)\left|s_{b}\right\rangle \tag{4.43}
\end{equation*}
$$

The ground-state energy of $H_{P}$ will be zero if and only if the graphs $G$ and $G^{\prime}$ are isomorphic. The initial Hamiltonian $H_{i}$ is chosen to be

$$
\begin{equation*}
H_{i}=\sum_{l=0}^{L-1} \frac{1}{2}\left(I^{l}-\sigma_{x}^{l}\right), \tag{4.44}
\end{equation*}
$$

where $I^{l}$ and $\sigma_{x}^{l}$ are the identity and x-Pauli operator for qubit $l$, respectively. The ground-state of $H_{i}$ is the easily constructed uniform superposition of CBS.

The quantum algorithm for GI begins by preparing the $L$ qubit register in the ground-state of $H_{i}$ and then driving the qubit register dynamics using the timedependent Hamiltonian $H(t)$. At the end of the evolution the qubits are measured
in the computational basis. The outcome is the bit string $s_{b}^{*}$ so that the final state of the register is $\left|s_{b}^{*}\right\rangle$ and its energy is $C\left(s^{*}\right)$, where $s^{*}$ is the integer string derived from $s_{b}^{*}$. In the adiabatic limit, $C\left(s^{*}\right)$ will be the ground-state energy, and if $C\left(s^{*}\right)=0$ $(>0)$ the algorithm decides $G$ and $G^{\prime}$ are isomorphic (non-isomorphic).

### 4.3.2 The Hen-Sarandy algorithm

I reproduce the scheme of the Hen-Sarandy algorithm from [90]. In this algorithm, the construction of the driver and problem Hamiltonian are more straightforward. A problem Hamiltonian can then be written in terms of positive energy contributions to invalid mappings, i.e., each time an edge appears in one graph but not in the other. This yields

$$
\begin{align*}
H_{p} & =\sum_{i j \notin E_{1}} \sum_{i^{\prime} j^{\prime} \in E_{2}} \frac{\left(1+\sigma_{i, i^{\prime}}^{z}\right)}{2} \frac{\left(1+\sigma_{j, j^{\prime}}^{z}\right)}{2} \\
& +\sum_{i j \in E_{1}} \sum_{i^{\prime} j^{\prime} \notin E_{2}} \frac{\left(1+\sigma_{i, i^{\prime}}^{z}\right.}{2} \frac{\left(1+\sigma_{j \cdot j^{\prime}}^{z}\right)}{2}, \tag{4.45}
\end{align*}
$$

where $E_{1}$ and $E_{2}$ are the edge sets of $G_{1}$ and $G_{2}$, respectively. Moreover, another term is also added to the problem Hamiltonians which penalizes invalid permutations. This constraint is translated into penalty terms in the problem Hamiltonian, explicitly,

$$
\begin{equation*}
H^{\mathrm{pen}}=\sum_{i}\left[\left(\sum_{j} \frac{\left(1+\sigma_{i, j}^{z}\right)}{2}-1\right)^{2}+\left(\sum_{j} \frac{\left(1+\sigma_{j, i}^{z}\right)}{2}-1\right)^{2}\right] \tag{4.46}
\end{equation*}
$$

At this point, I invite the readers to compare these terms with the terms I
have defined in the objective function (Eq. 5.2) minimized by a quantum annealing algorithm I have proposed in Chapter 5. This illustrates how researches are taking inspirations from classical regime to design new quantum algorithms.

The minimal set of hopping terms required to hop from one allowed configuration to another is given by the driver Hamiltonian:

$$
\begin{align*}
H_{d} & =-\sum_{i, j} \sum_{j\left\langle j^{\prime}\right.}\left(| \uparrow \rangle \langle \downarrow | _ { ( i , j ) } \otimes | \downarrow \rangle \left\langle\left.\uparrow\right|_{(i+1, j)}\right.\right.  \tag{4.47}\\
& \otimes|\uparrow\rangle\left\langle\left.\downarrow\right|_{\left(i, j^{\prime}\right)} \otimes \mid \downarrow\right\rangle\left\langle\left.\uparrow\right|_{\left(i+1, j^{\prime}\right)}+\text { c.c. }\right),
\end{align*}
$$

where c.c. denotes complex conjugate terms. The interpretation of the Hamiltonian above in terms of hopping particles is illustrated as follows. The hopping terms swap the location of particles (or up spins) in neighboring rows.

By rewriting $H_{d}$ in Eq. (4.47) in terms of Pauli operators, we get

$$
\begin{equation*}
H_{d}=-\sum_{i, j} \sum_{j<j^{\prime}}\left(\sigma_{(i, j)}^{+} \sigma_{(i+1, j)}^{-} \sigma_{\left(i+1, j^{\prime}\right)}^{+} \sigma_{\left(i, j^{\prime}\right)}^{-}+c . c .\right) . \tag{4.48}
\end{equation*}
$$

The $H_{d}$ as I have just defined involves four-body terms. In particular, four-body interactions are enough to implement the solution of any $n$-vertex GI problem; i.e., the non-locality of the interaction does not scale with the size of the problem. The advantage of this approach is that, at the cost of a four-body quantum driver Hamiltonian, no additional constraints are needed in the problem Hamiltonian, meaning that $N_{E}=O\left(n^{2}\right)$ edges are already enough to embed an $n$-vertex graph. Obviously,
this will require a quantum computer with fundamentally different architecture than the previous ones mentioned in this chapter.

### 4.4 Summary

In this section, I have given a correctness proof of the Hen-Young algorithm for the cycle graphs. It is already known that [3], for any efficient quantum adiabatic algorithm, there is always an efficient quantum gate algorithm. So, it is natural too ask, if quantum Fourier transform fails to solve graph isomorphism and automorphism problems, as shown in Chapter 3, what is the equivalent gate model algorithm when there is an efficient quantum adiabatic algorithm for a particular class of graph isomorphism problem? In future, one may investigate efficient designs of Hamiltonian clocks to perform this conversion between two paradigms.

## Chapter 5

## Graph Isomorphism and Quantum Annealing

### 5.1 Introduction

In this chapter, I implement a quantum annealing algorithm for graph isomorphism, first published in [187], and study its asymptotic behavior. I also describe the setup, and methodology of the proof-of-concept experiment and discuss the results. To the best of my knowledge, this is the first of its kind.

Quantum annealing algorithm for the graph isomorphism problem is an active research area $[187,120,74,91,98,179,181]$. The idea is to define an objective function $f$ which encodes the connectivity of two input graphs $\Gamma_{1}$ and $\Gamma_{2}$. When the function is minimized on a quantum annealing device the value and the corresponding configuration tells us whether $\Gamma_{1}$ and $\Gamma_{2}$ are isomorphic. I assume the graphs in this report are simple and undirected.

So far, only [187] co-authored by me and [181] have demonstrated proof-ofconcept experiments of solving the graph isomorphism problem. It was a successful collaboration with Kenneth M. Zick and Matthew French of the Information Sciences Institute, University of Southern California.


Quantum annealing (QA) is a proposed combinatorial optimization technique meant to exploit quantum mechanical effects such as tunneling and entanglement [125]. Machines purportedly implementing a type of quantum annealing have recently become available [25]. While the extent of quantumness in these implementations is not fully understood, some evidence for quantum mechanical effects playing a useful role in the processing has been appearing [116, 6, 26]. Aside from the debate over quantumness, there are interesting questions regarding how to effectively solve a real-world problem using a quantum annealer. Quantum annealing-based solvers require a combination of annealing and classical pre- and post-processing; at this early stage, little is known about how to partition and optimize the processing. For instance, current quantum annealers have severe practical limitations on the size of
problems that can be handled. Can the pre-processing algorithms be modified in order to improve scalability? A second question involves post-processing. Quantum annealers provide solutions to an embedded version of a problem involving physical qubits. Post-processing is generally required for translating these to solutions to the original problem involving logical qubits (aka variables). Occasionally, a chain of physical qubits representing a single variable resolves to an inconsistent state, a scenario known as a broken chain. Studies are needed regarding broken chains and the possibility of classical error correction during post-processing.

This chapter presents an experimental case study of quantum annealing and some of the factors involved in real-world solvers, using a 504-qubit D-Wave Two machine. An example of parsimonious pre-processing is considered, along with postprocessing majority voting. Through experiments on a 504 -qubit D-Wave Two machine, I quantify the QA success probabilities and the impact of the methods under study. I use the graph isomorphism (GI) problem as the problem of focus. The GI problem is to determine whether two input graphs $G_{1,2}$ are in essence the same, such that the adjacency matrices can be made identical with a relabeling of vertices. This problem is an interesting candidate for several reasons. First, an accurate quantum annealing-based solver for GI has never been implemented. Second, quantum approaches can sometimes provide new insight into the structure of a problem, even if no speedup over classical approaches is achieved or even expected. Third, the GI problem is mathematically interesting; though many sub-classes of the problem can be solved in polynomial time by specialized classical solvers, the run time of the best general solution is exponential and has remained at $e^{O(\sqrt{N \log N})}$ since $1983[128,16]$.

The classical computational complexity of the problem is currently considered to be NP-intermediate [156], and the quantum computational complexity of the problem is unknown. Graph isomorphism is a non-abelian hidden subgroup problem and is not known to be easy in the quantum regime [141, 79]. Lastly, the GI problem is of practical interest. It appears in fields such as very large-scale integrated circuit design, where a circuits layout graph must be verified to be equivalent to its schematic graph [114], and in drug discovery and bio-informatics, where a graph representing a molecular compound must be compared to an entire database, often via a GI tool that performs canonical labeling [128].

This chapter relates to previous works as follows. A pre-print by King and McGeoch discusses tuning of quantum annealing algorithms, including the use of low-cost classical post-processing majority voting similar to what is evaluated in this article [108]. Our study goes further regarding pre-processing (designing a Hamiltonian to generate compact Ising models) and covers graph isomorphism rather than problems such as random not-all-equal 3-SAT. A work by Rieffel et al. maps real-world problems such as graph coloring to a D-Wave quantum annealer [157]. Regarding the graph isomorphism problem in particular, multiple attempts have been made using adiabatic quantum annealing. One of the first attempts assigned a Hamiltonian to each graph and conjectured that measurements taken during each adiabatic evolution could be used to distinguish non-isomorphic pairs [91]. A subsequent experimental study using a D-Wave quantum annealer found that using quantum spectra in this manner was not sufficient to distinguish non-isomorphic pairs [181]. A second approach converted a GI problem to a combinatorial opti-
mization problem whose non-negative cost function has a minimum of zero only for an isomorphic pair. The approach required problem variables and additional ancillary variables. It was numerically simulated up to $N=7$ but not validated on a quantum annealing processor [73]. An alternative GI Hamiltonian was proposed by Lucas [119].

### 5.2 Graph isomorphism as pseudo-Boolean function

Quantum annealing minimized the quadratic uncontrained binary optimization representation of the graph isomorphism problem which is a special case of pseudo-Boolean optimization. To express the graph isomorphism as a pseudoBoolean function, I intuitively choose a subset of the class of pseudo-Boolean functions which is $f: \mathbb{B}^{n} \rightarrow \mathbb{Z}$. The basic idea is to create a function which will penalize input binary strings at two levels. Firstly, it will penalize if the input strings do not correspond to valid permutations. Secondly, it will penalize if the input strings do not isomorphically maps one graph to another. This approach was first used in [74]. The family of such functions can be described as follows.

$$
\begin{equation*}
S_{2 n} \times S O\left(n, \mathbb{F}_{2}\right) \xrightarrow{f} \mathbb{Z} \tag{5.1}
\end{equation*}
$$

One such pseudo-Boolean function representing the graph isomorphism problem was first defined in [120]. This is still an open question whether this is the optimal way to capture the graph isomorphism problems given the family. Later it
has been refined in [187] by the author with others. The refinement allows one to solve larger graph isomorphism problem with lesser logical and physical qubits. I define the pseudo-Boolean function $f$ in Definition 43.

Definition 43. Let $\Gamma_{1}=\left(V_{1}, E_{1}\right)$ and $\Gamma_{2}=\left(V_{2}, E_{2}\right)$ be two simple, undirected ${ }^{1}$ $n$-vertex graphs expressed as adjacency matrices $A_{1}$ and $A_{2}$ respectively. Also, let, the boolean variable $x_{u, i}$ be one for a permutation $\sigma$ if $\sigma\left(i \in V_{1}\right) \mapsto u \in V_{2}$. I define pseudo-Boolean function $f: \mathbb{B}^{n^{2}} \rightarrow \mathbb{R}^{+}$as follows,

$$
\begin{align*}
\forall & (\operatorname{deg}(i)=\operatorname{deg}(u)>0 ; \operatorname{deg}(j)=\operatorname{deg}(v)>0): \\
f\left(x_{1,1}, \ldots, x_{n, n}\right) & =\sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{u, i}\right)^{2}+\sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{i, u}\right)^{2} \\
& +\sum_{(i, j) \notin E_{1}, i \neq j} \sum_{(u, v) \in E_{2}} x_{u, i} x_{v, j}+\sum_{(i, j) \in E_{1}} \sum_{(u, v) \notin E_{2}, u \neq v} x_{u, i} x_{v, j} \tag{5.2}
\end{align*}
$$

such that if $\Gamma_{1}$ and $\Gamma_{2}$ are isomorphic $f$ is zero else positive.

In this report, I call the first two terms as the permutation terms and the last two terms in $f$ as the edge discrepancy penalty terms. The permutation terms penalize $f$ if the input is not a valid permutation. The edge discrepancy penalty terms penalize when the equivalent Ising model is not symmetric. In the quantum adiabatic version of the function, the edge discrepancy penalty terms are considered as the problem Hamiltonian and the permutation terms are considered as the penalty Hamiltonian [90].

[^1]
### 5.3 Mathematical perspective

In this section, I discuss about $f$ from Definition 43 with a mathematical perspective.

### 5.3.1 Energy landscape

For an $n$-vertex graph isomorphism problems, $f$ takes up to $n^{2}$ binary variables as arguments. A permutation $\sigma$ maps the vertices, $V_{1}$, of the graph $\Gamma_{1}$ to the vertices $V_{2}$ of the graph $\Gamma_{2}$. All the input configurations in $\mathbb{B}^{n^{2}}$ do not correspond to valid permutations. For example, I consider the input
$\left(x_{1,1}=1, x_{1,2}=1, \ldots\right)$. In this input, both the vertices 1 and 2 of $\Gamma_{1}$ are mapped to the vertex 1 of $\Gamma_{2}$. This is not a valid permutation.

The permutation terms of $f$ sets the baseline of the energy landscape. For an $n$-vertex graph isomorphism problem, there are $2^{n^{2}}$ possible input configurations for $f$. Among these configurations, there are $n$ ! configurations which correspond to valid permutations. Figure 5.1, shows how the number of valid permutations grows against the number of all possible configurations as $n$ increases.


Figure 5.1: All possible configurations vs. valid permutations

The first two terms in $f, \sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{u, i}\right)^{2}$ and $\sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{i, u}\right)^{2}$, check whether a given input corresponds to a valid permutation. For valid permutations, the value of these two terms are zero. $f$ is penalized when they are not. It would be helpful if we could figure out a way to input only the binary tuples which correspond to valid permutations. If we can do that, the permutation terms might be discarded and the function will be simpler to be implemented on a quantum annealer. At this moment, I think that we do not have enough control on a quantum annealing system which allows us to input only the configurations corresponding to valid permutations. Another way to speed up the annealing process is to modify the energy landscape so that it is easier to reach the global minima. But, modifying the landscape may lead to solving the problem itself while designing the function which will be inherently hard. Figure 5.2 shows the landscape of the values of the
permutation terms of $f$ for a 4 -vertex graph isomorphism problem.


Figure 5.2: Values of $f$ for the permutation terms

I would like to comment that plotting energies against the configurations is mostly schematic and does not reflect the actual dynamics of the function. In future, I would like to plot the energies against time for both simulated and quantum annealing of the function. The Fourier transformation of the dataset of Figure 5.2 is shown in Figure 5.3.


Figure 5.3: Fourier transformation of Figure 5.2

It is instructive to study the basins around the valid permutations in the energy
landscape of $f$. The 24 basins around $f=0$ from Figure 5.2 are shown in figure 5.4.


Figure 5.4: Basins of $f=0$ for the permutation terms

The distribution of the energies of the permutation terms of $f$ has a long tail to the right which is shown in Figure 5.5 for 4 -vertex graph isomorphism problem.


Figure 5.5: Distribution of energies of the permutation terms.

The distribution in Figure 5.5 is a skewed normal distribution with parameters 12, 7, and 0.1 as shown in Figure 5.6. I also need to verify whether this dataset is better represented by gamma or inverse gamma distribution.


Figure 5.6: Figure 5.5 is skewed normal

I like to mention that, both permutation terms, $\sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{u, i}\right)^{2}$ and $\sum_{u=1}^{n}\left(1-\sum_{i=1}^{n} x_{i, u}\right)^{2}$, are required to penalize all possible invalid permutations. I also mention that $f$ is a partial function hence it is not a bijection.

Among all the valid permutations, only a few or none could be isomorphic permutations. The edge discrepancy penalty terms filter out the permutations which are not isomorphic. If $\Gamma_{1}$ and $\Gamma_{2}$ are not isomorphic, the edge discrepancy penalty terms will penalize all the valid permutations evaluating $f$ at a value greater than zero. When I are solving a graph isomorphism problem for $\Gamma_{1}$ and $\Gamma_{2}$, it is important to try to match a node from $\Gamma_{1}$ only with the nodes of same degree from $\Gamma_{2}$. The edge discrepancy penalty terms penalize $f$ when a non-existing edge in $\Gamma_{1}$ is mapped to an existing edge in $\Gamma_{2}$. This kind of permutations tries to map a vertex from $\Gamma_{1}$ with a vertex with different degree from $\Gamma_{2}$ hence should be penalized.

The edge discrepancy penalty terms are different for different input graph pairs. Here, I consider two graph pairs - one isomorphic,


Figure 5.7: Isomorphic pair
and one non-isomorphic,


Figure 5.8: Non-isomorphic pair
both are instances of 4-vertex graph isomorphism problem.
The energy landscape of the edge discrepancy penalty terms for the isomorphic and non-isomorphic pair is given in Figure 5.9.


Figure 5.9: Edge discrepancy penalty terms energy landscape

The Fourier transformation of the dataset in Figure 5.9 is show in Figure 5.10.
(a) Isomorphic
(b) Non-isomorphic

Figure 5.10: Fourier transformation of Edge discrepancy penalty terms energy landscape

As it is not obvious from Figure 5.10 how the Fourier transforms differ I plot
them jointly in Figure 5.11.


Isomorphic Non-isomorphic

Figure 5.11: Fourier transformation of Edge discrepancy penalty terms energy landscape (superimposed)

Now I demonstrate how the edge discrepancy penalty terms modify the energy landscape of the permutation terms when both combine to construct $f$ in Figure 5.12.


Figure 5.12: Permutation terms vs. complete $f$

I would like to mention that, the plot for $f$ (yellow) in the Figure 5.12 b never touches the $X$-axis as the edge discrepancy penalty terms lifts all the global minima above zero. On the other hand, $f$ touches the $X$-axis fewer times than before (24)
in Figure 5.12 (a) as the edge discrepancy penalty terms lift the energies of all the non-isomorphic but valid permutations above zero.

I revisit the basins of the surviving global minimas of Figure 5.4 remaining in the Figure 5.12 in Figure 5.13.


Figure 5.13: Basins of global minima of $f$ for 4 -vertex isomorphic pair

In Figure 5.13 , the yellow curves correspond to the basins of the global minima of $f$ and the blue curves are the basins of the global minima of the permutation terms. While the point of minima is fixed at 0 , the basin is lifted upwards by the edge discrepancy penalty terms. At this moment, I do not know how to interpret the dataset for non-isomorphic pair other than the fact that all the energy values are greater than zero hence the input graphs are non-isomorphic. I observe that the global minima for non-isomorphic pair may contain both valid and invalid permutations. I propose to investigate in future whether more information could be extracted from the dataset.

The edge discrepancy penalty terms also redistribute the probabilities of different configurations from Figure 5.5 to Figure 5.14.


Figure 5.14: Distribution of energies of $f$ (yellow)

### 5.4 Generating the function

I reproduce the pseudo-code of the algorithm, a previous result by my collaborators and I, to generate the corresponding pseudo-Boolean function, $f$, from the adjacency matrix representation of a graph isomorphism problem from [187] in Algorithm 6.

```
Algorithm 6 QUBO matrix generator algorithm
    procedure QUBO-MATRIX-GENERATE \(\left(\Gamma_{1}, \Gamma_{2}\right) \quad \triangleright\) Define QUBO
    variables
        for each node \(v\) in \(\Gamma_{2}\) do
            for each node \(v\) in \(\Gamma_{1}\) do
                        if \(\operatorname{deg}(v)==\operatorname{deg}(i)\) and \(\operatorname{deg}(i)>0\) then \(\triangleright\) Create QUBO variable
    \(x_{v, i}\)
            end if
                end for
        end for
                    \(\triangleright\) Populate QUBO matrix with penalty terms
            for each pair of different QUBO variables \(x_{u, i}\) and \(x_{v, j}\) do \(\triangleright\) Assign penalty
    for node mapping conflict
        if \(i==j\) then
            penalizing mapping \(u \rightarrow i, v \rightarrow j \quad \triangleright\) Two nodes in \(\Gamma_{2}\) map to the
    same node in \(\Gamma_{1}\)
        else if \(u==v\) then
            penalizing mapping \(u \rightarrow i, v \rightarrow j \triangleright \mathrm{~A}\) node in \(\Gamma_{2}\) maps to two nodes
    in \(\Gamma_{1} \quad \triangleright\) Assign penalty for edge discrepancy
        else if \(\Gamma_{1}(i, j) \neq \Gamma_{2}(u, v)\) then
            penalizing mapping \(u \rightarrow i, v \rightarrow j \quad \triangleright\) Edge in one graph, not edge in
    other
        end if
        end for
        for each QUBO variable do
            assign value along diagonal of QUBO matrix
        end for
    end procedure
```

Since the model is restricted to pairwise interactions over binary variables, it represents a quadratic unconstrained binary optimization (QUBO) formulation, which can be readily converted to an Ising model.

The approach embodied in the Hamiltonian defined in [119] suffers from a severe lack of scalability. For $N$-vertex input graphs, it requires $N^{2}$ logical variables. Moreover, due to the limited direct connections between qubits in the DWave Chimera architecture, problems are often given a minor embedding into the
processor working graph. This typically involves replicating variables across multiple qubits. Thus, the qubit requirements can reach $O\left(N^{4}\right)$. Problems mapped in this way to a 500 -qubit processor tend to be limited to $N=5$ or 6 . Our Hamiltonian is more effective. The idea is that many variables and interactions are unnecessary, and information indicating so can be leveraged up front during the requisite pre-processing. Note that an isomorphic mapping requires the vertices in each matched pair to have the same degree. Thus, degree information can be used to decide whether two vertices are eligible to be matched. I propose the new Hamiltonian which avoids creating variables for vertices of different degree. A second, minor simplification deals with isolated vertices (degree=0). If $G_{1,2}$ each have $k$ isolated vertices, an isomorphic mapping of such vertices is trivial and thus no variables or penalties for those vertices need be modeled. If $G_{1,2}$ have a different number of isolated vertices, then they also have a different number of non-isolated vertices and existing variables and penalties for those will suffice. Thus, I we only create variables and penalties for vertices with degree greater than zero.

Figure 5.15 shows an example of problem instances generated using the baseline and the compact Hamiltonians on the same input; it illustrates how the number of variables and the number of non-zero interactions - as seen in the off-diagonal entries in the associated QUBO matrix $Q$ can be much smaller when using the compact Hamiltonian. The variable scaling of each Hamiltonian is quantified and compared later.


Figure 5.15: Illustration of problem instances generated using baseline Hamiltonian H1 and compact Hamiltonian H2 on the same input.

### 5.5 Larger graph isomorphism problems

The quantum annealing of a pseudo-Boolean function is limited by the architectural primitives of the hardware. In [187], it has been shown that the pseudoBoolean function can solve only up to 13 node graph isomorphism problems. Practical graph isomorphism may involve graphs with even million nodes [127, 128]. So, to circumvent the limitation due to architectural primitives (e.g. number of physical qubits, connectivity of the hardware graphs, precision of external magnetic field or coupling strength), I need to apply divide-and-conquer. Applying divide-and-conquer to scale up graph isomorphism algorithm has already been a known technique $[121,127]$. The ideas have been streamlined in Babai's recent paper [12] which proves that the graph isomorphism problem can be solved in quasipolynomial time. An intuitive approach for divide-and-conquer is to compute the degree
sequences of the input graphs, partition them based on the degrees, find isomorphism between the equivalent partitions and if the partitions are still to big go on recursively. Algorithm 7 illustrates the idea.

```
Algorithm 7 DIVIDE-AND-CONQUER-GRAPH-ISOMORPHISM
    procedure DIVIDE-AND-CONQUER-GRAPH-ISOMORPHISM \(\left(\Gamma_{1}\right.\),
    \(\left.\Gamma_{2}\right) \quad \triangleright\) Define QUBO variables
    2: Compute the degree sequence of \(\Gamma_{1}\)
    3: Compute the degree sequence of \(\Gamma_{2}\)
        Partition \(\Gamma_{1}\) and \(\Gamma_{1}\) based on their ordered degrees.
        for All degrees do
            if The partition size is not limited by architectural primitives then
                Run the pseudo-Boolean representation of the partition isomorphism
    problem on quantum annealing computer
        else
                    Invoke DIVIDE-AND-CONQUER-GRAPH-
    ISOMORPHISM recursively on the partitions
            end if
        end for
    end procedure
```

A major obstacle for Algorithm 7 appears when the graphs are regular. In that case, all the partitions are of same size hence there is no advantage in divide-andconquer. In that situation one could partition the graphs into equitable partitions which is a partition of vertices by degree relative to the vertices in other blocks of the partition ${ }^{2}$.

A phenomenal results of [12] is the Theorem 1.3.3. In the theorem, Babai proves that any non-trivial regular graph, $\Gamma=(V, E)$, can be partitioned into $\left\{Y_{i}\right\}$ 's at a quasipolynomial multiplicative cost as follows:

[^2]- A coloring of $V$ with no color-class larger than $0.9 n$;
- A coloring of $V$ with a color-class $C$ of size $\geq 0.9 n$ and a nontrivial equipartition of $C$ (the blocks of the partition are of equal size $\geq 2$ and there are at least two blocks);
- A coloring of $V$ with a color-class $C$ of size $\geq 0.9 n$ and a Johnson graph $J(v, t)(t \geq 2)$ with vertex-set $C$,
such that the index of the subgroup $\operatorname{Aut}(X) \cap \operatorname{Aut}(Y)$ inAut $(X)$ is quasipolynomially bounded. This is the famous split-or-Johnson technique due to Babai.

In future, I would like to investigate whether a Babai-inspired divide and conquer approach is feasible for solving graph isomorphism problems on a quantum annealing computer. One may also be interested to investigate the Johnson graph isomorphism problem via quantum annealing in future.

### 5.6 Empirical scalability

The scalability of the pseudo-Boolean representation of the graph isomorphism problem, $f$, has been studied empirically in [187]. The number of variables in $f$ has been estimated to be the function of $n, 0.748 n^{1.45}$. If I let $n$ grow comparable to the size of the inputs in practical graph isomorphism problems [127], i.e. $n=1000$, the number of variables in $f$ will be $\left\lfloor 0.7481000^{1.45}\right\rfloor=16745$. On a 512 -qubit D-Wave computer, it may take $\left\lfloor 0.07231000^{3.29}\right\rfloor=5.35967 \times 10^{8}$ physical qubits which is impractical to be build with current technologies. So, it would be useful to
understand the asymptotic behavior of $f$ to see if a better scaling behavior may be investigated from further theoretical understanding of the problem.

### 5.7 Asymptotic analysis of Algorithm 6

In the asymptotic analysis of the Algorithm 6, it is assumed that the inputs are randomly generated simple undirected graphs. The number of possible simple undirected graphs with $n$ vertices is $2\binom{n}{2}$ [150]. This constructs the super space of the input space.

The best, average and worst cases for Algorithm 6 are identified based on the total number of variables and the numbers of first and second order terms in $f$. The total number of variables determine the number of logical qubits needed to be embedded on a quantum annealing computer. For example, the recently decommissioned 512-qubit D-Wave computer was able to embed only up to 50 logical qubits through heuristics [1]. The number of second order terms involving a variable determines the length of the chain of the physical qubits needed to encode the corresponding logical qubit. The longer the chain, the more it tends to break down, i.e. all the physical qubits in a chain not having the same value, requiring post-quantum-annealing error correction procedure, for example, gauge averaging [25] or majority voting [187].

The best possible input scenario to Algorithm 6 is when the input graphs are either completely connected i.e. with degree $n-1$ or totally disconnected i.e. with degree 0 if the total number of vertices is $n$. In either case, the number of penalty
terms will be zero. So, I will have fewest terms possible in $f$.

Proposition 1. Completely connected or totally disconnected graphs are the best input scenarios for Algorithm 6.

Proof of Proposition 1. For any graph of fixed size, the number of the permutation terms are always the same. So, the best case means when I have best case for the number of the edge discrepancy penalty terms. For a completely connected or totally disconnected graph, the number of the edge discrepancy penalty terms is the lowest possible i.e. zero.

I assume that the input graphs are generated in random. There is more than one model of generating random graphs. The two common models of generating random graphs are the uniform random graph model, $\mathbb{G}(n, M)$ where $n$ is the number of vertices and $M$ is the number of edges [55,56, 58, 60, 62, 63, 59], and the binomial random graph model, $\mathbb{G}(n, p)$ where $n$ is the number of vertices and $p$ is the probability of two vertices being connected with an edge [76]. It has been shown that both models are asymptotically equivalent [102]. The name Erdős-Rényi model is used interchangeably for both models. I list a few facts about random graphs as follows.

In [58], using the $\mathbb{G}(n, M)$ model, Erdős et al., proved that the probability of a random graph being without any isolated vertex is $e^{-e^{-2 c}}$. Here $c$ is a constant when the number of vertices is $n$ and the number of edges is $\left[\frac{1}{2} n \log n+c n\right]$. This is related to our discussion as it is assumed that Algorithm 6 takes as input only graphs without any isolated vertex. The total number of possible random graphs
constitutes the input space for Algorithm 6.

Let $d_{1} \geq \ldots \geq d_{m} \geq \ldots \geq d_{n}$ be the degree sequence of a random graph with $n$ vertices. The worst case for the total number of variables in the output of Algorithm 6 occurs when $d_{1}=\ldots=d_{m}=\ldots=d_{n}=r$ i.e. it is an $r$-regular graph ${ }^{3}$. As I already have discussed the best cases it is assumed that $0<r<n-1$.

Lemma 4. The total number of variables in the output of Algorithm 6 is maximum if the input graphs are r-regular and same for any value of $r$ when $0<r<n-1$.

Proof of Lemma 4. The total number of the first order terms in $f$ is determined by the first outer for loop of Algorithm 6. When the input graphs are $r$-regular, i.e. $d_{1}=\ldots=d_{m}=\ldots=d_{n}=r$, for all $\left.i \in V\left(\Gamma_{1}\right)\right)$ and $\left.v \in V\left(\Gamma_{2}\right)\right)$, $\operatorname{deg}(v)=$ $\operatorname{deg}(i)=r$. So the if condition is true all the time and the number of QUBO variables is $n^{2}$ for any value of $r$.

Remark 4. The total number of first order terms in the output of Algorithm 6 is completely determined by the total number of variables in $f$. Hence the worst case for the total number of first order terms occurs when the input graphs are r-regular.

The frequency of $r$-regular graphs from a random graph generator model is a well studied area of research $[153,154,150,86,21,57,147,19,20,27,29]$. It is noteworthy that different models other than $\mathbb{G}(n, M)$ and $\mathbb{G}(n, p)$ have been used to generate random regular graphs. Those models turn out to have different asymptotic properties from the two basic models $\mathbb{G}(n, M)$ and $\mathbb{G}(n, p)$ [102]. The RANGRAPH algorithm in [185] can generate a random $r$-regular graph with

[^3]probability of success about $e^{\frac{1-r^{2}}{4}}$ which is prohibitively small for large $r$. [174] gives a scheme based on Markov processes to generate random graphs with given degrees in polynomial time as long as the degrees are bounded above by a polynomial function of the number of edges. [129] uses a switching scheme to generate $r$-regular graphs on $n$ vertices uniformly at random in $O\left(n r^{3}\right)$ time as long as $r=O\left(n^{\frac{1}{3}}\right)$. [160] provides an algorithm which generates random regular graphs asymptotically almost surely but not in a uniformly distributed manner.

The standard model for generating random $r$-regular graph is Bollobás 's version of the configuration model [21, 27, 29]. According to the model, the total number of random regular graphs for a fixed $r$ is $L_{n} \sim \sqrt{2} e^{-\frac{\left(r^{2}-1\right)}{4}}\left(\frac{r^{\frac{r}{2}}-\frac{r}{2}}{r!}\right)^{n} n^{\frac{r n}{2}}$ when $n \rightarrow \infty$.

So, among the $2\left(\begin{array}{c}\binom{n}{2}\end{array}\right.$ simple undirected graphs over $n$ vertices, only $\sim \sqrt{2} e^{-\frac{\left(r^{2}-1\right)}{4}}\left(\frac{r^{\frac{r}{2}} e^{-\frac{r}{2}}}{r!}\right)^{n} n^{\frac{r n}{2}}$ are $r$-regular. These fraction of graphs constitute the worst case input space for Algorithm 6.

The first two terms in $f$ also generates several second order terms which are always same for any input graph pair over $n$ vertices. So, the difference over the second order terms comes from the last two or edge discrepancy penalty terms.

Along with the highest number of the variables, I identify it as the worst case when the numbers of first order and second order terms in $f$ are maximum. The number of first order terms is maximum when the input graphs are regular. Now I will determine when the number of second order terms is maximum.

Before going further I prove a lemma here.

Lemma 5. The product of the bipartition of an integer is maximum when the partitions are the closest to half of the integer.

Proof of Lemma 5. Let $n$ be the integer and $(r,(n-r))$ be a partition. So, the product is $r(n-r)=n r-r^{2}$. This is parabolic function of $r$ where the maximum is at $r=\frac{n}{2}$.

Lemma 6. Given both graphs are r-regular, the total number of second order terms created from the edge discrepancy penalty terms in $f$ is highest when $r$ is closest to $\frac{n-1}{2}$.

Proof of Lemma 6. The total number of second order terms in the edge discrepancy penalty terms, $\sum_{(i, j) \notin E_{1}, i \neq j} \quad \sum_{(u, v) \in E_{2}} x_{u, i} x_{v, j}$ and $\sum_{(i, j) \in E_{1}} \quad \sum_{(u, v) \notin E_{2}, u \neq v} x_{u, i} x_{v, j}$, of $f$, is maximum when all the edge-non-existing-edge combinations are considered for penalization in both terms.

If the total number of edges in a complete graph is $\frac{n(n-1)}{2}$, let $\left|\bar{E}_{1}\right|$ be $\left|\bar{E}_{1}\right|=$ $\frac{n(n-1)}{2}-\left|E_{1}\right|$. In that case, $\left|E_{1}\right|$ will also be the number of edges of the $n-1-r$-regular graph complement to $E_{1}$ [152].

So, the total number of second order terms is $\left|\bar{E}_{1}\right|\left|E_{2}\right|+\left|E_{1}\right|\left|\bar{E}_{2}\right|$.
The number of edges in the $r$-regular $n$-vertex graph is $\left|E_{1}\right|=\frac{n r}{2}$ [183]. Similarly, the number of edges in an $n-1-r$-regular $n$-vertex graph, $\Gamma_{2}$, which is the complement of $\left|\Gamma_{1}\right|$, is $\left|E_{2}\right|=\frac{n(n-1-r)}{2}$.

The number of edge discrepancy penalty terms is $\left|\bar{E}_{1}\right|\left|E_{2}\right|+\left|E_{1}\right|\left|\bar{E}_{2}\right|$. So,

$$
\begin{align*}
\left|\bar{E}_{1}\right|\left|E_{2}\right|+\left|E_{1}\right|\left|\bar{E}_{2}\right| & =\frac{n(n-1-r)}{2} \frac{n r}{2}+\frac{n r}{2} \frac{n(n-1-r)}{2} \\
& =\frac{n^{2} r(n-1-r)}{2} \tag{5.3}
\end{align*}
$$

As $n$ is constant, the value will be maximum when $r(n-1-r)$ is maximum. It is important to mention that $n-1$ is also constant and $(r,(n-1-r))$ is a bipartition of $n-1$. So, the maximization of the number of second order terms boils down to the maximization of the product of bipartition of the integer $n-1$.

Using Lemma 5, I can say that the maximization occurs when $r=\frac{n-1}{2}$.

Theorem 15. The worst case of $f$ occurs when the input graphs are $\frac{n-1}{2}$-regular.

Proof of Theorem 15. From Lemma 5 and 6, I can say that the worst case for $f$ occurs when the input graphs are $\frac{n-1}{2}$-regular graphs.

In future, it may also be relevant to know the asymptotic results for the strongly regular graphs.

### 5.8 Experimental setup

My Hamiltonian was validated using a software solver (D-Wave Systems isingheuristic version 1.5.2) that provides exact results for problems with low tree width. In exhaustive testing of all $2^{12} N=4$ pairs and $2^{20} N=5$ pairs, the ground state energy of our Hamiltonian was confirmed to be zero for isomorphic cases and greater than zero for non-isomorphic.

The high-level flow of the GI solver I am using is shown in Figure 5.16. The problem input is a graph pair $G_{1,2}$. In this article, the graph types considered are random, simple, undirected graphs. Graphs are generated using the Erdős-Rényi model [59] $G(N, p)$ where I set the probability of an edge being present $p=0.5$. An advantage of $G(N, 0.5)$ graphs for an initial study is that all graphs are equally likely. This type has been used in classical graph isomorphism work as well [128]. In step 1, the input graphs and the Hamiltonian formulation of interest are used to generate a QUBO problem which is then converted to an Ising problem $[h, J]$. An example of an algorithm for generating the QUBO problem is shown in Algorithm 6. The Ising problem is then compiled to a specific quantum annealing processor in step 2. A main task is to find sets of physical qubits to represent the problem variables (aka logical qubits); this is achieved by providing the $J$ matrix and the processor working graph to the D-Wave findEmbedding() heuristic [35]. Subsequently, the parameters of the embedded Ising problem $\left[h^{\prime}, J^{\prime}\right]$ are set following certain strategies such as the use of a random spin gauge. The embedded Ising problem, sometimes referred to as a machine instruction, is submitted to the quantum annealing machine along with several job parameters. The quantum annealing job is executed in step 3 and solutions are returned in the form of strings of two-valued variables. These solutions and energies are associated with the embedded problem, not the original Ising problem. Therefore a post-processing step is necessary (step 4), in which the state of each qubit chain is plugged into the cost function of the Ising problem. A difficulty arises when the states of the qubits in a chain are inconsistent, a case referred to as a broken chain. In the proposed solver, broken chains can be handled


Figure 5.16: Experimental quantum annealing: case study involving the graph isomorphism problem.
by either discarding the associated solution, or by performing majority voting over each chain. The two strategies are compared empirically in Results. Given a solution to the original Ising problem, the solution energy can be calculated. If the lowest energy is zero, then the input pair can be declared isomorphic and no further jobs are necessary. Otherwise, a decision must be made whether to repeat the process from step 2 or to stop and declare that isomorphism could not be established.

### 5.9 Results

### 5.9.1 Ising Model Scaling

To compare the resource requirements of the two proposed Hamiltonians, 100 pairs of graphs are used as inputs to Step 1 of the solver flow (Figure 5.16), where 50 pairs are isomorphic and 50 are non-isomorphic for each size up to $N=100$. In a few places of the rest of the chapter, the Lucas Hamiltonian is denoted as $H_{1}$ and our proposed Hamiltonian is denoted as $H_{2}$ also as the compact Hamiltonian. So, $H_{2}$ and $f$, defined in Eq. 5.2, will be used interchangeably and $H_{1}$ will correspond to $f$ when all the conditions on the degree of vertices in Eq. 5.2 will be removed. So, Since the original Lucas Hamiltonian models a variable for each possible vertex pair, $N^{2}$ variables are required by definition. Ising problems generated using our proposed Hamiltonian are found to use fewer variables; scaling of the median problems fits to $0.748 N^{1.45}$. Incidentally, this indicates that most problems have fewer variables than with the Gaitan et al. approach, which entails plus ancillary variables [74]. The variable scaling is illustrated in Figure 5.17. In addition to the number of


Figure 5.17: Scaling of the number of Ising model variables.
variables, a second resource metric is the number of non-zero interactions between variables; dense interactions make the minor embedding problem more difficult. I find that the scaling of variable interactions has been improved from $O\left(N^{4}\right)$ for the original Lucas Hamiltonian to $O\left(N^{2.9}\right)$ for our Hamiltonian (where $R^{2}=0.9991$ ).

### 5.9.2 Embeddability

Next, I compare the embeddability of the two approaches, in other words the extent to which Ising problems can be minor-embedded in a given processor graph. The processor of choice is the D-Wave Two Vesuvius-6 processor housed at USC ISI. At the time of this experiment, the working graph contained 504 qubits and 1427 couplers. Embedding is attempted using the D-Wave findEmbedding() heuristic [35] with default parameter values such as 10 tries per function call. As shown in


Figure 5.18: Embeddability when targeting the USC-LM Vesuvius processors 504qubit, 1427-coupler working graph.

Figure. 5.18 a, embeddings are found for the majority of problems only for sizes $N \leq 6$ when using the Lucas Hamiltonian, but sizes $N \leq 14$ with the Hamiltonian proposed by us (Figure. 5.18a). The median number of qubits across all problems scales as $O\left(N^{4.22}\right)$ for the Lucas Hamiltonian and has been reduced to $O\left(N^{3.29}\right)$ for our proposed Hamiltonian (Figure 5.18b).

### 5.9.3 Experimental Quantum Annealing for Graph Isomorphism

The accuracy of the solver described in the previous section was measured via trials conducted on a D-Wave Two Vesuvius quantum annealing processor. Several alternative strategies were compared - the use of Hamiltonians $H_{1}$ vs. $H_{2}$, running a single job per problem vs. multiple jobs, and the use of chain majority voting during post-processing. Note that by construction of the Ising models using a penalty Hamiltonian, problems with non-isomorphic input graphs cannot achieve a zero energy state, regardless of annealing results. The main challenge for the solver is to find the zero energy state for isomorphic pairs. Thus, I first focus on the isomorphic
case. One hundred isomorphic pairs were input into the solver for each size $N$ from 3 to 20.

For one strategy in particular the zero energy state was always eventually achieved - the use of Hamiltonian $H_{2}$ combined with multiple jobs and chain majority voting. Thus, with this strategy there were no false negatives and classification accuracy reached $100 \%$ of the embeddable problems, as shown in Table 5.1. For the most difficult problem, the zero energy state was achieved on the 9th job. All other strategies incurred false negatives. For the successful strategy, the expected total annealing time was calculated (as described later). Results are shown in Figure 5.

Table 5.1: Number of isomorphic-input problems embedded and correctly classified as isomorphic via quantum annealing. One hundred problems were attempted at each problem size. All embedded problems were solved when using $H_{2}$, error correction, and multiple jobs.

|  | Size of input graphs (number of vertices) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
| Number of problems for which an embedding was found using $H_{1}$ | 100 | 100 | 100 | 74 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Number of problems for which an embedding was found using $\mathrm{H}_{2}$ | 100 | 100 | 100 | 99 | 99 | 96 | 95 | 93 | 87 | 83 | 54 | 39 | 20 | 7 | 4 | 1 |
| Number of problems solved using $H_{1}$, no error correction | 100 | 99 | 98 | 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Number of problems solved using $H_{1}$, error correction | 100 | 100 | 99 | 43 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Number of problems solved using $H_{2}$, no error correction | 100 | 100 | 100 | 98 | 96 | 93 | 86 | 75 | 67 | 53 | 34 | 23 | 9 | 1 | 2 | 0 |
| Number of problems solved using $H_{2}$, error correction | 100 | 100 | 100 | 99 | 99 | 96 | 90 | 80 | 73 | 65 | 40 | 25 | 12 | 3 | 2 | 1 |
| Number of problems solved using $H_{2}$, error correction, multiple jobs | 100 | 100 | 100 | 99 | 99 | 96 | 95 | 93 | 87 | 83 | 54 | 39 | 20 | 7 | 4 | 1 |

For completeness, non-isomorphic pairs were run as well, using Hamiltonian $H_{2}$ and chain majority voting. Since in the worst case nine jobs were required to correctly classify the isomorphic pairs above, nine jobs were submitted for each nonisomorphic problem. One hundred non-isomorphic $G(N, 0.5)$ problems were tested at each size between $N=3$ to 14 ; of the 1200 problems, embeddings were found for 1186. In addition, pairs of isospectral non-isomorphic graphs (PINGs) were tested. All $N=5$ PINGs were tested (150 permutations), as well as 100 random $N=6$ PINGs. As expected, none of the non-isomorphic problems achieved a zero energy


Figure 5.19: Total expected annealing time when using Hamiltonian $H_{2}$, multiple jobs, and classical majority voting.
state and thus none were classified as isomorphic. In other words, there were no false positives.

### 5.10 Discussion

Several observations can be made from this case study. First, the formulation of the cost function (Hamiltonian) can have a noticeable impact on quantum annealing results. For the graph isomorphism problem, the baseline approach (embodied in Hamiltonian $H_{1}$ and in [120]) blindly creates QUBO variables for every possible vertex pair, whereas the proposed Hamiltonian $H_{2}$ is more parsimonious. Variable requirements decreased from $N^{2}$ to fewer than $N \log _{2} N$ (Figure 5.17) on the graph type under study, allowing larger problems to be solved (Figure 5.18 and Table 5.1). Along with Rieffel et al [157], this is one of the first quantum annealing studies to experimentally quantify the effect of alternative Hamiltonian formulations.

One of the impacts of this observation is increased appreciation for the fact that all quantum annealing-based solvers are actually classical-quantum hybrids and that focus must be placed on effectively partitioning the processing and optimizing the classical portion. A caveat is in order - if the classical side is made to do too much work then the quantum annealing aspect becomes trivial and of little value. Further work is needed in identifying the specific strengths of annealing processors, and in leveraging the two sides appropriately.

A second observation is that using chain majority voting during post-processing can in some cases provide a benefit. Previously, such majority voting was evaluated for a different set of problems (scheduling) and was not found to provide a significant benefit [157]. In our context, there were many problems for which the zero energy ground state solution was only achieved when using this post-processing; without this form of error correction (in other words, when all solutions containing a broken chain were discarded), false negatives occurred. For instance, at $N=12,53$ of 83 embedded problems were solved on the first job without using chain majority voting, and an additional 12 problems were solved by applying chain majority voting (Table 5.1). Classical error correction strategies other than majority voting should be explored and assessed in future studies, and their costs quantified.

To our knowledge, the evaluated solver is the first validated, experimental implementation of a QA-based graph isomorphism solver. While it ultimately classified every embeddable problem correctly and demonstrated clear advantages over the baseline approach, it has serious limitations as a graph isomorphism solver. The problem sizes are not competitive with those handled by classical solvers, which can
handle $G(N, 0.5)$ graphs with thousands of vertices [128] and even for the hardest graph types can handle hundreds of vertices before running into difficulty [126]. Similarly, the scaling of the total annealing times (Figure 5.19) is not competitive with classical scaling [128]. Ultimately, new approaches are likely needed if quantum annealing is to contribute to graph isomorphism theory or practice. Fortunately, the case study provides some new insight into experimental quantum annealing, and contributes methods that have relevance beyond the GI problem. It is hoped that the experimental evaluation of alternative Hamiltonian formulations adds to the understanding of the factors affecting quantum annealing performance, and that the demonstration of majority voting raises new questions about the role of postprocessing for a variety of problems.

### 5.11 Methods

Quantum annealing experiments were performed on the D-Wave Two machine housed at USC ISI and operated by the USC-Lockheed Martin Quantum Computing Center. Experiments were conducted in October and November, 2014. The working graph of the machines Vesuvius-6 quantum annealing processor consisted of 504 qubits and 1427 couplers during this period. The pattern of working qubits is shown in Figure 5.20 . The qubit temperature was estimated by the manufacturer to be $16 \pm$ 1 mK . Additional processor specifications include a maximum anti-ferromagnetic mutual inductance of 1.33 , and $1 / f$ amplitude of $7.5 \pm 1 \frac{\mu \phi_{0}}{\sqrt{H z}}$.

Simple undirected $N$-vertex graphs were constructed according to the Erdős-


Figure 5.20: Physical layout of the working qubits in the USC-LM D-Wave Two Vesuvius-6 processor as of October 10, 2014.

Rényi $G(n, p)$ model [59] with $n=N$ and with the probability $p$ of including each edge equal to 0.5 . Non-isomorphic pairs were generated by creating two graphs as above and checking for non-isomorphism using the MATLAB graphisomorphism() function. Isomorphic pairs were generated by generating a single graph then applying a random permutation to arrive at the second graph. For each pair of input graphs, an Ising model was created using either $H_{1}$ or $H_{2}$. Programming was performed using MATLAB $R 2014 a$ win64 and the D-Wave MATLAB pack 1.5.2-beta2. The current version of the D-Wave sapiFindEmbedding() function cannot directly embed Ising models with more than one connected component (i.e. a set of variables that interact only with each other and not any of the remaining variables); therefore, models with this characteristic were not included in the input data. When attempting to generate 100 input pairs for each size, such disconnected models occurred no more than 4 times for each size $N \geq 14$. Similarly, the heuristic cannot accept models with fewer than two variables, so in the rare case of a trivial Ising problem with fewer than two variables (e.g. a non-isomorphic pair with no matching degrees), dummy variables were added to the problem.

The $h_{i}$ values of the Ising problem were split evenly across each qubit in the associated chain in the embedded Ising problem. The $J_{i j}$ values of the Ising problem were assigned to a single coupler connecting two variable chains in the embedded problem. The magnitudes of the embedded $h^{\prime}$ and $J^{\prime}$ were scaled together such that the maximum magnitude reached $20 \%$ of the full range supported by the processor; the range of the embedded $h_{i}^{\prime}$ values was $[0.4,0.4]$ and the range of the embedded $J_{i j}^{\prime}$ values coupling different variables was $[0.2,0.2]$. This $20 \%$ value was determined
empirically to provide good performance on the median difficulty problem at the largest sizes. Subsequently, the $J_{i j}^{\prime}$ values connecting physical qubits within a chain were set to the maximum ferromagnetic value (1). A single random spin gauge transformation [25] was then applied to each embedded problem, with a gauge factor $a_{i} \in\{1,1\}$ associated with each qubit and transformation $h_{i}^{\prime} \rightarrow a_{i} h_{i}^{\prime} ; J_{i j}^{\prime} \rightarrow a_{i} a_{j} J_{i j}^{\prime}$. One job was submitted to the quantum annealer per embedded problem; some Ising problems were associated with multiple embedded problems and jobs. After each programming cycle, the processor was allowed to thermalize for 10 ms (the maximum supported by the machine). The annealing time was set to the minimum value of $20 \mu \mathrm{~s}$. The number of annealing and readout cycles per programming cycle was 40000 , which allowed the total job time to be within the limits of the machine (1s). The readout thermalization time was set to the default value of 0 . Regarding error correction through majority voting of chains of physical qubits, ties were broken by choosing the spin up state. The probability of achieving the zero energy state on job $k$ is denoted

$$
\begin{equation*}
P_{0, k}=\frac{\text { number of annealing cycles achieving zero energy }}{\text { number of annealing cycles }} . \tag{5.4}
\end{equation*}
$$

When multiple jobs are required, I calculate the geometric mean in the style of Boixo et al. [25]:

$$
\begin{equation*}
\bar{P}_{0}=1-\prod_{k=1}^{K}\left(1-P_{0, k}\right)^{\frac{1}{K}} . \tag{5.5}
\end{equation*}
$$

The total annealing time required to reach 0.99 probability of success was calculated by multiplying the annealing time by the expected number of annealing cycles (repetitions $R$ ) using the formula [25]:

$$
\begin{equation*}
R=\left\lceil\frac{\ln (1-0.99)}{\ln \left(1-\bar{P}_{0}\right)}\right\rceil \tag{5.6}
\end{equation*}
$$

### 5.12 Summary

In this section I have constructed a pseudo-Boolean representation of the graph isomorphism problem. I have also shown that while being minimized on a quantum annealing computer, the worst case is the $\frac{n-1}{2}$-regular graph isomorphism problems. I have also demonstrated the first ever proof-of-concept experiment of solving graph isomorphism on a commercial quantum annealing computer.

## Chapter 6

## Hopfield Network and Quantum Annealing

### 6.1 Introduction

In this chapter, I have shown that exponential memory capacity for a Hopfield network can be achievable if the memory recall phase is implemented using quantum annealing. Associative memory models (AMM) are supervised learning models for the brain and reconstruct memories - desired configurations of quiescent and firing neurons - from input data that has only incomplete or incorrect information [96]. To this end, the Hopfield network $[96,97]$ is a well established paradigm for associative memory where neurons are treated as binary threshold units [123] with their interconnections described by real weights. The network can be trained to memorise patterns - called learning - via different algorithms [149] which evaluate the connection strengths based on the set of these fundamental memories. Once a network has learnt a certain number of patterns it should recall an initial (possibly imperfect) bit string configuration to a stored pattern which had maximum overlap with the initial state, and this is interpreted as successful recognition. Each distinct combination of a learning rule and recall method corresponds to a different associative memory model. Even in the canonical setting for Hopfield networks, where the neurons are considered to be classical Ising spins, succesful memory recall amounts to global minimization of an cost (energy) function over the possible collective spin
configurations [9, 97, 178]. The classical dynamical update rules however do not guarantee that this global minimum is indeed reached - often the asymptotic state is a local energy minimum [34]. While AMMs trace their origins to theoretical neuroscience, they have been widely considered in the classical setting, and an area of active current research in the quantum setting, in the context of content-addressable memories [148], machine learning [167, 2], artificial neural networks [122, 50] and neuromorphic computing [177]. This chapter is based on the following preprint [164] which was resulted from a collaboration with Drs. Siddhartha Santra and Radhakrishnan Balu of the U.S. Army Research Laboratory.

## Exponential capacity of associative memories under quantum annealing recall

Siddhartha Santra, Omar Shehab and Radhakrishnan Balu
Associative memory models, in theoretical neuro- and computer sciences, can generally store a sublinear number of memories. I show that using quantum annealing for recall tasks endows associative memory models with exponential storage capacities. Theoretically, I obtain the radius of attractor basins, $R(N)$, and the capacity, $C(N)$, of such a scheme and their tradeoffs. Our calculations establish that for randomly chosen memories the capacity of a model using the Hebbian learning rule with recall via quantum annealing is exponential in the size of the problem, $C(N)=\mathcal{O}\left(e^{C_{1} N}\right), C_{1} \geq 0$, and succeeds on randomly chosen memory sets with a probability of $\left(1-e^{-C_{2} N}\right), C_{2} \geq 0$ with $C_{1}+C_{2}=(.5-f)^{2} /(1-f)$, where, $f=R(N) / N, 0 \leq f \leq .5$ is the radius of attraction in terms of Hamming distance of an input probe from a stored memory as a fraction of the problem size. I demonstrate the application of this scheme on a programmable quantum annealing device the DWave processor.

I demonstrate the use of quantum annealing (QA) [33, 48] for recalling stored
memories in AMMs. QA is a non-universal form of adiabatic quantum computation (AQC) [66] that solves hard optimization problems [163] by encoding the solution into the lowest energy state of a problem-defined Hamiltonian. The search for the global energy minimum is assisted via quantum tunneling across barriers in the energy landscape which reduces the chances of getting trapped in local minima [143]. Leveraging the robustness [40, 165] of open-system AQC, QA has become a promising scalable quantum sub-routine for the solution of practical computational problems [163, 187] using currently available technology [103].

By casting the problem of succesful memory recall in associative memory models as one of finding the spin configuration corresponding to the global energy minimum under a Hamiltonian, determined in part by the stored memories and partially by the imperfect input memory, one can hope to use QA for recall tasks in AMM. Just as in the classical AMM case, the memories are encoded as the weights of a fully connected network of spins - qubits in my case. However, in contrast to the classical case, the probe memories are input to the system as local field biases on the qubits and not as their initial values. I show that using QA for recall tasks $[145,168]$ in associative memory models, with any learning rule that does not discriminate against any of the fundamental stored memories, leads to an exponential storage capacity for randomly chosen memories and succeeds, over random choices of fundamental memory sets, with a probability approaching unity exponentially in the problem size. I also demonstrate an implementation of quantum annealing recall in an associative memory model with the Hebbian learning rule on a programmable quantum annealing device - the Dwave processor $[103,25]$. My results are valid for
completey general Hopfield networks and may be contrasted with purely classical schemes for AMMs that require special pattern classes or connectivity structures [92] in order to achieve super-polynomial capacity.

The paper has three following sections with the theoretical setup described in Sec. (6.2), implementation results with the Dwave processor in Sec. (6.3) and concludes with a discussion in Sec. (6.4).

### 6.2 Theoretical Setup

Here, the framework of Hopfield networks is first discussed in subsec. (6.2.1) along with its use in AMMs. I then describe the process of quantum annealing from the perspective of finding ground states of classical Hamiltonians in subsec. (6.2.2). Followed by a discussion of how quantum annealing may be used for recall tasks in AMM, subsec. (6.2.3). As with any update rule in the classical setting only those input probe memories which lie within a certain maximum Hamming distance from any of the stored fundamental memories - the radius of attraction - may be successfully recalled using QAR-AMM which is discussed in subsec. (6.2.4). Finally, I obtain the capacity of the total scheme where the learning is done via the Hebbian rule with quantum annealing recall in subsec. (6.2.5) and show the tradeoff between the capacity and the size of the radius of attraction. In the same section I discuss the probability of my scheme succeeding over randomly chosen fundamental memory sets.

### 6.2.1 Hopfield network and Associative memory

The Hopfield network (HN) is a fully connected graph $K_{N}$ of interacting binary state 'neurons' $\left\{S_{i}= \pm 1\right\}_{i=1,2 \ldots, N}$ whose weights, $W_{i j}$, encode the bit strings (of size $N)$ that form its memory $M:=\left\{\xi^{\mu}\right\}_{\mu=1, \ldots, p}$. Given the set of memories, $M$, the use of different learning rules lead to different entries $W_{i j}$ for the weight matrix. In this paper I consider the Hebbian learning rule whose weights $W_{i j}$ for $i \neq j$ are given by,

$$
\begin{equation*}
W_{i j}:=\frac{1}{N}\left(\sum_{\mu=1}^{p} \xi_{i}^{\mu} \xi_{j}^{\mu}-p \delta_{i j}\right) \forall i, j \in[1, N] \tag{6.1}
\end{equation*}
$$

The Hebbian learning rule [88] has the characteristics of being local, incremental and immediate. Locality here means that a connection weight depends only on the state of the spins across the connection. Incrementality implies that new memories can be learnt without referring to previously learnt memories and immediate means that the connection weights for any number of memories can be obtained in a finite number of steps. The absolute storage capacitiy $C(N)$ defined as the number of memories one can store in a network of size $N$ when perfect recall accuracy is desired is $C(N)=N / 2 \log (N)$ for the Hebbian rule [124].

In conjunction with a learning rule a Hopfield network may be used as an associative memory model i.e. as a content addressable memory where given an initial configuration of neurons $S^{I} \in\{0,1\}^{N}$ (considered the input or probe memory vector) the dynamics of the network ideally results in a final network configuration $S^{F}$ which is some stored memory (also called fundamental memory) $\xi \in M$ that was closest in Hamming distance from the original configuration $S^{I}$. This dynamic
is implemented as an update rule for the spins,

$$
\begin{equation*}
S_{i}(t+1) \rightarrow \operatorname{Sign}\left(\sum_{j} W_{i j} S_{j}(t)-\theta_{i}\right) \tag{6.2}
\end{equation*}
$$

where $S_{i}(t+1)$ is the value of spin $i$ in the timestep after $t$. One can understand the attractor dynamics as a search for a global energy minimum by attaching an energy value to a configuration of spins $S=\left(S_{1}, S_{2}, \ldots, S_{N}\right)$ in the network through the definition,

$$
\begin{equation*}
E(\bar{S}):=-\sum_{i<j} W_{i j} S_{i} S_{j}-\sum_{i} \theta_{i} S_{i}, \tag{6.3}
\end{equation*}
$$

where $\theta_{i}$ is the threshold value for spin $i$ in the network. The Markovian dynamics generated by the rule (6.2) ensures that $E(\bar{S})$ is non-increasing during the evolution. The asymptotic fixed point is thus (at least) a local minimum and the corresponding spin configuration is a stable attractor for the dynamics. The local threshold values $\theta_{i}$ can serve to bias (or even freeze) certain spin values to the ones desired.

### 6.2.2 Quantum annealing

Quantum annealing (QA) is a finite temperature, non-universal form of Adiabatic Quantum computation (AQC) useful for solving hard optimization problems. Given the cost function, $\operatorname{Cost}(X):\{0,1\}^{n} \rightarrow \mathbb{R}$, of an optimization problem, QA finds the configuration, $X$, a vector of Boolean variables obtained after a qubit-wise read out of a quantum state - that minimizes $\operatorname{Cost}(X)$. Thus QA can also be under-
stood as the quantum couterpart of simulated annealing [110]. In general, the cost function can be encoded as a Hamiltonian operator $\hat{H}_{P}$ whose ground state encodes the solution to the computational problem. Of interest in QA is the final ground state of the time dependent Hamiltonian,

$$
\begin{equation*}
\hat{H}(t)=A(t) \hat{H}_{I}+B(t) \hat{H}_{P} \tag{6.4}
\end{equation*}
$$

which undergoes annealing as the classical control process takes the parameters from (effectively), $A(t=0)=1, B(t=0)=0$ to $A\left(t=T_{\text {anneal }}\right)=0, B\left(t=T_{\text {anneal }}\right)=1$, where, $T_{\text {anneal }}$ is the duration of the annealing process. The expectation is that the ground state of the initial Hamiltonian $\hat{H}_{I}$ is easily-prepared and annealing takes it to the ground state of the final Hamiltonian $\hat{H}_{P}$ which can also be read out easily to yield the solution. QA requires that the Hamiltonian $\hat{H}_{P}$ be diagonal in the computational basis which means that the process of reading out the final state does not introduce any further complexity to the computational problem beyond requirements of adiabaticity $[66,165]$ during the anneal process. In practice, for the specific QA device I use, Sec. (6.3), QA at non-zero temperature $T$ starts in the limit of strong transverse field terms in $\hat{H}_{I}$ and weak $\hat{H}_{P}$, i.e. $A(0) \gg \max \left\{k_{B} T, B(0)\right\}$, with the initial ground state close to an equal superposition of all computational basis states of the qubits in the problem. Here, $k_{B}$ is the Boltzmann constant. Monotonically decreasing $A(t)$ and increasing $B(t)$ takes the system (close) to the ground state of $\hat{H}_{P}$ as at the final time $B\left(T_{\text {anneal }}\right) \gg A\left(T_{\text {anneal }}\right)[25]$.

The QA process relies on the quantum adiabatic theorem - thus the annealing
duration $T_{\text {anneal }}$ has to be sufficiently large and the temperature $T$ of the system sufficiently high to prevent diabatic transitions away from the instantaneous ground state of $H(t)$. For any given problem, i.e. $H_{P}$, the initial Hamiltonian $H_{I}$ and the temporal dependence of $A(t), B(t)$ - the minimum required values for $T_{\text {anneal }}$ and the maximum allowed value of $T$ are determined by the inverse energy gap between the instantaneous ground state and the first excited state of $H(t)$ at any $t \in\left[0, T_{\text {anneal }}\right]$.

### 6.2.3 Recall tasks in AMM using Quantum Annealing

The energy function (6.3) of a HN admits a physical interpretation as the Hamiltonian operator of a spin-glass problem (with local field terms) [18] where the binary-state neurons may be treated as Ising spins interacting with each other via their couplings $J_{i j}=W_{i j}$ and the threshold values may be interpreted as local fields $h_{i}=\theta_{i}$. By making the correspondence $S_{i} \mapsto \hat{\sigma}_{i}^{z}$ the energy function (6.3) may be identified with the Hamiltonian operator, $\hat{H}_{\mathrm{AM}}=-\sum_{i>j} J_{i j} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}+\sum_{i} h_{i} \hat{\sigma}_{i}^{z}$, for the system whose set of ground states (the set containing all the degenerate lowest energy states) encodes the configurations the network has committed to its memory. If an eigenvector $|\chi\rangle$ of $\hat{H}$ is an element of the set of ground states then the corresponding bit string $\chi$ with entries $\chi_{i}=\langle\chi| \hat{\sigma}_{i}^{z}|\chi\rangle$, is a memory state only if $\chi$ corresponds to one of the stored memories, i.e. $\quad \chi \in M$, otherwise it is a spurious state [34, 97] and corresponds to incorrect memory recall. Since the memories are all encoded only in the coupling terms between different spins I call $\hat{H}_{\text {mem }}:=-\sum_{i>j} J_{i j} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}$ the memory Hamiltonian whereas, as I show below, the local field term can be used
to probe memory recall using an input state and hence is called the probe term i.e. $\hat{H}_{\text {probe }}:=\sum_{i} h_{i} \hat{\sigma}_{i}^{z}$. I use the Hamiltonian $\hat{H}_{\mathrm{AM}}$ as the final problem Hamiltonian in Eq. (6.4), i.e. $\hat{H}_{P}=\hat{H}_{\mathrm{AM}}$, with the probe memory part dependent on an input string $\chi$, of length $n:=|\chi|, 0 \leq n \leq N$, given by $\hat{H}_{\text {probe }}=-h \sum_{i} \chi_{i} \hat{\sigma}_{i}^{z}$ where $h>0$ is some overall scale. Thus,

$$
\begin{equation*}
\hat{H}_{P}=\hat{H}_{\mathrm{AM}}=-\sum_{i>j} J_{i j} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z}-h \sum_{i} \chi_{i} \hat{\sigma}_{i}^{z} \tag{6.5}
\end{equation*}
$$

While the memory hamiltonian $\hat{H}_{\text {mem }}$ is degenerate for all stored memories $\left|\xi^{\mu}\right\rangle \in \mathcal{M}$, the probe Hamiltonian $\hat{H}_{\text {probe }}$ breaks this degeneracy as follows,

$$
\begin{align*}
\hat{H}_{\text {probe }}\left|\xi^{\mu}\right\rangle & =-h\left(\sum_{i \mid \chi_{i}=\xi_{i}^{\mu}} 1-\sum_{i \mid \chi_{i}=-\xi_{i}^{\mu}} 1\right)\left|\xi^{\mu}\right\rangle \\
& =-h\left(\sum_{i=1}^{i=|\bar{\chi}|} 1-2 \sum_{i \mid \chi_{i}=-\xi_{i}^{\mu}} 1\right)\left|\xi^{\mu}\right\rangle \\
& =-h\left(n-2 d_{\chi}^{\mu}\right)\left|\xi^{\mu}\right\rangle \tag{6.6}
\end{align*}
$$

where $n$ is the length of the input probe bit string and $0 \leq d_{\chi}^{\mu} \leq n$ is the Hamming distance between the input bit string $\chi$ and the bit string $\xi^{\mu}$ corresponding to the memory eigenvector $\left|\xi^{\mu}\right\rangle$. Eq. (6.6) implies that the probe Hamiltonian energetically orders the stored memories according to their Hamming distances from the input bit string.

I thus have a scheme for a quantum annealing implementation of an AMM using Eqs. (6.4) and (6.5). Starting from the ground state of an arbitrary initial

Hamiltonian $\hat{H}_{I}$ (generally fixed by experimental limitations) if one can tune the temporal evolution of $\hat{H}(t)$ to arrive at the final Hamiltonian $\hat{H}_{P}=\hat{H}_{\mathrm{Am}}$ while maintaining conditions of adiabaticity then the final ground state should be the memory I hoped to recover. I call this scheme quantum annealing recall in associative memory models (QAR-AMM).

The requirement that the energy, relative to the Hamiltonian (6.5), for any input probe vector that is not one of the fundamental memories be greater than for any of the fundamental memories leads to a bound on the maximum value of the field strength $h$ for successful recall, $E\left(\left|\xi^{\mu}\right\rangle\right)<E(|\chi\rangle) \Longrightarrow h<\left(\left\langle\xi^{\mu}\right| W / 2\left|\xi^{\mu}\right\rangle-\right.$ $\langle\chi| W / 2|\chi\rangle) / 2 d_{\chi}^{\mu}$. This maximum field strength can be shown to depend on the number of random memories stored and the Hamming distances of the input probe memory from the stored fundamental memories in general, however when the fundamental memories are mutually orthogonal to each other i.e. every pairwise Hamming distances is $N / 2$, this maximum value evaluates to, see Appendix. (A.1),

$$
\begin{equation*}
h<\frac{1}{4 d_{\chi}^{\mu}}\left[N(1-p)+4 \sum_{\nu=1}^{p} d_{\chi}^{\nu}-\frac{4}{N} \sum_{\nu=1}^{p}\left(d_{\chi}^{\nu}\right)^{2}\right]=: h_{\chi, \max }^{\mu} \tag{6.7}
\end{equation*}
$$

If I restrict ourselves to working with positive field biases then I get that for succesfully recalling a memory the allowed values of $h$ are $0<h<\max _{\mu} h_{\chi, \max }^{\mu}$.

### 6.2.4 Radius of attraction using QAR-AMM.

The memory Hamiltonian, $\hat{H}_{\text {mem }}$, part of $\hat{H}_{\mathrm{AM}}$ has a global spin flip symmetry which implies that for each memory eigenket $\left|\xi^{\mu}\right\rangle \in \mathcal{M}$ the spin-flipped state $\left|\tilde{\xi}^{\mu}\right\rangle=$
$\otimes_{i=1}^{N} \hat{\sigma}_{i}^{x}\left|\xi^{\mu}\right\rangle$ - which would be a spurious state for purposes of memory recall - is also degenerate with respect to $\hat{H}_{\text {mem }}$. While the probe Hamiltonian breaks the degeneracy of memory states $\left|\xi^{\mu}\right\rangle \in \mathcal{M}$ in the desired manner, I find that it also shifts the energy of these spurious spin-flipped states in the reverse manner,

$$
\begin{equation*}
\hat{H}_{\text {probe }}\left|\tilde{\xi}^{\mu}\right\rangle=h\left(n-2 d_{\chi}^{\mu}\right)\left|\tilde{\xi}^{\mu}\right\rangle \tag{6.8}
\end{equation*}
$$

i.e., spurious states that are further from the input memory in Hamming distance have lower energies w.r.t. $\hat{H}_{\text {probe }}$. This means that for a set of $p$ memories if a given input state $|\chi\rangle$ is nearest to $\left|\xi^{\mu}\right\rangle$ and furthest from $\left|\xi^{\nu}\right\rangle$ at Hamming distances $d_{\chi}^{\mu}, d_{\chi}^{\nu}$ respectively (I call the shortest distance $d_{\chi}^{s}:=\min _{\mu} d_{\chi}^{\mu}$ and the largest $\left.d_{\chi}^{b}:=\max _{\mu} d_{\chi}^{\mu}\right)$ then by requiring that the energy w.r.t. $\hat{H}_{\text {probe }}$ of the nearest memory state be lower than that of the lowest energy spurious state I arrive at the condition,

$$
\begin{equation*}
d_{\chi}^{s}+d_{\chi}^{b} \leq(n-1)=(|\chi|-1) \tag{6.9}
\end{equation*}
$$

which along with the definition $d_{\chi}^{s} \leq d_{\chi}^{b}$ results in $d_{\chi}^{s}<\lfloor n / 2\rfloor$. Thus all full length $(|\chi|=N)$ input states $\chi$ within a radius,

$$
\begin{align*}
R(N) & \leq(N-2) / 2 \quad \mathrm{~N}: \text { Even } \\
& \leq(N-1) / 2 \quad \mathrm{~N}: \text { Odd } \tag{6.10}
\end{align*}
$$

are attracted to the closest fundamental memory and thus defines its basin of attraction.

Further, using the triangle inequality for Hamming distances I can also lower bound the sum $d_{\chi}^{s}+d_{\chi}^{b}$ by the maximal Hamming distance between any two vectors in the memory set for the given combination of $n=|\chi|$ bits. That is given $d(n):=$ $\max _{\mu, \nu} d_{n}\left(\bar{\xi}^{\mu}, \bar{\xi}^{\nu}\right)$ where $d_{n}$ is the Hamming distance between $\bar{\xi}^{\mu}, \bar{\xi}^{\nu}$ for a particular combination of $n$ bits - I have in combination with Ineq. (6.9) ${ }^{1}$,

$$
\begin{equation*}
d(n) \leq d_{\chi}^{s}+d_{\chi}^{b} \leq(n-1) \tag{6.11}
\end{equation*}
$$

which describes the set of all input vectors $\bar{\chi}$ that can be successfully recalled using QAR-AMM. Clearly for smaller $d(n)$ values there are a larger number of states within the attraction basin. Intuitively, this implies that for set $M$ of memory vectors with a smaller span in Hamming distances, but well separated within this span, the QA-AMM scheme works well. On the other hand for $n=N$ if, for example, $d(N)=N$, meaning that both a bit string and its negation are in the memory set, then the scheme fails.

### 6.2.5 Capacity, Attraction Basin size and tradeoffs

The capacity $C(N)$ of a model for associative memory for bit strings of length $N$ is defined as the number of randomly chosen bit strings that may be stored in the network with the requirement that these states be stable fixed points under the

[^4]dynamics dictated by the update rule for the spins. Thus in the classical setting the capacity depends on the learning rule as well as the update rule for network dynamics. This is true using the QAR-AMM for memory recall as well.

In my scheme, when the memories are randomly chosen in a balanced manner, i.e. the probability of a bit being $1(-1)$ in any of the $p$ memories is $.5(.5)$, there is a finite probability that an input probe memory $\chi$ which even though is within the basin of attraction of a fundamental memory fails to be recalled correctly because its distance from the furthest memory, $d_{\chi}^{b}$, violates inequality (6.9) i.e. $d_{\chi}^{b}>N-1-d_{\chi}^{s}$. The probability of this happening can be made to approach zero exponentially in the size $N$ provided the radius of attraction (6.10) is reduced by a constant fraction of $N$ from the one given in Eq. (6.10). Allowing for this non-zero failure probability at any finite $N$ - the capacity turns out to be exponential in the size of the problem.

To calculate the capacity I consider a set of $p$ fundamental memory vectors, $\xi^{\mu}$, of length $N$ (even here for ease of presentation) whose $p N$ entries are discrete random variables, $\left(\xi^{\mu}\right)_{i}= \pm 1$, that are i.i.d. with equal probability $=.5$. Suppose now I consider an input probe memory $\chi$ at a hamming distance $d_{\chi}^{s}=(N-2) / 2-x, x=$ $0,1, \ldots,(N-2) / 2$ from some memory that I call $\xi^{1}$. Then using Ineq. (6.9) QARAMM succeeds if any other fundamental memory vector is at a Hamming distance of at most $d_{\chi}^{b} \leq N / 2+x$. The probability that this happens for any one other fundamental memory $\xi^{\mu}, \mu \neq 1$ is given by [118],

$$
P\left[d_{\chi}^{\mu} \leq(N / 2+x)\right]=\sum_{l=0}^{(N / 2+x)} P\left(d_{\chi}^{\mu}=l\right)=\sum_{l=0}^{(N / 2+x)} \frac{\binom{N}{l}}{2^{N}}
$$

$$
\begin{align*}
& \geq 1-\frac{1}{2} \exp \left(\frac{-x^{2}}{N / 2+x}\right) \\
& =1-.5 \exp \left(\frac{-t^{2}}{.5+t} N\right)=: P^{*} \tag{6.12}
\end{align*}
$$

where $x=t N, 0 \leq t<.5$. Intuitively this means that as the radius of the attraction basin is allowed to decrease by Hamming size $x=t N$, the probability of the scheme succeeding when there are only two stored memories approaches unity exponentially in $N$.

Since the memories are independently chosen - the probability that all the $(p-1)$ memories apart from the one which has Hamming distance $d_{\chi}^{s}$ from $\bar{\chi}$ have distances $d_{\chi}^{\mu} \leq(N / 2+x) \forall \mu$ is lower bounded by $\left(P^{*}\right)^{p-1}$. If I now require that having stored $p$ fundamental memories my scheme succeeds with probability at least $\gamma$, i.e. $\left(P^{*}\right)^{p-1} \geq \gamma$, then taking the logarithm of both sides I obtain a bound on the number of memories the network can possibly store,

$$
\begin{equation*}
p \leq\left(1+\frac{\log \gamma}{\log P^{*}}\right) \tag{6.13}
\end{equation*}
$$

I demand that asymptotically in $N$ I get perfect recall and require that this approach be exponential. Then I have that,

$$
\begin{equation*}
\gamma=\left(1-e^{-C_{2} N}\right), C_{2}>0 \tag{6.14}
\end{equation*}
$$

Then, using a small $z$ approximation for $\log (1-z) \simeq-z$ and Eqs. $(6.12,6.14)$
in Ineq. (6.13) I get,

$$
\begin{align*}
p & \leq 1+2 \exp \left(-C_{2} N+\frac{t^{2}}{.5+t} N\right) \\
& =1+2 \exp \left(C_{1} N\right)=O\left(e^{C_{1} N}\right), \tag{6.15}
\end{align*}
$$

where $C_{1}=t^{2} /(.5+t)-C_{2}$. Eq. (6.15) thus implies an exponential capacity for $0 \leq C_{2} \leq t^{2} /(.5+t)$.

There is also a tradeoff between the size of the attraction basin and the capacity, just as in the classical setting [176], which can be seen by obtaining the relationship between the constants $C_{1}, C_{2}$ in terms of the radius of the basins of attraction, $f=R(N) / N=(N / 2-1-x) / N=(N / 2-1-t N) / N \rightarrow_{N \rightarrow \infty}(.5-t), 0 \leq f<.5$, resulting in,

$$
\begin{equation*}
C_{1}+C_{2}=\frac{(.5-f)^{2}}{(1-f)} \tag{6.16}
\end{equation*}
$$

Note that ideally one would want both $C_{1}, C_{2}$ to be as large as possible because, respectively, they represent the exponent for the exponential capacity and the probability for QAR-AMM to succeed. However, the R.H.S. of Eq. (6.16) is a positive valued monotonically decreasing function of $f$. Thus smaller values of $f$ would imply higher capacity and scheme success probability but smaller radii of attraction basins and vice versa.


Figure 6.1: 'Chimera' graph showing the connectivity of qubits on the DW2 processor chip at Burnaby, BC that I use. Not all qubits are usable in the graph - missing qubits - which are rejected at the calibration stage. There are $64, K_{4,4}$-connected blocks of qubits laid out as a matrix of $8 \times 8$ blocks. Each block has 2 columns (vertical) and 4 rows (horizontal). Fully connected problems such as Hopfield networks have to be embedded onto the native graph structure keeping in mind the missing qubits.

### 6.3 Quantum annealing recall with a programmable quantum an-

 nealer.In this section I present results from experimental implementations of the QAR-AMM on the Dwave quantum annealing processor. In Subsec. (6.3.1) I describe the Dwave quantum annealing processor and the settings I use, a description of the required embedding of our fully connected networks onto the native qubit connectivity on the processor chip in subsec. (6.3.2) and finally examples of memory recall using quantum annealing in subsec. (6.3.3).

### 6.3.1 Experimental Setup

To demonstrate associative memory recall using quantum annealing I use the second generation of the commercially available Dwave processors [103], DW2, with 512 qubits of which 476 qubits are effectively available. These qubits form the nodes of the so-called "Chimera" graph shown in Fig. (6.1). The engineering and physics of the processor chip has been extensively discussed in the literature [87, 22] and references therein. In this paragraph I briefly touch upon some features that are relevant to this problem. The DW2 chip comprises of superconducting rf SQUID flux qubits interacting with each other via Josephson junctions and is maintained at a base temperature of $T \simeq 15 \mathrm{mK}$ in a dilution refrigerator. A classical program supplies the problem Hamiltonian to the chip via the $N \times N$ matrix of coupling values, $J_{i j}$, and a $N \times 1$ vector of field strength, $h_{i}$, values. These final $J_{i j}, h_{i}$ values are achieved on the processor at the end of the user set annealing time $T_{\text {anneal }}$ which can be set at integer values between $20 \mu s$ to $20,000 \mu s$ with the default value being $20 \mu s$. The time to wait after this programming, called thermalization time, in order for it to cool back to base temperature can be between 0 to 10000 microseconds with the default value being 10000 microseconds. The coupler strengths $J_{i j}$ can be set between $J_{i j} \in[-1,1]$ while the local fields between $h_{i} \in[-2,2]$. These values go through a non-linear 9-bit analog to digital conversion (ADC) and thus the step size for either is the extent of their range divided by $2^{9}$ - so the $\left|J_{i j}\right|$ values can be set in multiples of $2^{-8}$ while $\left|h_{i}\right|$ in steps of $2^{-7}$, however there are noise contributions which are important at low values of $h, J[52]$. The time to wait after each state is
read from the processor in order for it to cool back to base temperature is $0 \mu s$ as the readout process is not supposed to supply any thermal noise.

For my experiments - to minimize diabatic transitions due to finite annealing times I use the maximum allowed annealing time $T_{\text {anneal }}=20,000 \mu s$ and the maximum allowed thermalization time of $10,000 \mu \mathrm{~s}$. Further, I choose a problem defined on $N=2^{4}$ qubits so that the values of $\left|J_{i j}\right|=O\left(2^{-4}\right)$, given by the Hebbian weight matrix Eq. (6.1), are much larger compared to its resolution.

### 6.3.2 Embedding fully connected Hopfield networks in Chimera

A major step in solving a problem on the Dwave Two computer is mapping a generic Ising problem Hamiltonian, such as $\hat{H}_{\mathrm{AM}}$, to the Dwave's native chimera graph which is a composition of $K_{4,4}$ graphs (complete bipartite graph with 4 vertices in each partition) - an instance of the minor embedding problem which is NP-complete [75]. A problem can be embedded in more than one way. The Dwave API provides the function 'find_embedding(J)' that uses a heuristic algorithm to perform the embedding which works reliably when the number of logical qubits, $N$, is under 50 . The input argument to function is the $N \times N$ coupling matrix, $J$, and the algorithm looks at the adjacency matrix derived from, $J$, to obtain a possible embedding. Asymptotically, roughly $N$ completely-connected logical qubits may be embedded on a hardware chimera graph of $N^{2}$ physical qubits. On the particular 512-qubit DW2 processor I use, only 476 qubits are available to be programmed as shown in Fig. (6.1), the remaining qubits being unusable due to hardware faults. I
note that not all problems require complete graphs hence larger non-trivial problem graphs can be embedded depending on which problem is being attempted. For example, the problem graph for the graph isomorphism problem on a Dwave machine is not a complete graph [187] nor are certain restrictions [92] to the canonical Hopfield networks.

When a problem is embedded on a hardware graph, a logical qubit is represented by a ferromagnetic chain of physical qubits. Ideally, after annealing, all the physical qubits are in the same state carrying the value of the state of the logical qubit. In reality, the chain tends to break down more often when it becomes longer, i.e., some physical spins corresponding to the same logical variable do not agree. In this scenario, one needs to use gauge averaging [25], majority voting [187] or the more general quantum error-correcting schemes [151].

For the representative example discussed in the next subsection I have not implemented any error-correction strategy. This lets us discuss the raw implementation of QAR-AMM with respect to the theory in the previous section.

### 6.3.3 Representative example

I demonstrate the actual implementation of the QAR-AMM scheme using the Dwave quantum annealing hardware by describing a representative example with three stored fundamental memories of length $N=16$. These are,

$$
\bar{\xi}^{1}:(1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1)
$$



Figure 6.2: (color online) The variation of the energies of the fundamental memories and the probe memory under the Hamiltonian $\hat{H}_{\mathrm{AM}}$ with the probe vector $\bar{\chi}$ as in (6.17). The dotted vertical line (green) represents the highest ( $h=.75$ ) allowed field strength for succesful recall of $\bar{\chi}$. Applying fields above this maximum value overbiases the Hamiltonian such that $\bar{\chi}$ itself becomes the lowest energy state. A vertical slice at any fixed value of $h$ is the spectrum of the problem Hamiltonian $\hat{H}_{P}=\hat{H}_{\mathrm{AM}}$ for the $p$-fundamental memories plus the input probe memory.


Figure 6.3: (color online) Probability of the correct recall using quantum annealing varying with respect to the applied field strength $h>0$. This probability is high $(\simeq 1)$ for the particular set of $p=3$ memories and the input vector (6.17) for almost the entire region with $h<.75$ (green dashed line). For small values of $h$ ( $\leq .15$ ), the thermal noise degrades the annealing recall success significantly.

$$
\begin{aligned}
& \overline{\xi^{2}}:(1,1,1,1,1,1,1,1,-1,-1,-1,-1,-1,-1,-1,-1), \\
& \overline{\xi^{3}}:(1,1,1,1,-1,-1,-1,-1,-1,-1,-1,-1,1,1,1,1)
\end{aligned}
$$

which are stored using the Hebbian rule (6.1) in a network of $16 \times 16$ fully connected interacting qubits. The DW2 provided software tool is used to find an embedding onto the native "chimera" graph on the chip. This requires only 133 physical qubits for embedding. Each of the 16 logical qubits are encoded as ferromagnetic chains of physical qubits with the largest encoded qubit being a chain of 11 physical qubits and the smallest of size 5 . The maximum value of any coupling $\left|J_{i j}\right|=W_{i j}$ is $\left(3 / 2^{4}\right)$ with the minimum being $\left(1 / 2^{4}\right)$.

Note that these fundamental memories are mutually orthogonal, i.e. $\sum_{i} \xi_{i}^{\mu} \xi_{i}^{\nu}=$ $\delta_{\mu, \nu}$, since their pairwise Hamming distances are all equal to $N / 2=8$. The probe input vector I use is,

$$
\begin{equation*}
\bar{\chi}=\{-1,1,1,1,-1,-1,-1,-1,-1,-1,-1,-1,1,1,1,-1\} \tag{6.17}
\end{equation*}
$$

whose Hamming distances from the fundamental memories are $d_{\chi}^{1}=10, d_{\chi}^{2}=$ $8, d_{\chi}^{3}=2$. The energies of the fundamental memories $\overline{\xi^{1}}, \overline{\xi^{2}}, \overline{\xi^{3}}$ and input memory $\bar{\chi}$ w.r.t. the final problem Hamiltonian, $\hat{H}_{P}$, using $\bar{\chi}$ from Expression (6.17) to determine the probe Hamiltonian part, $\hat{H}_{\text {probe }}$ in Eq. (6.6), are shown in Fig. (6.2). I expect the bound on the maximum field strength (6.7) to be $h_{\chi, \max }^{\mu}=.75$ obtained for $\mu=3$ (closest memory in Hamming distance), but test the success probability of recall using quantum annealing at increasing values of $h$ starting from $h=2^{-5}$
to, well beyond $h_{\chi, \max }^{\mu}$, upto $h=1.2$ in linear steps of $2^{-5}$. At each value of $h$ I anneal a 100 times and the number of times the machine returns the closest memory $\overline{\xi^{3}}$ - expressed as a percentage - gives us the success probability $P_{\text {success }}$, Fig. (6.3). I find that the annealing success probability is very close to unity, and can be essentially made 1 if one imposes a majority vote on the percentage, i.e. a percentage value greater than $50 \%$ is understood as success probability of 1 for that particular memory, for most of the allowed region except for very small $h$ values. To understand why this may be so I consider the different sources of error on DW2 in the next paragraph.

How close to perfect recall this empirically determined quantity $P_{\text {success }}$ is, depends on several factors $[163,25]$. First and foremost, DW2 operates at a nonzero, albeit small, temperature of $T \simeq 15 m K$. This means that the quantum states representing two bit strings at a Hamming distance of $d \leq k_{B} T / h$, with $k_{B}$ - the Boltzmann's constant, from each other should be considered as degenerate w.r.t. the probe Hamiltonian $\hat{H}_{\text {probe }}$. This counts as thermal error [5] which is the hardest to mitigate. Secondly, the encoding of logical qubits into ferromagnetic chains of physical qubits, the longer the worse, introduces errors at the emdedding stage - encoding error - that may be reduced by adopting embedding algorithms that minimize qubit chain lengths. Next, the physical implementation of the flux qubits favors an individual spin to align in one direction compared to the opposite direction which introduces the so-called gauge error - which may be suppressed via gauge-averaging [8, 25]. For the specific class of recall tasks in AMMs, gaugeerror implies that the same pair, of fundamental memory set and probe vector,
may have a different success probability if they are encoded with the signs of all their spins flipped. Finally, short annealing times can also cause diabatic errors [5] that causes higher energy eigenstates to be populated - which I have tried to reduce in my own experiments by using the maximum possible annealing time on the machine, $T_{\text {anneal }}=20,000 \mu S$, in each run in order to ensure that such transitions are minimized. However, I have not analyzed the energy gap $\Delta$ of our problems to determine whether $T_{\text {anneal }} \gg \Delta^{-1}$.

For the small $h \leq .15$ region in Fig. (6.3), which although is well within the bound $h_{\chi, \max }^{\mu}=.75$ given by Ineq. (6.7), I observe that the annealing success probability is severely degraded. This is caused by, I suspect, a combination of one or more factors discussed in the previous paragraph. However, the strongest reason might be the thermal noise that dominates at small $h$ values. Note that the actual physical energy that the field strength $h$ represents is obtained by multiplying it with $B(t)$ appearing in the time dependent annealing Hamiltonian (6.4). The maximum value of $B(t)$ is $\simeq 30 G H z$ at the end of the annealing process starting from close to zero at $t=0$. An order of magnitude calculation shows that $h B(t)$ with $h=.15$ is of the same order of magnitude as $k_{B} T$ with $T=15 \mathrm{mK}$ - for at least half the annealing time. The reduced annealing success probability in this region of $h$ might thus be attributed to thermally caused leakage of population to other energy eigenstates.

### 6.4 Discussion and conclusion

I have shown that using quantum annealing for recall tasks in Associative memory models can lead to an exponential capacity for storage and this scheme works with probability 1 for sets of randomly chosen memories in the large network size limit. The positive exponents for capacity and that for the scheme success probability have to sum to a decreasing function of the radius of the attraction basins - hence the tradeoff between the radius and the capacity and scheme success probability. Implementation of our scheme on a physical quantum annealing device may suffer thermal, encoding, gauge and diabatic errors that can lead to imperfect recall even when all theoretical conditions for successful recall are met. The effective experimental success probability is determined empirically and depends on several factors of the physical implementation.

QAR-AMM should work for every learning rule where the memory Hamiltonian is degenerate on all fundamental memory vectors. Even so, one needs to consider certain inherent theoretical limitations that I now point out. The energy degeneracy of the stored memories is lifted by an amount proportional to their Hamming distance from the input memory times the uniform field strength $h$. The maximum field strength value such that the system does not get overbiased is inversely proportional to the size of the problem, i.e., $h_{\xi, \max }^{\mu} \sim 1 / N$ [145]. This automatically sets the upper bound for the adiabatic energy gap of the problem because for two fundamental memories differing by a Hamming distance of $d$ - the energy difference w.r.t. the problem Hamiltonian is proportional to $d \times h_{\xi, \max }^{\mu}$. This means
that, at least, for storing a linear number of memories one can expect an efficient adiabatic (annealing) run time, $T_{\text {anneal }}=O\left(N^{\alpha}\right), \alpha=$ small positive integer, for the recall task. However, as the number of stored memories approaches, the theoretically achievable, exponential limit - the number of stored memories at the same Hamming distance from the input can grow exponentially - the number of possible stored memories at any distance $d$ is given by the binomial coefficient $\binom{N}{d}$. To break the degeneracy of these equidistant memories one can choose, instead of a uniform field $h$, a position dependent non-uniform field $h_{i}, i=1,2, \ldots, N$. However, for any finite range of $h_{i}$-values, i.e. $\delta h=\max _{i}\left(h_{i}\right)-\min _{i}\left(h_{i}\right)<\infty$, the degeneracy would be broken by an amount proportional to $\delta h /\binom{N}{d}$. This means that the adiabatic energy gap in the exponential storage limit would close, as an inverse exponential, making recall tasks inefficient - time complexity wise. Nevertheless, even a polynomial storage capacity, with a concomitant polynomial QAR-AMM run-time, is a significant improvement (see [92] and references therein) for the case of completely general Hopfield networks considered here.

Going forward, I would like to explore equivalent recall schemes for forgetful learning rules that favor recently added fundamental memories in the learning set to the ones before [176]. There one would like to understand the minimal requirements on the additional types of terms in the problem Hamiltonian those recall schemes would need. Further, I note that the recall process may be considered as an adiabatic quantum error correction operation - a fundamental memory may be understood as a codeword and its basin of attraction as the codespace [146]. Each input memory within the basin of attraction corresponds to a distinct error. The
conditional error-correction operation is the unitary obtained as a result of the evolution under the time-dependent annealing Hamiltonian which depends on the input state. Clearly, the scheme of QAR-AMM does not detect errors but only corrects them - but in doing so it greatly enhances the capacity of the classical Hopfield network models. This is yet another instance of a hybrid protocol where partitioning of a computational job into quantum and classical subtasks leads to distinct advantages. However, the question of optimality of such partitioning is still open [187]. Finally, I comment that the QAR-AMM scheme also requires classical preprocessing to minor-embed the problem graph on the Dwave annealing architecture - a step that may be obviated through the use of fully connected quantum annealers as recently proposed in [117].

## Appendix A

## Supplementary Material for Chapter 6

## A. 1 Bound on field strength

We require the energies of any state that is not a fundamental memory to be greater than that of the later w.r.t. the Hamiltonian (6.6):

$$
\begin{align*}
& -\left\langle\xi^{\mu}\right| W / 2\left|\xi^{\mu}\right\rangle-h \sum_{i} \chi_{i} \xi_{i}^{\mu}<-\langle\chi| W / 2|\chi\rangle-h \sum_{i} \chi_{i} \chi_{i} \\
& -\left\langle\xi^{\mu}\right| W / 2\left|\xi^{\mu}\right\rangle-h\left(n-2 d_{\chi}^{\mu}\right)<-\langle\chi| W / 2|\chi\rangle-h n \tag{A.1}
\end{align*}
$$

For the case of orthogonal fundamental memory vectors their energy is given by,

$$
\begin{align*}
\left\langle\xi^{\mu}\right| W / 2\left|\xi^{\mu}\right\rangle & =\frac{1}{2} \sum_{i, j} \xi_{i}^{\mu} W_{i j} \xi_{j}^{\mu} \\
& =\frac{1}{2 N}\left\{\sum_{\nu} \sum_{i j} \xi_{i}^{\mu}\left(\xi_{i}^{\nu} \xi_{j}^{\nu}\right) \xi_{j}^{\mu}-p \sum_{i j} \delta_{i j} \xi_{i}^{\mu} \xi_{j}^{\mu}\right\} \\
& =\frac{1}{2 N}\left\{\sum_{\nu}\left(\sum_{i} \xi_{i}^{\mu} \xi_{i}^{\nu}\right)\left(\sum_{j} \xi_{j}^{\mu} \xi_{j}^{\nu}\right)-p \sum_{i} \xi_{i}^{\mu} \xi_{i}^{\mu}\right\} \\
& =\frac{1}{2 N}\left\{\sum_{\nu}\left(N \delta_{\mu, \nu}\right)\left(N \delta_{\mu, \nu}\right)-p N\right\} \\
& =(N-p) / 2, \tag{A.2}
\end{align*}
$$

whereas for any arbitary input vector $\bar{\chi}$,

$$
\begin{align*}
\langle\chi| W / 2|\chi\rangle & =\frac{1}{2 N}\left\{\sum_{\nu} \sum_{i j} \chi_{i}\left(\xi_{i}^{\nu} \xi_{j}^{\nu}\right) \chi_{j}-p \sum_{i j} \delta_{i j} \chi_{i} \chi_{j}\right\} \\
& =\frac{1}{2 N}\left\{\sum_{\nu}\left(\sum_{i} \chi_{i} \xi_{i}^{\nu}\right)\left(\sum_{j} \chi_{j} \xi_{j}^{\nu}\right)-p \sum_{i} \chi_{i} \chi_{i}\right\} \\
& =\frac{1}{2 N}\left\{\sum_{\nu}\left(\sum_{i} \chi_{i} \xi_{i}^{\nu}\right)\left(\sum_{j} \chi_{j} \xi_{j}^{\nu}\right)-p \sum_{i} \chi_{i} \chi_{i}\right\} \\
& =\frac{1}{2 N}\left\{\sum_{\nu=1}^{p}\left(N-2 d_{\chi}^{\nu}\right)^{2}-p N\right\} \\
& =\frac{1}{2}\left\{\frac{1}{N} \sum_{\nu=1}^{p}\left(N-2 d_{\chi}^{\nu}\right)^{2}-p\right\} \tag{A.3}
\end{align*}
$$

where we have used $\sum_{i} \chi_{i} \xi_{i}^{\nu}=\left(N-2 d_{\chi}^{\nu}\right)$.

## A. 2 Annealing Schedule.

Fig. (A.1) shows the hard-coded classical controls $A(t), B(t)$ evolving as a function of the scaled annealing time $t / T_{\text {anneal }}$ where $t$ is the physical time lapsed during the annealing process and $T_{\text {anneal }}$ is the user-set length of the annealing process. $T_{\text {anneal }}$ can be set at any integer value between a minimum of $20 \mu s$ to a maximum of $20,000 \mu \mathrm{~s}$.


Figure A.1: (color online) Temporal evolution of the classical control functions $A(t), B(t)$ in the time-dependent annealing Hamiltonian $H(t)$ in Eq. (6.4).

## Appendix B

## Supplementary materials for Chapter 5

## B. 1 Few pieces of information

If $d_{1}$ is the maximum degree of a random graph $\left\lvert\, d_{1}-p n-(2 p q n \log n)^{\frac{1}{2}}+\right.$ $\left(\frac{p q n}{8 \log n}\right)^{\frac{1}{2}} \log \log n \left\lvert\, \leq\left(\frac{n}{\log n}\right)^{\frac{1}{2}} \log \log \log n[28]\right.$.

- Let $0<p<1, q=1-p$ and $b$ be fixed. For $G$ a random graph from $\mathcal{G}(n, p)$, let $p_{n}=\mathbb{P}\left(d^{\max }(G) \leq n p+b \sqrt{n p q}\right)$. The $\mathrm{n} p_{n}^{\frac{1}{n}} \rightarrow c$ as $n \rightarrow \infty$, where $c$ is a constant depending only on $b$ given by $c=\max _{\theta}\left\{f(b+\theta) e^{-\frac{\theta^{2}}{2}}\right\}[158]$.


## B. 2 Worst case scenario of Algorithm 6

We list the following facts which are asymptotically equally applicable for both models, $\mathbb{G}(n, M)$ and $\mathbb{G}(n, p)$.

- The number of possible simple undirected graphs with $n$ vertices is $2^{\binom{n}{2}}$ [150].
- Random graphs
- Number/probability
* In [58], Erdős et al., proved that the probability of a random graph with all vertices belonging to the same connected component is $e^{-e^{-2 c}}$
where $c$ is a constant when the number of verices is $n$ and the number of edges is $N_{c}=\left[\frac{1}{2} n \log n+c n\right]$.
- Maximum degree
* If $d_{1}$ is the maximum degree of a random graph $\left\lvert\, d_{1}-p n-(2 p q n \log n)^{\frac{1}{2}}+\right.$ $\left(\frac{p q n}{8 \log n}\right)^{\frac{1}{2}} \log \log n \left\lvert\, \leq\left(\frac{n}{\log n}\right)^{\frac{1}{2}} \log \log \log n[28]\right.$.
* Let $0<p<1, q=1-p$ and $b$ be fixed. For $G$ a random graph from $\mathcal{G}(n, p)$, let $p_{n}=\mathbb{P}\left(d^{\max }(G) \leq n p+b \sqrt{n p q}\right)$. The $\mathrm{n} p_{n}^{\frac{1}{n}} \rightarrow c$ as $n \rightarrow \infty$, where $c$ is a constant depending only on $b$ given by $c=\max _{\theta}\left\{f(b+\theta) e^{-\frac{\theta^{2}}{2}}\right\}[158]$.
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[^0]:    ${ }^{1}$ Mat $(\mathbb{C}, N)$ is the algebra of all $N \times N$ matrices over the complex numbers $\mathbb{C}$.
    ${ }^{2} \operatorname{Mat}(\mathbb{C}, N)$ is the algebra of all $N \times N$ matrices over the complex numbers $\mathbb{C}$.

[^1]:    ${ }^{1}$ A simple undirected graph doesn't have any multi-edge or loop.

[^2]:    ${ }^{2}$ So, a vertex which has degree 3 but two degree 2 neighbors will be in a different block than a vertex with degree 3 and only 1 neighbor of degree 2 .

[^3]:    ${ }^{3} \mathrm{An} r$-regular graph is a graph which has all vertices with degree $r[85]$.

[^4]:    ${ }^{1}$ Since Hamming distances can only take natural number values, the strict Ineq. (6.9) means $d_{\chi}^{s}+d_{\chi}^{b}$ can atmost equal $(n-1)$.

