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ABSTRACT 
The URL components of web addresses are frequently used in 
creating phishing detection techniques. Typically, machine 
learning techniques are widely used to identify anomalous 
patterns in URLs as signs of possible phishing. However, 
adversaries may have enough knowledge and motivation to 
bypass URL classification algorithms by creating examples that 
evade  classification algorithms. This paper proposes an approach 
that generates URL-based phishing examples using Generative 
Adversarial Networks. The created examples can fool Blackbox 
phishing detectors even when those detectors are created using 
sophisticated approaches such as those relying on intra-URL 
similarities. These created instances are used to deceive Blackbox 
machine learning-based phishing detection models. We tested our 
approach using actual phishing datasets.  The results show that 
GAN networks are very effective in creating adversarial phishing 
examples that can fool both simple and sophisticated machine 
learning phishing detection models. 
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1 Introduction 
Phishing is one of the most widely used attacks to lure users into 
releasing valuable and confidential information. In phishing 
attacks, adversaries try to obtain user information through social 
engineering by using deception and make a person divulge private 
information or unwittingly provide unauthorized access to a 
computer system or network. Phishing is not a new attack, but it 
is still a source of significant percentage of security incidents [1]. 
Compared to spam, creating a phishing attack is difficult, since it 
is a targeted attack, short-lived, often occurring for only a few 
hours, more dynamic, and moving among servers very quickly. 
Therefore, adversaries usually need to change their attack 
strategies quite often.  
 
There are various techniques to create  phishing attacks such as 
Spoofed URLs, Bad Domain Name, Shortened URL, Host Name 
Obfuscation, and Encoded URL obfuscation [2]. In other 
techniques such as Man in the Middle Attack (MITM) [3, 4] 
phishers position themselves between the victim and the 
legitimate site. Although SSL web traffic is generally not 
vulnerable to MITM, malware-based attacks can modify a system 
configuration to install a trusted certificate authority in which a 
MITM can create its own certificate for any SSL-protected site, 
decrypt the traffic, extract confidential information, and re-
encrypt the traffic to communicate with the other side.  
 
Phishing detection using URL features has been studied in many 
related works [5-7]. Several of those approaches use Machine 
Learning models to analyze the features of URLs to identify 
anomalous patterns as signs of phishing, such as using the IP 
addresses in the URL, long URLs to hide suspicious parts, having 
the “@” symbol, adding prefixes or suffixes separated by a “-” in 
the domain, and the existence of the “HTTPS” token in the domain 
part of the URL. Table 1 provides some examples on those clues. 
 
Adversaries can still find ways to bypass URL classification 
algorithms using techniques that evade classifiers of URLs. Yet, 
machine learning-based phishing detection models are usually 
embedded in browsers as extensions or into mail filtering systems, 
therefore, they appear as a black-box to phishers or phishing 
toolkits. Hence, it is quite difficult to identify which classification 
settings and algorithms are in use.  
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There are several adversarial models that can be utilized to evade 
phishing classifiers. Goodfellow et al. in [8] proposed Generative 
Adversarial Deep Neural Networks (GAN) to automate the 
generation of realistic data in a semi supervised manner. A GAN 
network consists of two Neural Nets, referred to as the Generator 
and the Discriminator. The Generator tries to generate examples 
that look real to the Discriminator, which in turn is a Neural 
Network used to distinguish between  the generated samples and 
real samples. The Generator learns how to apply nonlinear 
transformations using a noise vector and convert real instances 
into adversarial versions that imitate the ground truth data. The 
Discriminator has been applied in different settings, mostly to 
differentiate between the real and fake samples created by the 
Generator. In other related works, the Discriminator is used to 
provide a guidance to the Generator so that it can fool Blackbox 
classification algorithms [9]. 
 
 The idea of evading phishing detection classifiers is not new. 
Recent approaches focus on testing machine learning 
classification models using carefully designed instances to check 
if such classifiers can still identify those instances as phishing 
attempts through judging the highly weighted features. For 
instance,  in [10] Pham et al. have successfully evaded a Google’s 
Phishing Pages filter using simple rule-based models. However, 
“such adversarial models can have limited success when applied 
to more sophisticated phishing detection techniques created using 
relationships between the features of URLs” [11].  
 
Recently deep-learning adversarial models such as GAN gained 
quite some traction  in Cyber Security. Contrary to traditional 
techniques, GANs apply a set of non-linear transformations on an 
original malicious sample to generate an adversarial example to 
evade classification models. GAN have shown some promising 
results in intrusion detection [12] and opinion spam [13]. We 
believe that proposing new techniques to synthesize phishing 
attempts is quite significant in creating a defensive mechanism 
that can prevent zero-day phishing attempts. While there are 
approaches that apply GAN for generating adversarial phishing 
examples [14], to the best of our knowledge, this is the first work 

that synthesizes URL adversarial phishing examples in order to 
evade sophisticated phishing detection techniques, which rely on 
semantic relationships between the components of URLs.  
 
This work builds on previous research and produces the following 
contributions: 

1. It generates URL-based sophisticated phishing examples 
through feature perturbation implemented using GAN. The 
created instances are used to deceive Blackbox machine 
learning-based phishing detection models. The results show 
that GANs are very effective in creating adversarial phishing 
examples that can fool machine learning phishing detection 
models. Therefore, our approach can still  synthesize phishing 
URL data and evade the detectors, even when the phishing 
detector is created by analyzing  sophisticated features to 
identify phishing pages.  

2. The GAN models are tested based on existence or absence of 
malicious features in attack examples. However, data may also 
contain suspicious or borderline features, which cannot be 
classified as legitimate or malicious. Existing GAN models do 
not handle those features when trained on benign and 
phishing examples.  

3. It is experimentally tested, and the results show success in 
generating adversarial phishing based on URL intra-relations. 
A significant number of the generated examples evaded 
different phishing detection algorithms. 

2 Related Work 
Countermeasures of phishing attacks are classified into behavioral 
and technical. Behavioral countermeasures address phishing 
through security awareness campaigns. Technical 
countermeasures utilize defensive techniques to minimize the risk 
of phishing attacks. The most common technical countermeasures 
are machine learning techniques. Most of them try to map inputs 
(features or variables) to desired outputs (response) using a 
specific function. In the case of classifying phishing URLs, a model 
is created to categorize URLs into phishing or legitimate ones by 
learning certain characteristics of the URL. URL classification 
approaches use features such as domain name, IP address 
characteristics, and geographic properties to identify phishing 
URLs. URL related features have been used as inputs to several 
classification techniques for phishing detection, such as Support 
Vector Machines, Naïve Bayes, and k-Nearest Neighbor. Among 
them, the k-Nearest Neighbor produces the best accuracy in one 
study [15]. Other classifiers based on textual features examine the 
content of suspicious material to determine whether it is 
legitimate or phishing. For instance, the detection of phishing in 
a website can operate on features extracted from the textual 
content of the main page, its component files, and DOM structure 
[16]. Several classification techniques utilize hybrid features 
extracted from website content and URLs in webpages for 
phishing detection [17-19]. Some methods within this category 
focus on creating dynamic, adaptive, or ensemble classifiers. 
Compared with static classifiers, dynamic ones focus on adapting 
classification rules. In [20] the authors used an Online Support 
Vector Machine approach that utilizes game theory and previous 
knowledge to create a phishing detection classifier.  In [21] a 

Table 1: Anomaly clues in phishing pages 
Clue in the URL Example 

 Includes redirection http://3104.nnu4urye.info?http://
c43n34.com?35u3b 

The path contains a URL of a 
known organization 

http://108.179.216.140/~ 
bankofamerica/ 

Special characters “-“ in the 
host name 

http://yj4yb6hmb3.x-cant-bank-
you-here-of-my 
money.cn/yj4yb6hmb3/Oraliao_s
how_23Y 

Long domain name  http://31837.9hzaseruijintunhfeug
andeikisn.com/5/54878 

Hostname is Encoded http://www.%64isc%72%65%74%2
done-%6ei%67h% 74.%63o%6d 

IP is Encoded http://0x42.0x1D.0x25.0xC2/ 
E-mail Address in URL http://username@hotmail.com.fd

dcol.com 
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similar adaptive topic model based classification has been 
proposed for detecting phishing e-mails. In [22],  the authors have 
explored ensemble methods for phishing detection that relies on 
the decisions of more than one classifier. Most of classification 
approaches have been applied to detecting phishing in websites, 
some to emails [23, 24], and voice using Gaussian mixture [25]. 
Several clustering algorithms have been used for phishing 
detection, such as DBscan, k-means, and Self-organizing-maps. In 
addition to URL-based features [26] and content features [27], 
clustering of phishing has also incorporated features extracted 
from website images [28]. Clustering has been applied in detecting 
attacks in several communication media such as phishing e-mails 
[29], spoofed websites [28], and voice-based phishing attempts 
[30]. Adversarial models have been recently used to evade 
machine learning classifiers. GAN has been used in intrusion 
detection [12], malware detection [9], and spam detection [31], 
and phishing[14].  

3 Approach  
The GAN structure utilized in this work consists of a Generator 
Network, a Discriminator Network and a Blackbox Phishing 
Detector. Figure 1 shows the main steps of the proposed approach. 
 

Tensors

URL  Features

Dataset with Phishing
&Legitimate URLs

Phishing URLs 

Noise

Generator 

Phishing Detector

Discriminator 

Legitimate/
Benign URLs 

Adversarial URLs 

Feedback

Labeled data

 
Figure 1: Overview of research steps 

 
The feature vectors of deceptive sites contain certain URL features 
such as the existence of “HTTPS” token in the domain part of the 
URL, and a prefix or suffix separated by “-” in the domain. Some 
data sets are already pre-processed and have their feature vectors 
created. Our GAN networks work on binarized versions of those 
vectors.  Sometimes there are borderline feature values, where a 
feature vector has a ternary (i.e., three-valued) feature, such that -
1 describes malicious features, 1 describes legitimate features, and 
0 describes a suspicious feature. In this case the data is re-encoded 
into two-bit binary features using the encoding, 0 → 01, 1 →  00, 
and -1 →  11. This encoding scheme is consistent with the one 
used in [9], however, in our approach we also consider the case of 
suspicious features. In our encoding scheme if the original feature 
vector contains 𝑛  features in the original encoding, then, 
2𝑛 features are created in the proposed encoding. Each feature in 
the original data is encoded using two columns now. The data in 
each of the columns contains one binary feature which can be 0 
or 1. This encoding scheme is applied to both phishing and benign 
examples, as will be  detailed in the experiments section. 
 

The Generator Neural Network is used to generate a perturbed 
version of the phishing examples and convert them into 
adversarial examples. The Discriminator learns to fit the phishing 
detector, which is implemented using a specific classification 
algorithm to identify phishing examples. At each round of the 
training process, the Discriminator sends feedback to the 
Generator to modify its weights during the training process to the 
point where it guarantees that the Generator creates enough 
examples to evade the phishing detector.  
 

3.1 Generator  
Samples of deceptive URL are converted to an adversarial version 
using the Generator 𝐺, which is a feedforward neural network. 
Phishing URLs consist of a feature vector 𝑓 with 𝑛 features and 
weights 𝐺𝑤𝑔 . Both the input vector 𝑓 and a noise vector 𝑠 are fed 

to 𝐺. Using our encoding scheme, 𝑓 consists of 𝑚 features where 
𝑚 = 2𝑛. The features in 𝑓 take the values of 0 and 1 to identify 
how malicious the feature is, such that “11” denotes a very 
malicious feature. The Hyperparameter 𝑠 is a vector with random 
entries in the range [0, 1). The structure of the Generator consists 
of three hidden layers, each with 120 neurons. Hidden layers are 
activated using ReLU using the formula shown in equation 1 
where 𝑔(𝑓) = 𝑚𝑎𝑥(0, 𝑓).The output layer consists of 2𝑛 neurons, 
two for each feature, which are all activated using a sigmoid 
function as defined in equation (2) in order to return outputs 
between 0 and 1. 

𝑔(𝑓) = {
𝑓, 𝑓 > 0
0, 𝑓 ≤ 0   (1) 

 

     𝑔(
 𝑓) =

1

1 + 𝑒−𝑓
          (2) 

 

3.2 Discriminator  
The Generator parameters are updated based on the feedback from 
the Discriminator. The resulting adversarial examples are 
binarized using a threshold to create a binary vector with two 
inputs 0 and 1. However, for backpropagation to work, non-
binarized vectors are used. Vector values are normalized to be 
always in the range between 0 and 1. The perturbation done using 
GAN needs to preserve the semantics of the original data. As 
opposed to previous works, we assume no restrictions regarding 
bit flips, that is converting features of the original vectors from 1 
to 0. In phishing attacks, the lifetime of phishing domains is 
usually short making it possible to produce new releases of the 
attack by removing some features and introducing others.  
 
The weights of the Generator are updated using the gradient 
information from the Discriminator. The latter is a multilayer 
feedforward network that tries to approximate the decision 
function of the phishing detector, which the Generator can then 
use for learning. The Discriminator and phishing detector both 
take a URL feature vector 𝑓  as an input with weights 𝑤𝑑 . The 
Discriminator classifies the given URL as a phishing or a 
legitimate URL using a single output layer with a certain level of 
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an uncertainty denoted by 𝐷𝑤𝑑
(𝑓). Adam optimizer is used as an 

optimization function with 𝜀 =1e − 05 . The training data for the 
Discriminator consist of adversarial samples generated by the 
Generator and the benign samples. The ground truth labels for the 
Discriminator are the predictions made by the phishing detector, 
not the actual labels of the samples. Training the Generator and 
the Discriminator aims at minimizing their loss functions which 
are measured differently. The predictions of the phishing detector 
are used as labels for the Discriminators. Therefore, the loss 
function of the Discriminator tries to minimize classification 
mismatches between the Discriminator and the phishing detector 
as shown in the following function:  
 
𝐿𝐷 = −𝔼

𝑓∈𝑃𝐷𝐿𝑒𝑔 log(1−𝐷𝑤𝑑
(𝑓))

 

−𝔼
𝑓∈𝑃𝐷𝑝ℎ𝑖𝑠ℎ log(1−𝐷𝑤𝑑

(𝑓))            (3)
 

 
Where 𝑃𝐷𝐿𝑒𝑔  is the set of URLs identified as legitimate by the 
phishing detector, and 𝑃𝐷𝑝ℎ𝑖𝑠ℎ  is the set of URLs that are 
identified as phishing. The loss function of the Generator aims to 
minimize the probability of predicting a phishing URL as phishing 
by pushing the 𝑃𝐷 , and ultimately the Discriminator,  to 
recognize it as benign based on the following function 
 

𝐿𝐺 = −𝔼
𝑚∈𝑜𝑝ℎ𝑖𝑠ℎ,𝑠 log 𝐷𝑤𝑑

 (𝐺𝑤𝑔  (𝑚,𝑠))       (4)
 

 

Algorithm 1. Generating Adversarial Phishing Examples Using 
GAN 
Input: 
Original legitimate and phishing examples 
𝐹𝑝ℎ𝑖𝑠ℎ, 𝐹𝑙𝑒𝑔 

The noise 𝑆 for generating adversarial examples 
Output: 
The trained Generator 𝐺 and Discriminator 𝐷 
1. Begin  
2. Initialize the 𝐺, 𝐷 and 𝑃𝐷 
3. Select a batch 𝐹𝑝ℎ𝑖𝑠ℎ of phishing examples  
4. Use the noise 𝑆   for the adversarial generation 

𝐹′
𝑝ℎ𝑖𝑠ℎ|𝐹′

𝑝ℎ𝑖𝑠ℎ ← (𝐹𝑝ℎ𝑖𝑠ℎ, 𝑠) 
5. Select the batch of legitimate examples 𝐹𝑙𝑒𝑔 
6. Label 𝐹′

𝑝ℎ𝑖𝑠ℎand 𝐹𝑙𝑒𝑔 using 𝑃𝐷  
7. Update 𝐷 weights 𝐷𝑤𝑑

 along the gradient ∇𝐷𝑤𝑑
𝐿𝐷  

8. Update 𝐺 weights 𝐺𝑤𝑔  along the gradient ∇𝐺𝑤𝑔𝐿𝐺 
9. End  

 

The function is minimized based on the weights of the Generator, 
𝐺𝑤𝑔

 . Minimizing 𝐿𝐺  , aims at evading the phishing detector to 

classify phishing examples as benign activities. This objective is 
achieved if the Discriminator fits the phishing detector. We use 
Mini-batch gradient descent to split the training dataset into small 
batches that are used to calculate model error and update model 
coefficients. Algorithm 1 shows the major steps in the generating 
adversarial examples.  
 

The inputs are the original phishing and legitimate example. The 
outputs are the trained Generator and Discriminator. 𝑃𝐷  is a 
Machine Learning Phishing Detector. A batch of phishing 
examples is selected to generate the adversarial phishing 

examples (𝐹′
𝑝ℎ𝑖𝑠ℎ)  using the noise vector 𝑆 . Both the generated 

adversarial phishing examples and the legitimate examples are 
labeled using 𝑃𝐷. The weights of the Discriminator and Generator 
functions are updated based on the loss values.  
 

3.3. Sophisticated phishing attacks 
While there are sophisticated techniques to mitigate well-
designed phishing attacks, adversaries may employ sophisticated 
approaches to create phishing URLs. Marchal et al.  in [11] 
identified several characteristics of phishing URLs. They 
discovered that phishing URLs have no relationships between the 
low-level registered domain and the remaining part which 
represents (upper level domain, path, query). Specifically, the 
features extracted from words that compose a URL show that 
phishing URLs have low intra-URL relatedness. For example, in 
the following phishing URL: 
http://school497.ru/222/www.paypal.com/293702742761058
05/ there are no relationships between the top-level 
domain(http://school497.ru/222/) and the lower level 
domain(ww.paypal.com/29370274276105805/) 
 
Intra-URL relatedness can be measured using similarity such the 
Jaccard Similarity measure [32]. Such measures are used to create 
machine learning classifiers, which classifies each URL with no 
intra-relation as a phishing URL. The URLs with good intra-
relation scores are classified as legitimate. To discover those 
relationships, each  URL is divided into a registered domain and 
remaining part. The registered domain consists of the main level 
domain and the public suffix. The remaining part consists of all 
other related words extracted from the URL. For instance for the 
following URL:  
http://sezopoztos.com/paypalitlogin/us/webscr.html?cmd= 
loginrun, the keywords of the registered domain and the 
remaining part of the URL are 
 
RDurl = {𝑠𝑒𝑧𝑜𝑝𝑜𝑧𝑡𝑜𝑠;  𝑠𝑒𝑧𝑜𝑝𝑜𝑧𝑡𝑜𝑠. 𝑐𝑜𝑚} 
REMurl= 
{𝑝𝑎𝑦𝑝𝑎𝑙;  𝑖𝑡;  𝑙𝑜𝑔𝑖𝑛;  𝑢𝑠; 𝑤𝑒𝑏;  𝑠𝑟𝑐;  ℎ𝑡𝑚𝑙;  𝑐𝑚𝑑; 𝑙𝑜𝑔𝑖𝑛;  𝑟𝑢𝑛} 
Terms in the above set are categorized into associated and related 
terms. For a specific term, related and associated terms are used 
to identify intra URL relations using the sets of keywords  𝑅𝐸𝐿 𝑟𝑑,  
𝑅𝐸𝐿 𝑟𝑒𝑚,  𝐴𝑆 𝑟𝑑 ,  𝐴𝑆 𝑟𝑒𝑚. For instance the term PayPal is a term in 
the lower level domain of the URL above. By using Google Trends 
to discover related terms [33],  the following sets are related to 
PayPal.  
𝐴𝑆 𝑟𝑒𝑚 = {𝑎𝑚𝑎𝑧𝑜𝑛, 𝑓𝑒𝑒𝑠, 𝑙𝑜𝑔𝑖𝑛} 
𝑅𝐸𝐿𝑟𝑒𝑚 = {𝑎𝑚𝑎𝑧𝑜𝑛, 𝑝𝑎𝑦𝑝𝑎𝑙, 𝑓𝑒𝑒𝑠, 𝑒𝑏𝑎𝑦, 𝑢𝑘, 𝑙𝑜𝑔𝑖𝑛} 
 
Many other intra-URL relatedness features can be used to predict 
the susceptibility of URLs. Phish Storm approach uses the set of 
features shown in Table 2 [11]. 
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Table 2: Intra-URL relationships used to create sophisticated 
phishing classifiers 

Feature  Description 
𝐶𝑎𝑟𝑑𝑟𝑒𝑚 Number of words in the remaining part of a URL  

 𝑅𝑎𝑡𝑖𝑜Arem Association between word in the 𝑅𝐸𝑀𝑢𝑟𝑙 
 𝑅𝑎𝑡𝑖𝑜Rrem ratio of related words for words for words in the 𝑅𝐸𝑀𝑢𝑟𝑙 

𝑚𝑙𝑑𝑟𝑒𝑠 Search engine results when  the main level domain (𝑚𝑙𝑑) 
is searched using Search engines 

𝑅𝑎𝑛𝑘𝑖𝑛𝑔 Ranking of the 𝑚𝑙𝑑  
𝐽𝑅𝑅 Jaccard similarity between 𝑅𝐸𝐿 𝑟𝑑 and 𝑅𝐸𝐿 𝑟𝑒𝑚 
𝐽𝑅𝐴 Jaccard similarity between 𝑅𝐸𝐿 𝑟𝑑 and 𝐴𝑆 𝑟𝑒𝑚 
𝐽𝐴𝐴 Jaccard similarity between 𝐴𝑆 𝑟𝑑 and 𝐴𝑆 𝑟𝑒𝑚 
𝐽𝐴𝑅 Jaccard similarity between 𝐴𝑆 𝑟𝑑 and 𝑅𝐸𝐿 𝑟𝑒𝑚 

𝐽𝐴𝑅𝑟𝑑 Jaccard similarity between 𝐴𝑆 𝑟𝑑 and 𝑅𝐸𝐿 𝑟𝑑 
𝐽𝐴𝑅𝑟𝑒𝑚 Jaccard similarity between 𝐴𝑆 𝑟𝑒𝑚 and 𝑅𝐸𝐿 𝑟𝑒𝑚 

 
Classifiers such as Phishstorm give high susceptibility score to 
URLs with low semantic relatedness among its words. However, 
phishers may create sophisticated attacks trying to bypass 
classifiers like Phishstorm. For instance, using Phish Tank [34], 
we found a significant number of phishing URLs with good intra 
URL relationships. A sample of them is given in Table 3. 

Table 3: Intra-URL relationships- Source Phish Tank 
http://gillianschultze.com/gillianschlock/error/PPL-03265-965875-
9653326-9658745-965874321-96587/Payp/ 
https://travanleo.com/travanleoadmin_panel/upload/blog/redirect.php 
https://paylapal.000webhostapp.com/secure/PayPalLetterByYashvir.ht
ml 

 
Even worse, many adversaries consider semantic relationships 
between URLs. The following URL shows how the adversary 
creates a phishing URL considering semantic relationships 
between the words “office” and “Microsoft” at top level domain 
and the rest of the URL.   
https://000office005.tk/microsoftonline.com/microsoftonline.com
/cmdlogin=bc955836ebda3b915ae2cc804f4046ba/ih5mw72jik40f9c
8brh2gnn7.php? 
Adversaries can even leverage a search engine query data to evade 
systems that rely on such relatedness and ranking measures to 
discover phishing attacks.  Using our encoding scheme, 
adversarial examples are created by considering modifying those 
features as detailed in our experiments. 

4 Experiments and Evaluation 

 4.1 Datasets 
Two datasets are used in our experiments. The first one contains 
4898 phishing websites and 6157 legitimate pages. It contains 30 
optimized URL-based features of phishing websites and 30 URL 
related features. The main features in the dataset include having 
IP address in the URL, its length, using shortening services, double 
slash redirection, prefix, suffix, having subdomain, domain 
registrations length, SSL final state, and port . The dataset is 
collected mainly from PhishTank and MillerSmiles archives [35]. 
The Feature Vectors are ternary, where -1 describes the malicious 
features, 1 describes legitimate features, and 0 describes 

suspicious features. We re-encode ternary features into two-bit 
binary features using the encoding, 0 →  01, 1 →  00, and -1 →  11.  

Table 4: Encoding the features of  dataset 2 
Feature Phishing Legitimate 
𝐶𝑎𝑟𝑑𝑟𝑒𝑚 Between 1st Q and ≤ 

Median→ (01) 
>Median and ≤ Max 
→ 11 

00 

 𝑅𝑎𝑡𝑖𝑜Arem 11 
 

Between 1st Q and ≤ 
Median→ (01) 
>Median and ≤ Max → 00 

 𝑅𝑎𝑡𝑖𝑜Rrem 11 
 

Between 1st Q and ≤ 
Median→ (11) 
>Median and ≤ Max  00 

𝑚𝑙𝑑𝑟𝑒𝑠 0→ 00      1→ 11  0→ 00    1→ 11 
𝑀𝑙𝑑. 𝑝𝑠−𝑟𝑒𝑠 0→ 00     1→ 11 0→ 00   1→ 11 

𝑅𝑎𝑛𝑘𝑖𝑛𝑔 11 00 
𝐽𝐴𝑅𝑟𝑑 11 Between 1st Q and ≤ 

Median→ (01) 
>Median and ≤ Max → 00 

𝐽𝐴𝑅𝑟𝑒𝑚 11 Between 1st Q and ≤ 
Median→ (01) 
>Median and ≤ Max → 00 

𝐽𝑅𝐴 11 Between 1st Q and ≤ Median 
→ (01) 
>Median and ≤ Max→  (00) 

𝐽𝑅𝑅 00 
 

Between 1st Q and ≤ Median 
→ (01) 
>Median and ≤ Max→  (00) 

𝐽𝐴𝐴 00 Between 1st Q and ≤ 
Median→ (01) 
>Median and ≤ Max → (00) 

𝐽𝐴𝑅 00 Between 1st Q and ≤ Median 
→ (01) 
>Median and ≤ Max→  (00) 

• 1st Q:  1st Q quantile 
• Median: Median value of  the feature  
• Max: maximum value of the feature 

 
The second dataset consists of 48,009 phishing URLs that were 
collected from Phish Tank phishing repository [11]. The phishing 
URLs represent the ground truth to evaluate our approach. The 
legitimate dataset consists of 48,009 URLs that were collected 
from the Open Directory Project (DMOZ) which is a directory of 
the Web containing more than two million URLs. The dataset 
consists of 12 features that were encoded according to our 
encoding scheme as shown in Table 4.  This dataset is used to 
prove that adversarial models can work even when phishing 
detectors consider inta-URL relations to detect attacks. 

4.2 Results  
We conducted several experiments using the created GAN as 
follows: 
1. Experiment 1: Measuring the Generator-Discriminator loss 

when varying Epoch values. This experiment is conducted on 
the first dataset 

2. Experiment 2: Measuring the detection rate of phishing 
attacks before and after using GAN on different classifiers. As 
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part of this experiment, we also measured the false positive rate 
for the benign examples. This experiment is conducted on the 
first dataset 

3. Experiment 3: Measuring the detection rate of phishing 
attacks when sophisticated intra URL attacking techniques are 
used to create attacks. This experiment is conducted on the 
second dataset 

In each experiment, the dataset was split into 70% training, and 
30% testing parts. Experiments are conducted on core i5 CPU with 
2.8 GHZ. We utilized a modified version of the implementation of 
the GAN that creates Adversarial malware examples [9, 36, 37]. 
The frameworks are written in PyTorch. 

 
4.2.1 Generator-Discriminator Loss functions when varying the 
Epoch. 
We used several classifiers to measure the Generator-
Discriminator loss for the values of 𝐸𝑝𝑜𝑐ℎ between 1 and 100. 
This experiment was conducted on the first dataset.  
 

 
Figure 2: Avg train loss for Generator and Discriminator  when 
varying epoch values, using different 𝒑𝒅/  where RF- Random 
Forest, NN-Nearest Neighbor, DT- Decision Tree,  LR-Logistic 
regression, SVM- Support Vector Machine. Experiment is 
conducted on dataset1 
 
 
The results of this experiment are shown in Figure 2. For many 
classifiers the convergence of the Discriminator occurs at 
𝐸𝑝𝑜𝑐ℎ = 10. For Generator the loss function converges for both 
SVM and LR at 𝐸𝑝𝑜𝑐ℎ = 100 . It is also noticed that those 
classifiers have better learning rate than other classifiers due to 
lower average training loss for the Generator. Results on the 
second dataset are similar to the ones shown in Figure 2 (first 
dataset). In fact, it is possible that the proposed GAN will have a 
negative loss. As the discriminator is trained, it will map the real 
example to smaller values and the fake examples to larger values.  
 
 

 
4.2.2 PD Results Using Original and Adversarial Data. 

In this experiment, we tested all 𝑃𝐷𝑠 on 𝐸𝑝𝑜𝑐ℎ = 2 and 100. We 
compared the detection rate(True Positive Rate) using the 
original(O) and the adversarial/modified datasets(M) (one column 
per detector) and reported the results for the first datasets in 
Figures 3 and 4.  

 
Figure 3. TPR using Original (O) vs. Adversarial modified (M) 
data/different 𝒑𝒅𝒔  ( 𝑬𝒑𝒐𝒄𝒉 = 𝟐 )/Dataset 1- RF_O: 
RandomForest_Orignal sample, RF_M: Random 
Forest_Modified  

 
Figure 4: TPR using Original (O) vs. Adversarial modified (M) 
data with different 𝒑𝒅 (𝑬𝒑𝒐𝒄𝒉 = 𝟏𝟎𝟎) 

 

Even when 𝐸𝑝𝑜𝑐ℎ = 2  (as shown in Figure 3), there are 
adversarial examples that are classified as benign, although the 
differences between TPR values on the original and adversarial 
data do not seem very significant. 
 
Increasing the 𝐸𝑝𝑜𝑐ℎ  to 100, leads to a decline in TPR when 
testing adversarial examples. In fact, when 𝐸𝑝𝑜𝑐ℎ  value is 
increased to 100, some classifiers were unable to identify any of 
the adversarial examples leading to zero TPs. To validate this 
result we noticed an increase in the values of False Positives (FP) 
as demonstrated in Figure 5 which shows the percentage of benign 
examples classified as phishing. As the values of 𝐸𝑝𝑜𝑐ℎ increase 
the FP rate increases as well, indicating that the detector tends to 
misclassify benign examples when the Generator converges. 
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https://pytorch.org/


 

 
Figure 5: FPR using different 𝒑𝒅 (𝑬𝒑𝒐𝒄𝒉 = 𝟐, 𝟓𝟎, 𝟏𝟎𝟎)/ (RF_BP_FP: 
RF: Random Forest Classifier, BP: Benign as phishing, FP: False 
Positives) 

 
4.2.3 PD Results on Original and Adversarial data: Sophisticated 
phishing detectors 
 

This experiment examines whether is it possible to evade 
sophisticated machine learning classifiers that rely on intra- 
similarity functions between URL features. Adversaries may 
assume that 𝑝𝑑  has advanced similarity-based detection 
techniques to discover complex phishing attacks. This complicates 
the creation of adversarial examples. This experiment examines if 
we can still create those examples using GAN on the second 
dataset. 

 
Figure 6: TPR using Original (O) vs. Modified(M) data with 
different 𝒑𝒅 (𝑬𝒑𝒐𝒄𝒉 = 𝟐)/dataset2 

We tested all 𝑝𝑑𝑠 on 𝐸𝑝𝑜𝑐ℎ = 2 and 100. We then measured TPR 
on the original and the adversarial datasets (one column per 
detector). The results are shown in Figures 6 and 7. This 
experiment is conducted on the second dataset, which utilizes 
higher level features and similarity functions to create the 
phishing detector. There are some adversarial examples that 
cannot bypass the detector as demonstrated in both figures, even 
at high values of 𝐸𝑝𝑜𝑐ℎ. However, it is also noticed that a 

significant percentage of adversarial examples can still bypass the 
detectors created on high level features. Specifically, GAN can still 
work well at higher 𝐸𝑝𝑜𝑐ℎ = 100. 

 
Figure 7: TPR using Original (O) vs. Modified(M) data with 
different 𝒑𝒅 (𝑬𝒑𝒐𝒄𝒉 = 𝟏𝟎𝟎)/dataset2 
 

5 Conclusions and Future Work 
This paper presents an approach that evade the existing URL 
phishing detection approaches via Generative Adversarial 
networks. The results of the experiments demonstrated that GAN 
is quite effective even when used to deceive classifiers that are 
created to defeat sophisticated attacking attempts, such as those 
utilizing intra-URL relationships. The results also show that 
adversaries may focus on highly ranked features and can still 
bypass URL machine learning-based phishing detection 
techniques. The most important implication of this work is to 
create countermeasures to mitigate adversarial examples. GAN 
has not been tested on graph-based phishing detection techniques; 
therefore, we may still need to test our approach on those 
phishing detection mechanisms.  
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