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Abstract

Multi-scale deep CNNs have been used successfully for
problems mapping each pixel to a label, such as depth esti-
mation and semantic segmentation. It has also been shown
that such architectures are reusable and can be used for
multiple tasks. These networks are typically trained inde-
pendently for each task by varying the output layer(s) and
training objective. In this work we present a new model for
simultaneous depth estimation and semantic segmentation
from a single RGB image. Our approach demonstrates the
feasibility of training parts of the model for each task and
then fine tuning the full, combined model on both tasks si-
multaneously using a single loss function. Furthermore we
couple the deep CNN with fully connected CRF, which cap-
tures the contextual relationships and interactions between
the semantic and depth cues improving the accuracy of the
final results. The proposed model is trained and evaluated
on NYUDepth V2 dataset [23] outperforming the state of
the art methods on semantic segmentation and achieving
comparable results on the task of depth estimation.

1. Introduction

Deep convolutional networks (CNNs) attracted a lot of
attention in the past few years and have shown significant
progress in object categorization enabled by the availabil-
ity of large scale labeled datasets [13]. For semantic seg-
mentation problem, which requires learning a pixel-to-pixel
mapping, several approaches have been proposed, for han-
dling the loss of resolution and generation of a pixel level
labelling [17, 2]. The initial CNN models for semantic
segmentation showed that the response maps in final lay-

ers were often not sufficiently well localized for accurate
pixel-level segmentation. To achieve more accurate local-
ization property, the final layers have been combined with
fully connected CRF’s [4] yielding notable improvements
in the segmentation accuracy. Independent efforts explored
the use of CNNs for depth estimation from a single view [8].
Most recent work of [7] showed that common network ar-
chitecture can be used for problems of semantic segmenta-
tion, depth estimation and surface normal estimation. The
authors have shown that by changing the output layer and
the loss function, the same network architecture can be
trained effectively for different tasks achieving state of the
art performance of different benchmark datasets. In con-
trast, we train the same network under multi task loss for
semantic segmentation and depth estimation and our ex-
periments show that multi-task learning boosts the perfor-
mance.

We follow this line of work further and postulate the si-
multaneous availability of the depth estimates can further
improve the final labeling. To support that we present a new
approach and model for simultaneous depth estimation and
semantic segmentation from a single RGB image, where the
two tasks share the underlying feature representation. To
further overcome the difficulties of deep CNNs to capture
the context and respect the low-level segmentation cues as
provided by edges and pixel values, we integrate CNN with
a fully connected Conditional Random Field (CRF) model
and learn its parameters jointly with the network weights.
We train the model on NYUDepth V2 [23] and evaluate the
final quality of both semantic segmentation with estimated
depth, without depth and depth estimation alone. The pro-
posed approach outperforms the state of the art semantic
segmentation methods [7, 17, 11] and achieves comparable
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results on the task of depth estimation in [7].

2. Related work
In the past few years, convolutional neural networks

have been applied to many high level problems in com-
puter vision with great success. The initial categorization
approaches focused on assigning a single label to an im-
age [13], followed by application of the same classification
strategy to windows or region proposals generated by in-
dependent segmentation process [9]. In addition to classi-
fication problems, these models marked also great success
for a variety of regression problems, including pose estima-
tion, stereo, localization and instance level segmentation,
surface normal segmentation and depth estimation. The ini-
tial architectures obtained by concatenating multiple con-
volutional layers follow by pooling were suitable for image
classification or regression problems, where single label of
vector valued output was sought. The earlier layers before
the fully connected layers were also found effective as fea-
ture maps used for variety of other traditional computer vi-
sion tasks [1]. For the problem of semantic segmentation
CNN approaches typically generated features or label pre-
dictions at multiple scales [5] and used averaging and super-
pixels and for obtaining the final boundaries. In [18] CNNs
were applied to superpixels, which were directly classified
using feedforward multilayer network. Alternative strat-
egy by [11] used CNN features computed over RGB-D re-
gion proposals generated by low-level segmentation meth-
ods. These methods although initially successful relied on
the availability of independent segmentation methods to ei-
ther refine the results or to generate object proposals.

One of the first approaches to tackle the semantic seg-
mentation as a problem of learning a pixel-to-pixel mapping
using CNNs was the work of [17]. There authors proposed
to apply 1x1 convolution label classifiers at features maps
from different layers and averaging the results. Another line
of approaches to semantic segmentation adopted an auto-
encoder style architecture [19] [2] comprised of convolu-
tional and deconvolutional layers. The deconvolutional part
consists of unpooling and deconvolution layers where each
unpooling layer is connected to its corresponding pooling
layer on the encoding side. The convolutional layers remain
identical to the architectures of [13] and [24] and the decon-
volutional layers are trained. Authors in [19] formulated the
problem of semantic segmentation of the whole image as
collage of individual object proposals, but also use the de-
convolution part to delineate the object shape at higher res-
olution inside of the proposal window. The object proposal
hypotheses are then combined by averaging or picking the
maximum to produce the final output.

The lack of context or the capability of generating more
accurate boundaries were some of the typical shortcomings
of the above mentioned CNN based semantic segmenta-

tion architectures. In the pre-CNN approaches to semantic
segmentation Conditional Random Fields (CRF) have been
used effectively and provided strong means for integrating
the local multi-class predictions with context and local in-
formation captured by pixels and edges [14]. To incorpo-
rate the benefits of CRF’s for semantic segmentation the
authors in Chen et al [4] proposed to combine deep CNNs
responses of the last convolutional layer with the fully con-
nected CRF. They used the hole method of [10] to make the
VGG network [24] denser and resized the label probabil-
ity map using bilinear interpolation. The resized semantic
probability map was then used in place unary potentials for
a fully connected CRF proposed by [12]. In spite of ex-
hibiting significant improvement over initial results in [17],
the method of [4] trained the CNN part and fully connected
CRF part independently. Some of the subsequent efforts
following this improvement led to joint training of CNNs
and CRFs. Zheng et al. [28] addressed this issue by trans-
forming the mean field approximation of [12] to a sequence
of differentiable operations which can be incorporated in
the CNN training. They learned with back-propagation the
compatibility term of two labels regardless of the cell loca-
tion. In the follow up work of [16] authors addressed this
shortcoming by learning the compatibility between pairs of
labels while considering their relative spatial location.

Previously reviewed methods for semantic segmenta-
tion have been applied to either images or RGB-D images,
demonstrating improvements when the depth channel was
available [11, 20]. Separate line of work focused on sin-
gle image depth estimation. Early works exploited con-
straints of structured man-made, mostly indoors environ-
ments and rich features [26, 22]. Saxena et al [21] consid-
ered general outdoor scenes and formulated the depth esti-
mation as Markov Random Field (MRF) labeling problem,
where depth was estimated using a large set handcrafted
features computed at multiple scales and hierarchical MRF.
Attempts to revisit these problems using deep CNNs were
considered by Eigen et al [8], where depth was estimated
using two networks, which handled coarse and fine scale
depth estimation. The input to the first network is the whole
image and output is a coarse depth map, while the second
network, takes the coarse depth map produced by the pre-
vious stage and an image patch at 1/4 input image scale to
produce the fine details of the depth map. Liu et al [15]
addressed the depth estimation problem as estimating a sin-
gle floating-point number for each superpixel representing
the depth of superpixel center. There are few works where
both the semantic and depth cues jointly contribute to se-
mantic understanding and scene layout. Zhang et al [27],
segmented the car instances in an image and provided the
depth ordering of each car instance. Closest to our work in
trying to use both depth and semantic cues are [14] and [25].
The authors of [14] propose to estimate depth and semantic



category using an unbiased semantic depth classifier, whose
output on a bounding box remains the same when the im-
age and bounding box scales by α. In [25], a coarse depth
map is estimated by a CNN and they add finer depth details
by extracting frequent templates for each semantic category.
Finding frequent discriminant patches for each category re-
quires more number of images from each category. As a
result, their method does not scale well with the increase in
number of classes.

The proposed model is the first to estimate the seman-
tic labels and depth jointly from a single RGB image using
a shared representation. While previous methods coupled
CNNs with CRFs and refined the parameters of both com-
ponents jointly, our approach is the first to do so with a more
expressive objective function which incorporates the inter-
actions between the depth and semantic labels.

3. Proposed Method
Semantic segmentation and depth estimation have been

often addressed separately in the past. In this work, we
demonstrate the possibility of training a network for depth
estimation and semantic segmentation together, where the
two tasks learn a shared underlying feature representation.
This has a number of benefits: First of all, a single network
handles both tasks which results in reducing the amount of
computation and memory footprint by sharing the parame-
ters. Moreover, the performance of semantic segmentation
is increased because the network implicitly learns underly-
ing physics by estimating depth for each pixel.
The proposed method takes RGB image as an input and uses
a single network to make an initial estimate of depth and the
semantic label for each pixel. These estimates are then com-
bined to produce a final semantic segmentation. Using the
estimated depth helps to resolve confusions between similar
semantic categories such as pillow vs sofa, book vs book-
shelf, and so on. The parameters of multi-scale network is
learned by optimizing a joint objective function for seman-
tic segmentation and depth estimation. The learned weights
can be used for both tasks individually or for both, jointly.
The proposed approach is an alternative to methods which
use the depth channel of RGB-D sensor as an input to the
network [17]. The raw depth channel often provides miss-
ing or inaccurate values, which are replaced by the output
of the in-painting algorithms [3]. On the other hand, es-
timated depth from the network does not have any missing
values.

The proposed model is outlined in Fig 1. Our initial goal
in training is characterized by optimizing the loss function
defined jointly for semantic categories and depth estimates:

L = λ× Lsem + Ldepth (1)

In the above loss formulation Ldepth and Lsegm are opti-
mized jointly using a shared representation in a multi-scale

CNN model, yielding a per pixel response maps of pre-
dicted labels and depth estimates. In the final stage of opti-
mization the interactions between these response maps will
be incorporated in a joint CRF model and the whole model
including the network parameters will be further refined to
minimize the objective. The following two sections will
introduce the network and described the details of the indi-
vidual loss functions Lsem and Ldepth and how they related
to the network structure. In Section 3.4 we will elaborate
on the CRF formulation.

3.1. The model

The network has two main modules; one for semantic
segmentation and one for depth estimation. Both modules
use the same set of features to accomplish their task. The
shared part of a network, which is shown in blue in Fig
1, is a multi-scale network that extracts features from im-
ages. It has been shown in the past that multi-scale networks
are effective in improving the performance of semantic seg-
mentation, which is analogous to extraction of features at
multiple scales [4][7] in the traditional semantic segmenta-
tion approaches. The convolutional feature maps in the last
layers of each scale are shared between semantic segmen-
tation and depth estimation branches which are shown in
green and red in Fig 1 respectively. The computed feature
maps at different scales are upsampled and concatenated to
form the comprehensive feature representation of the image.
We chose to use the architecture of [4] because it produces
denser output with stride of 8 using the atrous algorithm
and has smaller memory footprint. Feature sharing results
in saving computational resources during test time and also
boosts the performance as shown in Section 4.

3.2. Semantic Loss

For semantic segmentation module the network outputs
a response map with the dimension of C×H×W where C
is the number of semantic classes and H , W are the height
and width of input image. The semantic segmentation loss
is accumulated per-pixel multinomial logistic loss which is
equal to

Lsem = −
N∑
i=1

log (p(C∗i |zi)) (2)

where C∗i is the ground truth label of pixel i, p(Ci|zi) =
ezi/

∑
c e
zi,c is the probability of estimating semantic cat-

egory Ci at pixel i, and zi,c is the output of the response
map.

3.3. Depth Loss

In order to estimate the depth value, we divide the range
of possible depth values to Nd bins where each bin has
length l. For each bin b, the network predicts p(b|x(i)) =



Figure 1. Overview of the proposed method. Multi-scale fully convolutional network is used for image representation. The network consists
of 5 different paths and each path extracts feature at a difference scale. At the end of each path, two convolutional layers extract feature
for semantic segmentation and depth estimation. These feature maps are scaled and aggregated to form a comprehensive feature map for
semantic segmentation and depth estimation. Depth values are estimated using Eq. 3. Estimated depth values along with semantic unaries
and the image are passed through the fully connected CRF to get the final probabilities of semantic labels.

eri/
∑
b e
ri,b , the probability of having an object at the cen-

ter of that bin and ri,b is the response of network at pixel i
and bin b. The continuous depth value di is the computed
as:

di =

Nd∑
b=1

b× l × p(b|x(i)). (3)

One might think that it should be also possible to learn the
discretized depth probability using multinomial logistic loss
similar to semantic segmentation. In this case however the
training diverges due to following reasons; (1) multinomial
softmax loss is not suitable for depth because depth is a
continuous quantity and it cannot properly account for the
distance of the estimated depth to the ground truth (it just
indicates the estimated depth is incorrect); (2) estimating
absolute depth for each pixel is ambiguous due to absence

of scene scale. Therefore we use scale-invariant loss func-
tion of [8] for depth estimation that tries to equalize the rela-
tive depth distance between any pair of points in the ground
truth and the estimated depth values. Scale-invariant loss is
computed as follows:

Ldepth =
1

n2

∑
i,j

(
(log(di)− log(dj))− (log(d∗i )− log(d∗j ))

)2
(4)

The advantage of scale invariant loss is that it encourages to
predict the correct relative depth of the objects with respect
to each other rather than absolute depth values. Since we are
exploiting depth discontinuities in the CRF, scale invariant
loss is suitable for our setup.



3.4. Conditional Random Field

As observed previously unary CNN based semantic seg-
mentation results showed that the response maps/labels are
often not sufficiently well localized to achieve pixel ac-
curate segmentation. This and the capability of captur-
ing more general contextual relationships between semantic
classes led to initial proposals for incorporating CRF’s. Us-
ing these observations, we integrate the depth and semantic
label predictions in the CRF framework. The unary poten-
tials are computed from semantic output of the multi-scale
network and pairwise terms are Gaussian potentials based
on depth discontinuities, difference in RGB values of pix-
els and the compatibility between semantic labels. Let N
be the number of pixels and X = {x1, x2, ..., xN} be the
label assignment and xi ∈ {1, ..., C}. The features that we
are using for each pixel i are denoted by fi = {pi, Ii, di}
where pi is the spatial location of pixel i, Ii is the RGB
value of pixel i, and di is the estimated depth at pixel i. The
energy function for the fully connected CRF is follows:

E(x, f) =
∑
i

ψu(xi) +
∑
i,j

ψp(xi, fi, xj , fj) (5)

where unary potentials ψu(xi) come from the multi-scale
network (the left big green rectangle in Fig 1) and the pair-
wise potentials have the form

ψp(xi, fi, xj , fj) = µ(xi, xj)k(fi, fj) (6)

where µ(xi, xj) represents the compatibility function be-
tween semantic label assignments of pixel i and j. Gaussian
kernel k(fi, fj) adjusts the evidence that should be prop-
agated between xi and xj based on the spatial distance,
RGB distance, and depth distance between pairs of pixels
. k(fi, fj) consists of three different weights {w(i)|i ∈
{1, 2, 3}} where each wi has C × C parameters that are
being learned for all the pairs of semantic categories. Gaus-
sian kernels also have hyper-parameters θ(.) that control the
tolerance with respect to difference in depth values, RGB
pixel values and spatial location of pairs of pixels. k(fi, fj)
is computed using the following equation:

k(fi, fj) = w(1)exp

(
|pi − pj |2

2θ2α
+
|Ii − Ij |2

2θ2β

)

+ w(2)exp

(
|pi − pj |2

2θ2γ
+
|di − dj |2

2θ2ζ

)

+ w(3)exp

(
|pi − pj |2

2θ2τ

)
(7)

The inference in the CRF is done using mean-field approx-
imation similar to [28]. In the CRF training stage both the
compatibility terms, the kernel weights and unary poten-
tials are learned in a single optimization procedure. The

derivatives are back propagated through the network further
refining the shared feature representation captured by net-
work weights. Note that the CRF only adjusts its weights
and back-propagates the error only to the semantic unaries
and shared layers through the semantic module. Estimated
depths are only taken as extra input modality in the CRF.
However since both Lsem and Ldepth is still being opti-
mized the depth convolution layers will be adjusted to keep
the output depth values valid. In the following section, we
present additional details of multi-stage optimization and
the scrutinize the effects of different components of the loss
function on the overall performance. Qualitative results are
shown in Fig. 2 and Fig. 3. Fig 2 shows the qualitative re-
sults of joint depth estimation and semantic segmentation.
It is worth noting that there are some cases where our net-
work detects a category correctly but that category is labeled
incorrectly in the dataset. Two examples of such situations
are the the left window and the leftmost chair in front of the
desk in the second and third rows of Fig. 2. Fig 3 shows
qualitative effect of the CRF module on the output of se-
mantic segmentation.

4. Experiments
Before we proceed with details on the performance eval-

uation, we present in more detail the parameters of the net-
work. The shared part of a network, which is shown in blue
in Fig. 1 is a multi-scale network that extracts features from
the images. The details about the parameters of the layers
are found in Table 1. The first dimension is the number
of channels for the output and the rest is the kernel size of
that layer. The network has 5 different branches each either
takes and image or one of the earlier layers as input and
computes more higher-level features. The input resolution
is 513 × 513 and at the end of each branch the computed
features for semantics and depth are resized so to the di-
mension of the image size.

4.1. Training Details

Training is done at multiple stages. The training objec-
tive function for stage 1 is only Lsem and for the rest of
the stages, Eq. 1 is optimized for the training. In the first
stage of training, the network is trained for 160K iterations
with learning rate of 1e-10, weight decay of 0.0005 and mo-
mentum of 0.99 for semantic segmentation. The network
weights of stage 1 are initialized from the model of [4]
which is pre-trained on MS-COCO dataset and fine-tuned
on Pascal-VOC dataset.

In the second stage, the depth layers (shown in red in Fig
1) are added to the network that is already trained on seman-
tic segmentation. The network is initialized with the previ-
ous stage weights and is trained using combined semantic
segmentation and depth estimation loss for 10K iterations.
The scale of semantic and depth loss are different. There-



Table 1. Details of multi-scale network for computing depth and semantic unaries. Dimensions of each layer shown in the number of output
channels and the kernel size.

Branch Input

Branch1 RGB
conv1-1
64x3x3

conv1-2
64x3x3

conv1-seg
40x1x1

conv1-depth
50x1x1

Branch2 RGB
conv2-1
64x3x3

conv2-2
64x3x3

pool2
64x3x3

conv2-3
128x3x3

conv2-seg
40x1x1

conv2-depth
50x1x1

upsample
x2

Branch3 pool2
conv3-1
128x3x3

conv3-2
128x3x3

pool3
128x3x3

conv3-3
128x3x3

conv3-4
128x3x3

conv3-seg
40x1x1

conv3-depth
50x1x1

upsample
x4

Branch4 pool3
conv4-1
256x3x3

conv4-2
256x3x3

pool4
256x3x3

conv4-3
128x3x3

conv4-4
128x3x3

conv4-seg
40x1x1

conv4-depth
50x1x1

upsample
x4

Branch5 pool4
conv5-1
512x3x3

conv5-2
512x3x3

pool5
512x3x3

conv5-3
1024x3x3

conv5-4
1024x1x1

conv5-seg
40x1x1

conv5-depth
50x1x1

upsample
x8

(a) (b) (c) (d) (e)
Figure 2. Qualitative result of the proposed method. (a) is the in-
put image (b) is the ground truth semantic segmentation (c) is the
output of our semantic segmentation (d) is the raw depth and (e) is
the estimated depths. Note that in the second rows our network de-
tects the left window correctly whereas it is labeled as wall in the
ground truth. The same situation happens in the third row where
the left black chair is missing in the ground truth but our network
detects it. The dark black region in the ground truth depth are the
missing depths. However, we do not have to deal with missing
depths in our output.

fore, the effect of these loss functions should be balanced
through the weight λ in Eq. 1. The λ was set to 1e-6 to
balance semantic loss and depth loss objectives. We also
tried training with Ldepth and Lsem together instead of two

(a) (b) (c) (d)
Figure 3. Qualitative comparison of with and without CRF on se-
mantic segmentation. (a) is input image, (b) is ground truth label-
ing, (c) is semantic segmentation with CRF, and (d) is the semantic
unaries without CRF.

stages of training. We observed that with the joint training,
the value of objective function dropped much quicker but
plateaued at the end. The two-stage training resulted in a
slightly better model.

In the third stage, the fully connected CRF was added
to the network fine-tunning the network jointly to learn the
CRF weights. We used learning rate of 1e-13 for the CRF
weights and learning rate of 1e-16 for the rest of network
and ran the training for 10K iterations. In order to train the
CRF,w(1) is initialized to 7,w(2) to 4, andw(3) is initialized
with 3. The remaining parameters θα to 160, θβ to 3, θγ to
50, θζ to 0.2, and θτ to 3. All the initialization and hyper-
parameters are found by cross validation on a random subset
of 100 images from training set.

We trained and evaluated the model on NYUDepth v2
dataset [23] using the standard train/test split. The training
set contains 795 images and the test set contains 654 im-
ages. For training the dataset is augmented by cropping,
and mirroring. For each image, we generated 4 different
crops and scale the depth accordingly. In addition, the orig-



Figure 4. Visualization of learned weights in CRF. Left: compatibility function µ(., .) between classes, middle: learned weights w(2) for
depth for all pairs of semantic classes, right: learned weightsw(1) for difference in RGB value of each pixel for all pairs of semantic classes
(best viewed electronically).

inal image and its mirrored image were also included in the
training set, yielding 4770 images from original training set.
The data augmentation procedure was done offline and the
data was shuffled randomly once before the training. The
following sections contains the evaluation of our method on
depth estimation and semantic segmentation.

4.2. Depth Estimation

For depth estimation, we use Nd = 50 bins with the
length of l = 0.14m in the network. After applying soft-
max and using Eq 3, depth value is estimated. We modified
the ground truth depth values in the training to make the
joint problem of semantic segmentation and depth estima-
tion less complex and also reduce the uncertainty from the
depth readings. Note that the ground truth depth values of
evaluation set remain intact. The ground truth depth values
are clipped at 7m because the quality of raw depth values
from RGB-D decreases with the depth and the farther sensor
readings are not reliable. We also rounded the depth value
to the closest multiplier of l. We only used the valid depth
values for training. Quantitative evaluation of our method
is shown in Table 2. Our method outperforms only on the
scale invariant loss which is sensitive to relative order of the
entities with respect to each other. Given that the network
is trained under multiple objective functions and learning
relative ordering of the object is enough for reasoning in
semantic space, it is reasonable that the network performs
well only on scale invariant loss.

1. Percentage of Depth di where the ratio of estimated
and ground truth depth is less than a threshold. i.e.
max( did∗i

, did∗i
) = δ < threshold.

2. Absolute Relative Difference: 1
T

∑
|di − d∗i |/d∗i

3. Squared Relative Difference: 1
T

∑
|di − d∗i |2/d∗i

4. RMSE (linear):
√

1
|T |
∑
||di − d∗i ||2

5. RMSE (log):
√

1
|T |
∑
||log(di)− log(d∗i )||2

6. RMSE (log scale-invariant): equals to RMSE (log) af-
ter equalizing the mean estimated depth and ground
truth depth.

where d and d∗ are the estimated depth and ground truth
depth respectively. Note that our RMSE error for scale in-
variant is significantly better and it quantitatively shows that
our method is much better in finding depth discontinuities
because scale invariant error, as the name implies, empha-
sizes on the relative depth not the absolute value of depth.

4.3. Semantic Segmentation

Semantic segmentation was evaluated on 40 semantic la-
bels of NYUDepth V2 dataset using the mean Intersection
over Union (IoU) which is the average Jaccard score among
all the classes. Mean accuracy is the average pixel accuracy
among all classes and pixel accuracy is the total accuracy
of pixels regardless of the category. As shown in Table 3,
our method outperforms the recent methods. Our-Unary-
Sem is the performance of the network when only trained
on semantic segmentation without depth (Training Stage 1).
Ours-Unary-Sem+Depth is the network with semantic and
depth without depth (Training Stage 2). Ours-Sem-CRF is
the result of having both semantic and depth unaries but
the CRF uses only RGB pixel values and semantic unaries
as input. Our-Sem-CRF+ is including all the modules and
CRF takes both the estimated depth and RGB pixel values
as input. Overall, estimating the depth in addition to seman-
tic segmentation improves the mean IoU over 40 classes by
1.3%. Similar observation is reported in [25], however our
method is 10x faster and everything is trained end-to-end.

In order to further investigate how the CRF uses the
depth information, w(1) and w(2) are visualized in Fig 4.



Table 2. Quantitative Evaluation of Depth Estimation
Eigen et al.[7] Liu et al [15] Ours

threshold δ < 1.25 0.769 0.614 0.568 higher
threshold δ < 1.252 0.950 0.883 0.856 is
threshold δ < 1.253 0.988 0.971 0.956 better
abs relative distance 0.158 0.230 0.200
sqr relative distance 0.121 - 0.301 lower

RMSE (linear) 0.641 0.824 0.816 is
RMSE (log) 0.214 - 0.314 better

RMSE (log. scale invariant) 0.171 - 0.061

Table 3. Quantitative Evaluation of Semantic Segmentation on 40 Categories of NYUDepth v2
Method Input Type Mean IoU Mean Accuracy Pixel Accuracy

Deng at all [6] RGBD N/A 31.5 63.8
FCN[17] RGB 29.2 42.2 60.0

FCN + Depth [17] RGBD 34.0 46.1 65.4
Eigen and Fergus [7] RGB 34.1 45.1 65.6

Ours-Unary-Sem RGB 36.0 49.1 66.0
Ours-Unary-Sem+Depth RGB 36.5 49.2 66.6

Ours-Sem-CRF RGB 38.4 51.2 68.0
Ours-Sem-CRF+ RGB 39.2 52.3 68.6

Note that the difference in RGB values is not informative as
the weights for differences in depth values between pixels.
One interesting observation is that w(2) is large for pairs of
classes where the depth discontinuity helps. Some of the
examples of such pairs are pillow vs couch, bookshelf vs
book, and sink vs counter.

5. Conclusions
We showed how to do semantic segmentation and depth

estimation jointly using the same network which is trained
in stages and then fine tuned using a single loss function.
The proposed model and the training procedure produces
comparable depth estimates and superior semantic segmen-
tation comparing to state-of-the-art methods. Moreover, we
showed that coupling CRF with the deep network further
improves the performance and enables us to exploit the es-
timated depth to discriminate between some of the semantic
categories. Our results show that depth estimation and se-
mantic segmentation can share the underlying feature rep-
resentations and can help to improve the final performance.
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