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An Intrusion Detection System (IDS) is built with the purpose to detect normal

and attack packets in network traffic data. Due to enormous amount of data present

in the network traffic, analyzing all the individual packets present is both an im-

practical task which also increases the system performance overhead. To solve this

problem, another technique is employed, which aggregates packet information into

flows and reduces the amount of data to be examined from the network traffic. In

addition, IDS efficiency is increased by the use of the k-NN classification algorithm to

classify the incoming connections as normal or suspicious. Combining the flow based

Intrusion detection approach and k-NN classifier in the Spark Streaming framework

has helped develop a system which is able to detect attacks in real time. In this

thesis, the KDD-99 data set has been used for testing the proposed approaches. Ex-

perimental results show that Apache Spark Streaming, a modern distributed stream

processing system provides enough throughput to process large volumes of data in

shorter span of time which is suitable for network traffic monitoring.
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Chapter 1

Introduction

The advanced development in computer systems and internet has modified the way

people think and do things. In the past, sending an email would take hours or

even days, whereas now it can be delivered almost instantaneously just by a click

of a mouse. Now, people can use Information Technology (IT) infrastructure to

conveniently communicate with each other from different, even remote geograph-

ical locations through web chat or video conferencing. However, along with the

development of Computer Systems and IT infrastructures large amounts of personal

and sensitive information like SSN, phone number, address, bank accounts etc. are

hosted on servers which are available through the world wide web [10]. New threats

are developed by hackers each day, who aim to gain unauthorized access to computer

systems and compromise the integrity, validity and confidentiality of stored data.

Malicious activities in the internet are also known as intrusions [10]. An intru-

sion or a threat can be defined as any action that attempts unauthorized access,

information manipulation, or rendering the system unstable by exploiting the exist-

ing vulnerabilities of the system. These vulnerabilities used by the attackers weaken

the security of the system [18]. An Intrusion Detection System (IDS) is a mech-

anism that tries to identify a set of actions or unallowed actions or behaviors in

a computer system. There are two main types of intrusion detection techniques:

misuse detection and anomaly detection. Misuse detection recognizes a suspicious

behavior by comparing its signature with a stored database of attacks signatures;
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the only drawback of this techniques is that it cannot detect new attacks. Snort

is an example of an IDS using misuse detection techniques. Anomaly detection is

another technique which creates a model of normal behavior, and tries to detect any

abnormal deviation from that model resulting in generation of corresponding alerts

[11].

1.1 Significance of the Problem

In most IDSs however, there are high rates of false positive and false negatives which

can be difficult to deal with. “A false positive is an instance where an IDS incorrectly

identifies a benign activity to be malicious while a false negative occurs when the

IDS fails to detect a malicious activity” [10]. The number of alerts collected by an

IDS per day can be more than 15000 and the number of false positives (FP) can

be thousands per day which is large number of alerts that can cause the network

administrator to lose confidence on the IDS[18].

Due to increase in Internet utilization, the size of network traffic data is growing

exponentially and it is very difficult to process it, using the traditional data pro-

cessing tools. Fast and efficient intrusion detection is a challenging problem due to

the high volume and the complex nature of the network traffic data. A real time

intrusion detection system should be able to process large volume of data in short

span of time and detect the malicious traffic as early as possible [12].

“Cyber Security Intrusion Detection System commonly requires an efficient real-

time storing and processing of large size of network traffic data as well as analysis

to identify malicious network traffic”[12]. The Apache Spark is an open source

clustering computing framework which processes vast amounts of data in short span

of time.

Some of the notable features of Apache Spark are as follows:

• Speed: Spark runs 100 times faster than Hadoop. Hadoop is a well-known

tool that is used for scalable computing which uses the concept of Map Reduce
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which is discussed in details in the Methodology Chapter. It is an advanced

DAG (Directed Acyclic Graph) execution engine for in-memory computing.

• Ease of use: Spark offers over 80 high-level operators that make it easy to build

parallel applications (apps). These operators can be used in the Scala, Python,

or R language, and they can be invoked interactively from the corresponding

shells that are linked to Spark.

• Runs Everywhere: Spark runs on several platforms, such as Hadoop, Mesos,

standalone, or in the cloud. It can access diverse data sources stored in a

variety of repositories such as HDFS, Cassandra, HBase and S3

Combining the features of Apache Spark and Intrusion Detection techniques one

can build a system that processes in real time a large volume of data and performs

an analysis to discover malicious activity in the network traffic.

1.2 Summary of the Approach

In our approach, we have implemented a system using the Spark platform which

uses the IP flows to detect attacks. “A flow is defined as a set of IP packets passing

an observation point in the network during a certain time interval. All packets

belonging to a particular flow have a set of common properties”[28]. In Figure 1.1,

which gives the overview of our systems Network Traffic data (flows) arrives from the

real-time networks or any network equipment’s which is then passed to our system

(IDS) to detect the normal and attack packets.

We have used the Semantic Link Network (SLN) approach to predict the attacks.

A Semantic Link Network is a graph that provides semantic relations between con-

cepts. SLN is often used in Knowledge representation. It is represented as a directed

or undirected graph consisting of vertices representing the concepts and edges con-

necting the vertices. To efficiently process the large volume of data we used the

Apache Spark Streaming framework to process the incoming data in real on near

real time and predict the attack labels of the incoming flows and passed it to SLN for
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Figure 1.1: System Overview

further analysis. The incoming flow is given to the KNN classifier which is trained

by the 70% of the KDDcup dataset to predict the attack labels. We used the Hadoop

File System (HDFS) for the faster retrieval of the training dataset file.

1.3 Contribution of the Thesis

This thesis contains a number of unique contributions. They are summarized below:

• Creation of KNN classifier model in Apache pyspark module.

• Training the KNN classifier model with the 70% KDDcup dataset and testing

the model with 30% of the KDDcup datasets.

• Calculation of the classification metrics like precision, recall, accuracy and

F-Score of KNN classifier model.

• Capturing the Datasets in port which is then utilized by the Spark streaming

context.

• Calculation of execution time taken by the system to predict dataset.
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Chapter 2

Background and Related Work

In this chapter we will discuss the background relevant to Snort, packet to flow

conversion, creation of a classifier, evaluation of classifier and Spark.

2.1 Snort

Network Intrusion detection systems (NIDS) are widely used tool to monitor the

today’s network security infrastructure. They act like a layer of defense which

monitors the incoming network traffic for suspicious activities or patterns and they

alert the system administrator when they detect potential hostile traffic[30].

Snort is a single-threaded user-level application that utilizes the transmission

control protocol TCP/IP stack on a computer which captures and inspects packet

payloads to identify possible intrusions[30]. Snort can be operated in four modes:

sniffer, packet logger, NIDS, and intrusion prevention system. Snort captures raw

packets with libpcap which then decodes and preprocess them before forwarding

them to the detection engine. The preprocessing contains features like packet drop-

ping, classifications, etc. The detection engine analyzes the packet headers and

payloads against thousands of rules stored in a database of pre-defined attack sig-

natures, as shown in Figure 2.1. If any one of the rule is matched, an action is taken

depending on action specified in the rule configuration .

The detection engine is the most essential component of Snort, and very complex.
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Figure 2.1: Snort Basic Software Component

It is responsible for analyzing every packet based on thousands of Snort rules that

are loaded at runtime.

2.2 NetFlow

NetFlow is a network protocol developed by Cisco for the collection and monitoring

of network traffic flow data which is created by the NetFlow-enabled routers and

switches. It was developed by Cisco packet switching technology for Cisco routers.

The idea behind NetFlow (Figure 2.2) is that the first packet of a flow would create

NetFlow switching record on a switch or router, and subsequently, this record would

be used for all the later packets of the same flow, until the expiration of the flow.

Only the first packet of a flow would require an investigation for the route table to

find the specific matching route[27].

Figure 2.2: NetFlow Overview
[27]

The flow information which is collected by flow enabled devices can be exported

for network performance and behavioral analytics for security. The flows do not

contain actual packet data, but rather communication metadata. It is a standard

form of session data that details who, what, when and where of network traffic
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(Figure 2.3). It is similar to the call records in a phone bill, but in real time. Every

network transaction typically gets two flows, one in each direction[27].

Figure 2.3: One NetFlow Record provides a Significant Amount of Information
[27]

2.3 Packet to flow conversion

A Distributed Denial of Service (DDOS) attack is a method to make an online service

unavailable by overwhelming it with traffic from multiple sources. The attacker

targets a victim server by sending a large number of request in a short span of

time [33]. Flow-based technology can be used to detect this kind of attacks. Flow

export technologies such as Net flow and the IETF standardization effort IPFIX

can be helpful to generate traffic aggregates from packets and create flows that

contain aggregate information from packets without including payload information.

This technique helps to reduce the amount of data that needs to be analyzed to

identify attacks as well as to minimize the computation time since it is dealing

with aggregate data and not with detailed information contained in packets [34].

The above technology is widely available on packet forwarding devices like Routers,

Switches, and Firewalls. In this research, we have used Flow based techniques to

convert the network tcpdump data into network flows.
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2.4 Classifier

In today’s world large amounts of data is getting accumulated and stored in the

databases everywhere across the globe. These databases store lot of “hidden” knowl-

edge and we need to find an automatic method for extracting this valuable informa-

tion from databases. There are many algorithms which are created to extract this

information from large sets of data. Classification, Association rules, and clustering

are some examples of those algorithms [37]. A system that creates a classifier is

one of the most widely used tools in data mining. Such systems take as input a

collection of observations, each belonging to one of a small number of labels and de-

scribe its values for a fixed set of features, and output a classifier that can accurately

predict the label to which a new observation belongs to [38]. In this thesis we used

the k-Nearest Neighbor classification technique to find a group of k-observations in

the training set that are closest to the test observation, and base the assignment

of a label on the predominance of a particular label in the neighborhood. A k-NN

classifier finds the similarity between an incoming observation of a flow and predicts

whether this flow is normal or attack based on the similarity calculation.

2.4.1 Evaluation of Classifier

In this Section we present the metrics for assessing how good or how accurate a

classifier is able to predict the class labels. The classifier evaluation measures include

accuracy (also known as recognition rate), sensitivity (or recall), specificity, and

precision. There is certain terminology for evaluating classifier which we need to

understand.

Basic Terminology

• True positive (tp): is the number of correct predictions that an instance is

positive.

• True negative (tn): is the number of correct predictions that an instance is

negative.
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• False positive (fp): is the number of incorrect predictions that an instance is

positive.

• False negative (fn): is the number of incorrect of predictions that an instance

negative.

• Positive Sample (p): is the number of positive samples.

• Negative sample (n): is the number of negative samples

Measure Formula
Accuracy, recognition rate (tp+tn)/(p+n)

Error rate, misclassification rate (fp+fn)/(p+n)
Sensitivity, true positive rate, recall tp/p

Specificity, true negative rate tn/n
Precision tp/(tp+fp)
F-Score (2*precision*recall)/(precision+recall)

Table 2.1: Evaluation Measures
[13]

predicted positive predicted negative
true positive tp fn
true negative fp tn

Table 2.2: Confusion Matrix

2.5 Apache Spark

The ever growing amount of data volumes in industry and research give us a tremen-

dous amount of research opportunities and challenges.The sheer amount of data

size has already outpaced the capabilities of single machines, creating a significant

problem. To solve the above problem we need a new cluster programming models

targeting the diverse computing workloads[41]. To distribute the workload across

the multiple nodes, new models have been created for new workloads. For example,

MapReduce supports Batch processing whereas Google has developed Dremel for

interactive SQL queries and Pregel for iteractive graph algorithms[41].
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In 2009, at the University of California, Berkeley, the Apache Spark project was

initiated to design a unified engine for distributed data processing. Spark supports

a programming model similar to MapReduce but extends it with a data-sharing

abstraction called “Resilient Distributed Datasets” or RDDs. Using RDDs Spark

can capture a wide range of processing workloads that previously needed separate

engines including SQL, streaming, machine learning and graph processing. Spark

possesses several important benefits: applications are easier to develop since they

use a unified API, it is more efficient to combine processing tasks, the older systems

required writing data to storage and pass it to another engine whereas Spark has the

capabilities to apply diverse functions over the same data, often in memory. Finally,

Spark has the capabilities to apply interactive queries on a graph and Streaming

machine learning[41].

2.5.1 Spark Stack

Figure 2.4: Spark Stack

Spark Core

The Spark Core includes the basic functionality of Spark components such as task

scheduling, memory management, fault recovery, interacting with storages systems,

and more. Spark core is also home to the API that defines resilient distributed

datasets (RDD). RDD is the Spark’s main programming abstraction. RDDs is a

collection of items distributed across many compute nodes that can be manipulated

in parallel[19].

Spark SQL

Spark SQL is Spark’s package for working with structured data. It allows query-
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ing data via SQL. Spark SQL allows developers to intermix SQL queries with the

programmatic data manipulations supported by RDDs in Python, Java and Scala

programming languages[19].

Spark Streaming

Spark Streaming is a Spark component that enables processing of real time streams

of data. For example, data stream can be log files generated by production web

servers.

MLLIB

Spark comes with a library containing common machine learning (ML) functionality

call MLlib. MLlib contains various machine learning algorithms such as classifica-

tion, regression, clustering and collaborative filtering.

GraphX

GraphX is a library for manipulating graphs such a social networks friend graph

and performing graph-parallel computations. GraphX also provides us various oper-

ations for manipulating graphs(e.g. subgraph and mapVertices) and common graph

algorithms such as PageRank and triangle counting.

Cluster Manager

Internally, spark is optimized to scale from one to many thousands of compute

nodes. Spark can run on variety of cluster managers including Hadoop YARN,

Apache Mesos and even it works as a standalone scheduler such as installing spark

on an empty set of machines.

2.5.2 Programming Model (RDD)

The key programming abstraction in spark is RDDs, which are fault tolerant col-

lections of objects partitioned across a cluster that can be manipulated in parallel.

RDDs can be created by using operation called “transformation” which includes

functions like map, filter and group by to the data[41]. Let us see an example of

how to create an RDD in Scala from a HDFS file.

lines= spark.textFile(“hdfs://..”)
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errors=lines.filter(s=> s.startwith(“ERROR”))

println(“Total Errors:”errors.count())

The first line defines an RDD backed by a file in the Hadoop Distributed File

System (HDFS) as a collection of lines of text. The second line calls the filter

transformation to derive a new RDD from lines The last line calls count, another

type of RDD operation called an “action” that returns a result to the program.

RDDs have the following advantages:

• Spark evaluates RDDs lazily, which helps to find an efficient path for the user

computation.

For example, a transformation returns a new RDD object representing the

result of a computation but it is not computed immediately. Spark performs

computations only when an action is called by looking at the whole graph of

transformations used to create an execution plan.

• RDDs provide explicit support for data sharing among computations

• Users can also persist selected RDDs in a memory for rapid reuse.

• RDDs are fault tolerant meaning that they are automatically recovered from

failure.

• Spark uses the “lineage” approach for recovery process. Each RDD tracks the

graph of transformations that was used to build it and reruns those operations

on base data to reconstruct any lost partitions.

2.6 Related Work

Intrusion Detection Systems have become popular in the cyber security field. In

[12] the authors proposed a framework in which they have employed a well-known

feature selection algorithm to select the important features in the DARPA’s KDD’99

dataset and then they used classification based intrusion detection method for fast

and efficient detection of intrusions in the massive network traffic. The authors in
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[22] have employed five machine learning algorithms, Logistic regression, Support

Vector Machines, Random forest, Gradient Boosted Decision trees & Näıve Bayes in

Apache Spark for processing and detecting the attack traffic as fast as possible and

finally they calculated the individual classifier in terms of training time, predicting

time, accuracy, sensitivity and specificity on the KDD’99 dataset.

In [31] Sharma et al. have used the Map Reduce framework of Hadoop and

implemented Machine learning algorithms like Näıve Bayes and K-Nearest Neighbor

and evaluated their performance using WEKA concluded that MapReduce platform

is faster than WEKA.In [1] they used network flow data and created semantic links

between the suspicious flows forming a probabilistic semantic link network (SLN)

to detect known attacks. In [7] they have implemented a streaming-based threat

detection system which analyzes the highly intensive network traffic data in real-time

using streaming based clustering to detect abnormal attacks.

In this thesis, we have used the Apache Spark framework and the flow based

intrusion detection approach to detect the real-time attacks with the help of Spark

streaming features. We have also utilized Minimum Redundancy Maximum Rele-

vance (mRMR) feature algorithm to select the important features from the KDD’99

datasets. We also created a K- Nearest Neighbor classifier and trained it and used

the Spark streaming to test testing data set and evaluated the classifier.
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Chapter 3

Methodology

In this chapter, we will discuss in depth the different components that we used to

classify whether a packet is a benign or an attack. We start with an overview of the

architecture that we have proposed in Apache Spark Ecosystem in Section 3.1. Then

we discuss the individual component of the architecture, such as Snort in Section

3.2. Subsequently we describeways to collect the Network tcpdump information

using the packet analyzer tool such as tshark and Wireshark in Section 3.3.

We describe the dataset that we use in Section 3.5 and the small introduction

about Spark Streaming which can be helpful in performing data mining tasks in

Section 3.8. Then we discuss how the K-NN classifier works and the methodology

to calculate the similarities in Section 3.6. In Section 3.7 we discuss the Map Reduce

paradigm in Apache Spark and benefit of discretized streaming in Section 3.8.1, and

we discuss the AWK and Netcat utilities in Section 3.11, which can help us send the

data to a particular port. Finally, in Section 3.10, we discuss in depth the Hadoop

ecosystem and how it distributes its job to the worker nodes and how it calculates

the performance metrics of the individual jobs and tasks.

To implement our system, we used the UMBC High Performance Computing

Maya cluster. The Maya cluster is a 324 node, 38 GPU, 38 Intel Phi coprocessor

with over 8 TB of main memory. The Maya clusters contain several types of nodes

that fall into four main categories:
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• Management Node: they are reserved for administration of clusters and

and not available to users.

• User nodes: Users work on these nodes directly.

• Compute nodes: These nodes are where the majority of computing on the

cluster takes place.

• Development nodes: These are special compute nodes which are dedicated

to running code that is under development.

The UMBC Maya Cluster is an on demand clustering computing environment

where a user has the flexibility to specify the number of clusters that he/she may

require to perform computations. A brief overview of Maya Cluster can be seen in

the below Figure 3.1

Figure 3.1: Architecture of Maya Cluster

3.1 Overview of the Approach

Figure 3.2 shows the overall approach of the system. The tcpdump file with packet

information is given to the snort to generate the alerts and the tcpdump file is also

given to the flow generator which generates flows from the packet information in

the network tcpdump file. Then, the generated flows from the network tcpdump file

and the alerts from Snort are merged to generate the Labelled Network Flow. The

Labelled Flow is then passed to the Data preprocessing techniques like filling the
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Figure 3.2: Detailed Approach

missing values and performing normalization. Once the preprocessing step is done

then by using the Anderberg Similarity Method a Sematic Link network (SLN) is

created, which helps us find the similarity and classify an incoming network activity

as an attack or a normal activity. We have created a K-NN classifier to classify

a packet as a benign or attacks by training the classifier with the previously cap-

tured tcpdump file. Finally, to test the classifier we have used the spark streaming

framework to test the classifier by sending the data to particular port which is then

captured by the classifier and predicts the label of the test data sets.

3.2 Snort Architecture

Snort is one of the useful software for security network. Snort can be installed on

various platforms of operating systems such as Windows, Linux, etc. Snort has a

real time alerting the traffic data network and analyzes capability. The alert can

be sent to syslog or a separated ‘alert’ files. Snort is logically divided into various

components[6]. These components work in a flow to detect a particular attack and

generate output in required format. The components of Snort are packet decoder,

preprocessors, a detection engine, logging and alerting system and output modules.

According to Figure 3.3 Snort modules perform the following tasks:

16



Figure 3.3: Snort Architecture

1. Packet Capture Module: This module is built on packet programming

library libpcap, which provides implementation independent access to the

packet capture facility provided by the operating system, to provide a high-

level interface to capture packets.

2. Decoder: This module divides the captured packets into a various data struc-

ture and identifies the links to be checked in the next module, such as sus-

picious connection attempts to some TCP/UDP ports, or too many packets

sent in a short period.

3. Preprocessors: SNORT’s preprocessors fall into two categories. They can

be used to either examine packets for suspicious activity or modify packets so

that the next module can properly interpret them. The other preprocessors

are responsible for categorizing traffic so that the next module can accurately

match signatures. These preprocessors defeat attacks that attempt to evade

Snort’s detection engine by manipulating traffic patterns.

4. Detection Engine: This module uses the detection plug-ins and matches the

packets against the rules loaded into memory during SNORT initialization.

5. Detection Plug-ins: The detection plug-in definition is in the rules files.
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They are used to identify patterns.

6. Rules Files: These are text files containing a list of rules with a known

syntax. The syntax includes protocols, addresses, and some other important

data.

7. Output Plug-ins : This module formats the notifications (alerts, logs) for the

user to access them in many ways (databases, console, and external files)[2].

Snort utilizes existing rules, which are patterns of known attacks for search-

ing and matching the network traffic data. If any abnormal pattern is detected it

generates an alert. The structure of Snort rules consists of two logical parts

1. Rule Header

2. Rule Option

The Rule Header contains the following field: action, protocol, source address,

source port, direction, destination address, and destination port.

action field in a snort rule has 3 properties: alert, log and pass.

protocol field acts as criteria where to detect network traffic data, which include IP,

TCP, UDP, and ICMP.

Figure 3.4: Structure of Snort IDS Rule
[21]

Figure 3.5: Structure of Snort IDS Rule Header
[21]

The rule options of Snort consist of two parts: a keyword and an argument

(defined inside parenthesis and separated by a semicolon). The keyword options are
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Figure 3.6: Example of Snort IDS Rule
[21]

separated from the argument by a colon. Examples of keyword options are msg, ttl,

tos, and icode[21].

An example of Snort IDS rule is shown in Figure 3.6. If it matches the net-

work traffic data of an ICMP protocol field, such as source address, source port,

destination address, and destination port, for example, 192.168.1.10, any, any, any,

respectively, an alert is generated that outputs the message ICMP Attempt Attack

with the signature ID 100005[21].

3.2.1 Snort Alert Generation

As we know from the previous section that Snort is an open source IDS to gener-

ate alert on the suspicious packets. We have installed Snort 2.9.7.0 on the Ubuntu

16.04.1 LTS to generate the alert for a particular tcpdump file using the following

snort command:

snort -l ./log -b -c /etc/snort/snort.conf -r /home/muthu/outside.tcpdump

where

-l logdir: Sets the output logging directory to log-dir. All plain text alerts and

packet logs go into this directory. If this option is not specified, the default logging

directory is set to /var/log/snort.

-b: Log packets in a tcpdump formatted file.
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-c config-file: Use the following Snort configuration file.

-r tcpdump-file: Read the tcpdump-formatted file. This will cause Snort to read

and process the file fed to it.

Once the above command runs successfully in the log directory we can find the

alert file.

Figure 3.7: Alert Snippet

Figure 3.7 is the short snippet of the alert file.

In the above the command we ran the snort in the default configuration. We

can configure the snort to generate the output in csv or pcap with help of output

plugin which is available inbuilt in snort. We need to make necessary configuration

changes in the /etc/snort/snort.conf file. All the predefined snort rules can be found

in the /etc/snort/rules directory Snort can be configured to listen on the real time

packets that are coming to the networks using the following commands:

snort -i eth0 -c /etc/snort/snort.conf -l /var/log/snort/

where -i interface: Sniff packets on interface.

Once the pcap/tcpdump file given to the snort it will generates the alerts and

respective packets attack classification label can be extracted.
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3.3 Capturing via tshark/Wireshark

TShark is a terminal oriented version of Wireshark designed for capturing and dis-

play packets when an interactive interface is not available. In order to figure out

what is happening in the network we can use tools like tcpdump, tshark or wireshark

to sniff the packets in the network and troubleshoot the network problem. We have

used the following command to extract the network packets:

tshark -i eth0 -c 10 -T fields -e frame.time -e ip.src -e tcp.srcport -e ip.dst -e

tcp.dstport -e frame.protocols -E separator=, -E header=y

-T option to output data in different formats, this can be very handy when you

need a specific format to your analysis.

If we choose fields to the -T option, we must set the -e option at least once, this

will tell Tshark which field of information to display, we can use this option multiple

times to display more fields Complete list of pcap reference field can be found in the

following link: https://www.wireshark.org/docs/dfref/#section f

Wireshark is a GUI version of a packet capture tool in which we can specify

fields that we want to extract from the Pcap to CSV.

3.4 Flow Generation from Packet Traces

A flow consists of aggregated packets that have a set of common characteristics. IP

flows have several characteristics such as source/destination IP, input/output router

interfaces, protocol, type of service, packet count, octet count, start/end time, TCP

flags, source/destination network mask, input/output interface encapsulation size

and IP address of next hop within the network[8].
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Figure 3.8: Packet aggregation to create flows

Formally a flow is define as fl = ( Isrc, Idst, Psrc, Pdst, Prot, Pckts, Octs, Tstart,

Tend, Flags)

where Isrc and Idst are the features that identify source and destination IP ad-

dresses, Psrc and Pdst are the source and destination port, Prot is the Protocol type;

Pckts and Octs give the total number of packet and octets in the data exchange;

Flags are the TCP header flags; Tstart and Tend denotes the start and end time of

the flow respectively[8]. For a flow, an alert is generated by sending its consisting

packets to the Snort IDS for alert generation. Alerts generated for the packets of a

flow are propagated to the flow itself and they include the timestamp of the alert,

the alert description, and its category which identifies the type of security incident.

Since each flow consists of several packets and each set of packets is labeled as either

a specific type of alert or benign activity, the flow is labeled by using a majority

rule. For example, if a flow consists of three records that generate three alerts, out of

which two alert is buffer overflow, the resulting flow is labeled as a buffer overflow.

The KDDcup dataset does not contain the timestamp of the packets so to create

the flows we removed all the duplicates packets from our entire datasets which results

in the labeled flows containing aggregation of all packets.

3.5 Dataset and Source Description

The KDD’99 datasets are widely used for the anomaly detection methods. The

original KDD dataset is built on the data presentation in DARPA’98 IDS assessment

program. DARPA’98 which contains about 4 gigabytes of compressed binary data,

tcpdump data of 7 weeks traffic of network which can be processed into about 5

million connection records, each containing about 100 bytes. A shorter version with

two weeks of test data have around 2 million connection records[32]. KDD dataset
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consists of connection vectors each of which encloses 41 features and is labeled as

either normal or malicious. The simulated attacks fall in one of the following four

categories:

1. Denial of Service Attack (DoS): A DoS is an attack in which an attacker

sends too many requests which over utilize computing resources to handle

genuine requests, or denies genuine users entrance to a system.

2. User to Root Attack (U2R): It is an attack in which an attacker logs to the

system with normal access (perhaps gained by sniffing passwords, a dictionary

attack, or social engineering) and is able to exploit some vulnerability to gain

root access.

3. Remote to Local Attack (R2L): It is an attack in which an attacker who

has the ability to send packets to a system over a network who doesn’t have

an account in the system exploits some vulnerability to gain access to a local

system.

4. Probing attack (PA): It is a way to gather information about the network

of computers with an intension to evade its security controls.

In this thesis, we use the k – nearest neighbor flow classifier model to classify

the packets as benign or attacks and used the panda/spark dataframe.

3.6 Nearest Neighbor Classifier

The k-nearest neighbor algorithm(k-NN) is one kind of distance- based algorithm[39].

It is one of the simple and straight forward lazy learning data mining techniques[17].

The k-NN is a supervised learning process where classified training samples deter-

mine the class of an unknown test samples[39].

To use this technique for us it is necessary to have a training set and a test sam-

ple, to know the k value (how many neighbors are needed to be used in classification)

and the mathematical formula to calculate the distance between the instances[9].
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The k nearest neighbor classifier is commonly based on the Euclidean or Manhattan

distance formula between a test sample and the specified training samples[9].

Euclidean Distance is

d(x, y) =

√√√√ n∑
i=0

(xi − yi)2

Manhattan Distance is

d(x, y) =
n∑

i=0

|xi − yi|

where xi represents the test sample, yi is the training data, n is the number of

features.

k-nn is based on minimum distance from the test instance to the training samples

to determine the k nearest neighbors. Once the value of k is selected , the majority

of the k nearest neighbor decides the prediction of the new instances[9].

The general algorithm of computing the k-nearest neighbors is as follows[9]:

• Establish the parameter k that is the number of nearest neighbors.

• Calculate the Euclidean distance between the query instances and all the train-

ing samples.

• Sort the distances for all the training samples and determine the nearest neigh-

bor based on the k-th minimum distance.

• Use the majority of nearest neighbors as the prediction value.

In this thesis, we have trained the classifier using training dataset stored on

the HDFS (Hadoop Distributed File System). We have used the Spark Streaming

framework to stream the test dataset to the classifier and predict test dataset label

in streaming.
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3.6.1 k - Nearest Neighbor Functions

First the available dataset is split into training and testing parts. We have splitted

the k – nn classifier into three different functions such as Calculation of Similar-

ity, Finding Nearest Neighbor and Getting the Responses from the Neighbor. The

Algorithms below are applied to find the response of the testing labels.

Algorithm 1 Similarity Calculation Using Euclidean Distance

Input: Instance1, Instance2, No.of features
Return: Distance score between Instance1 and Instance2

1: distance← 0
2: for all i in range(Number of Features) do
3: distance+ = pow((instance1[i]− instance2[i]), 2)
4: end for
5: Calculate the square root of distance
6: return distance

The above algorithm is the simple calculation of distance between the two in-

stances. It takes input as two instances variable and outputs the distance score.

Lines 2 – 4 calculate the distance between two instances using Euclidean distance

formula.

Algorithm 2 Finding the Neighbours

Finding the Neighbours
Return: k training instances similar to testInstance

1: Initialize a distances list
2: Initialize a no.of test Instances in length variable
3: for all x in range(len(trainingSet)) do
4: dist= euclideanDistance(testInstance,trainingSet[x],length)
5: #Calculating the EuclideanDistance for testInstance with all the trainingSet
6: distances.append(trainingSet[x],dist) Storing the Euclidean Score
7: end for
8: distances.sort(key=operator.itemgetter(1)) # Sorting the Distance based on the

score
9: # Creating the List to Store Neighbor

10: neigbhors = []
11: for all x in range(k): do
12: neighbors.append(distances[x][0])
13: end for
14: return neighbors # Return the k neighbors
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The above algorithm finds the neighbor to the related test instances. It takes

input training instances, testing instance and number of nearest neighbor (k) and it

will output the k nearest neighbor to the testing instances. Lines 3-7 use Euclidean

Distance to calculate the distance between the two instances and store all the dis-

tances score and the training instances in a list. Line 8 is simply sorts the distances

list based on the score. Lines 10-13 filter only the k nearest neighbor and store it in

a neighbor list and return the k neighbor list to the calling functions.

Algorithm 3 Finding the Response

Input: Neighbor list containing Responses
Output: Response

1: Initialize an empty dictionary classVotes =
2: for all x in range(len(neighbors)): do
3: response = neighbors[x][-1]
4: response = neighbors[x][-1]
5: if response = neighbors[x][-1] then
6: classVotes[response] +=1
7: else
8: classVotes[response] = 1
9: end if

10: end for
11: # Sort the dictionary based on the values
12: sortedVotes = sorted(classVotes.iteritems(), key = operator.itemgetter(1), re-

verse = True)
13: return sortedVotes[0][0] # Return the first response label in the dictionary

The above algorithm is voting which calculates the number of occurrence of

response in the neighbor list. In Line 1 we have initialized an empty dictionary.

Lines 2 – 9 calculate the number of occurrence of response and store its values

in the dictionary. Line 12 sorts the dictionary on the values hence the maximum

occurrence of response will be at 0th index of the dictionary and in the Line 13 we

are returning the 0th index response.

3.7 Map Reduce Paradigm

The MapReduce programming paradigm is a technique for data processing tool for

Big data, designed by Google in 2003. MapReduce is based on two separate user-

26



defined primitives: Map and Reduce[23].

Map function reads the raw data in form of key-value (<key, value>) pairs and

transforms them into a set of intermediate <key, value> pairs, where both the key

and value types must be defined by the user. In the next stage, MapReduce merges

all the values associated with same intermediate key as a list which is called as

Shuffle phase. In the last stage, reduce function takes the grouped output from the

maps and aggregates it into a smaller set of pairs. This process can be visualized in

the below diagram[23].

Figure 3.9: Data Flow Overview of MapReduce
[23]

Figure 3.9 MapReduce Paradigm is transparent and scalable platform which au-

tomatically processes data in a distributed cluster, relieving the user from technical

details such as data partitioning, fault tolerance or job communication.

Apache Hadoop is a well-known open source implementation of MapReduce for

large scale data processing and storage of data across the cluster. Two main module

of the Hadoop is Hadoop Distributed File System (HDFS) and MapReduce. HDFS

is a distributed file system which enables the user to distribute the files across the

several systems. The files in the HDFS are automatically synced throughout the

distribution. Its inability to reuse data through in memory primitives makes the
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application of Hadoop unfeasible for many machine learning algorithms.

Apache Spark, is a modified large scale data processing system which was de-

veloped to solve the problems of the Hadoop. Spark was introduced as the part

of Hadoop ecosystem with all the advantages of Hadoop by using its distributed

file system. The Spark framework proposed a set of in-memory computation and

analysis with the aim of processing data more rapidly on distributed environments,

up to 100 times faster than Hadoop. It provides the developer with an easy inter-

face accessible through Scala, Java and Python and has complete machine learning

library built-in.

Spark is based on Resilient Distributed Datasets (RDDs), a special type of data

structure used to parallelize the computation across the cluster. These parallel

structures let us persist and reuse results, cached in memory. A scalable machine

learning library (MLlib) was built on top of spark. The spark MLlib contains a large

set of standard learning algorithms and statistic tools which has many important

functions for knowledge discovery process such as classification, regression, cluster-

ing, optimization or data preprocessing. It provides a high-level API that makes

easier for the user to connect multiple machine learning algorithms.

3.8 Spark Streaming Framework

In big data, large amount of data is received in real time which is more valuable at

the time of its arrival.For example, in social network we can predict the trending

conservation topics in minutes, a search site can create a model to predict which user

visit a new page and a service operator may wish to monitor system logs to detect

failures in seconds. To develop these low-latency applications, we need a streaming

computation models that scale transparently to large clusters, in the same way that

batch model like MapReduce simplified processing[40].

There are two main challenges in creating a Streaming application. The first is

making the latency (interval granularity) low. Hadoop which is a traditional batch

systems falls short because state information is kept in replicated, on-disk storage
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systems between jobs. The second challenge is recovering quickly from faults and

stragglers. Both problems are inevitable in large clusters, so streaming application

must recover from quickly[40].

The above two problems can be solved by a data structure called Resilient Dis-

tributed Datasets (RDDs), which keeps data in memory and can recover it without

replication by tracking the lineage graph of operations that were used to build it.

With RDDs, we can attain sub-second end to end latencies. When a node fails, each

node in the cluster works to recompute part of the lost node’s RDDs which results

in the faster recovery[40].

3.8.1 Discretized Streams (D-Streams)

Discretized streams (D-Streams), a new stream processing model that overcomes

above challenges. D-streams is a streaming computation structure that is a series

of stateless, deterministic batch computations on small time intervals. For example,

we can place the data received every second into an interval, and run a MapReduce

operation on each interval to computer certain operation. It avoids the problems

with traditional stream processing by structuring computations as a set of short,

stateless, deterministic tasks instead of continuous state full operators. It then stores

the state in memory across tasks as fault-tolerant data structures (RDDs) that can

be recomputed deterministically. It also gives benefits of powerful unification with

batch processing.
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Figure 3.10: High Level Overview of Spark Streaming System

In Figure 3.10 Spark Streaming divides input data streams into batches and

stores them in Spark’s memory. It then executes a streaming application by gener-

ating Spark jobs to process the batches.

3.9 RDD to Data frame

To convert the RDD to Data frame we use the below code

a1 = rdd.map(lambda w: w.split(”,”))

a2= [x for x in a1.toLocalIterator()]

pandadf=pd.DataFrame(a2)

First, we capture the RDD from streaming port and by using the map function we

split our dataset by comma as a separator. The function toLocalIterator()returns an

iterator over the dataset. Then by using the panda data frame function we convert

our RDD into data frame which can be used for our analysis.

3.10 Spark Benchmarking

The Job Tracker and Task Tracker are coming into the picture when we require

processing the data set. In Hadoop / Spark system there are five services always
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running in the background (called Hadoop daemon services)[29].

Daemon Services of Hadoop are:

1. NameNode: The NameNode oversees the health of DataNode and coordi-

nates access to the data stored in the DataNode.

2. SecondaryNode: The NameNode which keeps all the filesystem metadata

in RAM has no capability to process the metadata on to the disk. So, if

NameNode crashes, we may lose everything in RAM and we don’t have the

backup of the metadata. Therefore, the SecondaryNode contacts the NameN-

ode in an hour and pulls the copy of metadata information out of NameNode.

It shuffles and merge this information into a clean file folder and sent to back

again to NameNode while keeping a copy for itself. In case of NameNode

failure, saved metadata can rebuild it easily.

3. Job Tracker: The Job Tracker coordinates the parallel processing of data

using MapReduce.

4. Data Nodes (Executor Nodes): The Data Nodes are the majority of the

machine in Hadoop cluster and are responsible to store the data and process

the computation.

5. Task Tracker: Task Tracker is the slave to the Job Tracker and resides

in the Data Node and performs the necessary computation given by the Job

Tracker and once the Task is completed respond back to the Job Tracker.

All the above services interact with each other.

On top of the file systems comes the MapReduce engine, which consists of one

JobTracker, to which client applications submit MapReduce jobs. The JobTracker

pushes work out to available TaskTracker nodes in the cluster, striving to keep the

work as close to the data as possible. With a rack-aware file system, the JobTracker

knows which node contains the data, and which other machines are nearby. If the

work cannot be hosted on the actual node where the data resides, priority is given
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Figure 3.11: Map Reduce Engine
[29]

to nodes in the same rack. This reduces network traffic on the main backbone

network. If a TaskTracker fails or times out, that part of the job is rescheduled.

The TaskTracker on each node spawns off a separate Java Virtual Machine process

to prevent the TaskTracker itself from failing if the running job crashes the JVM.

A heartbeat is sent from the TaskTracker to the JobTracker every few minutes to

check its status[29].

The status of the ongoing JobTracker and TaskTracker can be viewed in the

Spark WebUI during the job execution on the following link http://localhost:4040

which gives the status of the individual batch processing time when the job execution

is started and completion time and individual task launch and completion time[29].
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3.11 AWK & Netcat Utility

AWK is a pattern scanning language designed for text processing and typically

used as a data extraction and reporting tool. The name is the acronym of Aho,

Weinberger, and Kernighan who created it at Bell Labs in the 1970s. It is data-

driven scripting language and contains a set of actions taken against streams of

textual data. AWK is basically a one-line programming tool. In this thesis, we have

used AWK scripts to send data to a particular port by piping into the netcat utility.

Netcat utility can open TCP connections, send UDP packets, listen on arbitrary

TCP and UDP ports, do port scanning, and deal with both IPv4 and IPv6.

Using AWK and Netcat Utility we have sent the testing dataset to a particular

port which acts as a Spark streaming sender whereas on the other side of the Spark

Streaming program we have created a Spark streaming socket listener (receiver)

which listens to a particular port and captures the data.
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Chapter 4

Implementation and Evaluation

This chapter mainly focuses on the implementation and evaluation of the prototype

system that detects intrusions. To carry out our experimentation we have used the

dataset provided by UCI KDD Archive[14]. We have used this dataset to carry out

experiments. It is a labeled dataset containing 494021 instances of packet flows.

We have applied preprocessing techniques like removing duplicates, removing null

values and normalization of our data set with help of python. Once the data set was

preprocessed we created a KNN classifier with the help of the training instances and

the respective labels. We also analyzed the performance of our system by running

it in different number of clusters and we found out that as we increase the number

of clusters the time taken to predict attack decreases.

4.1 Implementation

The dataset which we got from UCI KDD is a labelled comma separated file. With

the help of Spark context, we converted the file into RDD (Resilient Distributed

Dataset) which is the datatype which resides in memory for computation. Spark

gives us the flexibility to convert RDD into data frames which helps us to perform

computation in efficient manner. Once all our dataset is converted into Spark data

frame it can be distributed across the worker nodes for computation.
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4.1.1 Data set description

The dataset which we used in our experiment to access K-NN classifier for Net-

work Intrusion Detection is KDDCup’99 dataset and it is developed by MIT at

Lincoln’s laboratory. This dataset is derived from the Defense Advanced Research

Project Agency (DARPA) packet traces which comprises of variety military network

territory simulated intrusions. The KDD dataset is also utilized in the Third In-

ternational competition that happened on Knowledge Discovery and Data Mining

Tools. The goal of this competition was to establish a network detector to find

“good” connections and “bad” connections[26].

The entire KDDCup’99 dataset (extract the kddcup.data.gz file [26]) consist of

4,898,431 records in which every record is of 41 features which are detailed in the

below table. We utilized only the 10% part (extract the kddcup.data 10 percent.gz

file[26]) of KDD dataset for the purpose of training and testing. The 10% KD-

DCup’99 data consist of 494,069 records (each containing 41 features) which are

categorized into 4 types of attack. The categories of attack and their distinct types

are presented in Table 4.3 below.
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No Features Description
1 duration Duration of the Connection
2 protocol type Connection protocol (e.g. TCP, UDP,

ICMP)
3 service Destination service
4 flag Status flag of the connection
5 source bytes Bytes sent from source to destination
6 destination bytes Bytes sent from destination to source
7 land 1 if successfully logged in; 0 otherwise
8 wrong fragment Number of wrong fragment
9 urgent Number of urgent packets
10 hot Number of “hot” indicator
11 failed logins Number of failed logins
12 Logged in 1 if successfully logged in; 0 otherwise
13 num compromised Number of “compromised” condition
14 root shell 1 if root shell is obtained; 0 otherwise
15 su attempted 1 if “su root” command attempted; 0 other-

wise
16 num root Number of “root” accesses
17 num file creations Number of file creation operations
18 num shells Number of shell prompts
19 num access file Number of operations on access control files
20 num outbound cmds Number of outbound commands in a ftp ses-

sion
21 is hot login 1 if login belongs to the “hot” list; 0 other-

wise
22 is guest login 1 if login is the “guest” login; 0 otherwise
23 count Number of connections to the same host as

the current connection in the past 2 seconds
24 srv count Number of connections to the same service

as the current connection in the past two sec-
onds

25 serror rate % of connections that have ”SYN” errors
26 srv serror rate % of connections that have ”SYN” errors
27 rerror rate % of connections that have ”REJ” errors
28 srv rerror rate % of connections that have ”REJ” errors
29 same srv rate % of connections to the same service
30 diff srv rate % of connections to different services
31 srv diff host rate % of connections to different hosts
32 dst host count Count of connections have the same destina-

tion host
33 dst host srv count Count of connections have the same destina-

tion host and using the same service
34 dst host same srv rate % of connections having the same destination

host and using the same service
35 dst host diff srv rate % of different service on the current host

Table 4.1: Features list and Description of KDDCup’99 Dataset
[26]
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No Features Description
36 dst host same src port rate % of connections to the current host having

the same src port
37 dst host srv diff host rate % of connections to the same service coming

from different host
38 dst host serror rate % of connections to the current host that

have an S0 error
39 dst host srv serror rate % of connections to the current host and

specified service that have an S0 error
40 dst host rerror rate % of connections to the current host that

have an RST error
41 dst host srv rerror rate % of connections to the current host and

specified service that have an RST error

Table 4.2: Features list and Description of KDDCup’99 Dataset
[26]

Table 4.3: Attack Classification & data types

[Normal]

Attack Types Class

Normal Normal
apache2

Back
land

mailbomb
neptune

pod
processtable

smurf
teardrop
udpstorm

[U2R]

Attack Types Class

buffer overflow U2R
loadmodule

perl
ps

rootkit
sqlattack

xterm

[Probe]

Attack Types Class

ipsweep Probe
mscan

portsweep
saint
satan
nmap

[R2L]

Attack Types Class

ftp write R2L
guess passwd

sendmail
imap

multihop
named

phf
snmpgetattack

snmpguess
warezmaster

worm
xlock

httptunnel
xsnoop

wazerclient
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score Features score Features
0.9630 service 0.5531 logged in
0.9452 same srv rate 0.4068 dst host count
0.9119 count 0.3708 dst host srv diff host rate
0.8747 flag 0.2134 srv count
0.8498 dst host diff srv rate 0.1999 srv diff host rate
0.8226 dst host same srv rate 0.1546 dst host rerror rate
0.7932 dst host srv count 0.1489 protocol type
0.6735 dst host serror rate 0.1338 dst host srv rerror rate
0.6554 serror rate 0.0959 rerror rate
0.6302 dst host srv serror rate 0.0783 hot
0.6158 srv serror rate 0.0704 wrong fragment
0.6158 num access files

Table 4.4: Feature Score of Top 25 Attributes

4.2 Evaluation

In the KDD’99 dataset we have applied Minimum Redundancy Relevance Feature

selection algorithm to calculate which features give us more information about our

datasets. After application of the above algorithm we found that the following

columns give us the more information about our dataset as shown in Table 4.4. We

used the above 25 columns to train our KNN classifier.

From the Figure 4.1, we can say that k = 3 gives us a better accuracy. Since, Knn

assumes that the data is in feature space more exactly the data points are in a metric

space. Each training data consists of set of vectors and class label associated with

each vector. The number ‘k’ in the classifier decides how many neighbors influences

the classification[36].

Let us take case where k = 1 which is the simplest scenario[36].

Let x be the point to be labeled. Find the point closest to x. Let it be y. Now

nearest neighbor rule asks to assign the label of y to x. This seems too simplistic

and sometimes even counter intuitive. This reasoning holds only when the number

of data points is not very large.

If the number of data points is very large, then there is a very high chance that

label of x and y are same. An example might help – Let’s say you have a (potentially)

biased coin. If one tosses it for 1 million times and one got head 900,000 times, most
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(a) k-NN Precision (b) Decision Tree Precision

(c) k-NN Recall (d) Decision Tree Recall

(e) k-NN F1 Score (f) Decision Tree F1 Score

Figure 4.1: Evaluation Metrics of Classifier
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likely the next call will be head. We can use a similar argument here.

Let us take another case where k=2

This is a straightforward extension of 1NN. Basically, what we do is that we

try to find the k nearest neighbor and do a majority voting. Typically, k is odd

when the number of classes is 2. Let’s say k = 5 and there are 3 instances of C1

and 2 instances of C2. In this case, KNN says that new point must labeled as C1

as it forms the majority. We follow a similar argument when there are multiple

classes[36].

From the above three figures, we can conclude that feature selection is one of

the critical and frequently used techniques in data preprocessing. It can reduce the

number of features, remove irrelevant features and bring the immediate effects for

intrusion detection. The performance of our algorithm can deteriorate if we select

the wrong features while training our classifier[36].

The selected 25 features and the experimental results are listed in the figures

shows that the performance of our method is good on original KDD. Experiment re-

sults also shows that k=3 gives us the accuracy of 97% which can be more effectively

in detecting intrusions with low false positive.

4.3 Spark WebUI

Spark Web UI helps us to view the performance and behaviour of our Spark appli-

cations. The behaviour of our spark application can seen in the Spark web UI at

http://:4040.

Here is a screen shot of the web UI after running the word count job. Under

the ”Jobs” tab, you see a list of jobs that have been scheduled or run, which in this

example is the word count collect job. The Jobs table displays job, stage, and task

progress[25].

Under the Stages tab, you can see the details for stages. Below is the stages page

for the word count job, Stage 0 is named after the last RDD in the stage pipeline,

and Stage 1 is named after the action in Figure 4.3.
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Figure 4.2: Spark Jobs
[25]

Figure 4.3: Spark Stages
[25]

In Figure 4.4 We can view RDDs in the Storage tab.

In the Executors tab, we can see processing and storage for each executor. We

can look at the thread call stack by clicking on the thread dump link[25].

In Spark streaming application, user is much interested in the rate at which data

is being received and the processing time of each batch. The streaming tab in the

UI makes it easy to see the current metrics as well as the trends over that past 1000

batches[35].

The first line (marked as [A]) shows the current status of the streaming applica-

tion – in this example, the application has been running for almost 40 minutes at a

1-second batch interval. The timeline of Input Rate (marked as [B]) shows that the

streaming app has been receiving data at a rate of about 49 events/second across
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Figure 4.4: Spark RDD
[25]

Figure 4.5: Spark Executors
[25]

all its sources[35].

Further down in the page (marked as [D] in figure 4.6), the timeline for Processing

Time shows that these batches have been processed within 20 ms on average. Having

a shorter processing time comparing to the batch interval (1s in this example) means

that the Scheduling Delay (defined as the time a batch waits for previous batches

to complete, and marked as [E] in figure 4.6) is mostly zero because the batches are

processed as fast as they are created[35].

4.4 Spark Benchmarking

We have calculated the Program Execution Time by collecting the JSON logs and by

changing the number of nodes in the cluster. Below are the details of the execution

times and we found that the if we increase the number of nodes in the cluster, as

expected the program execution time decreases.
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Figure 4.6: Spark Streaming
[35]

Figure 4.7: Average execution time in seconds with varying number of computing
nodes

From the above figure 4.7 we can say that, as we increases the number of worker

nodes in the spark environment the time taken to process our dataset decreases

gradually. In our experiment, we have changed the number of nodes from 4, 5, 6,7

and 8 and we can observe that as we increase the number of worker/executor node,

the average execution time decreases.

From the experimental results, we can clearly say that implementing a classifier

with all the features with highest information gain can help us to create a classi-

fier with highest accuracy. For k-nn classifier selecting the appropriate value of k
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results with highest accuracy. We have also observed that in Spark environment

detecting intrusion using the MapReduce Paradigm is much faster as compared to

the traditional method.

4.5 Spark JSON log results

When a job is submitted by spark using a spark-submit command to the driver

node, the driver node splits the jobs to individual stages and distributes it’s across

all the executor nodes for the parallel execution. When a stage is received by an

executor node, it tries to divide the stages into individual tasks for computations.

In our spark benchmarking evaluation, we calculated the performance of indi-

vidual batch on various number of nodes.

Figure 4.8: Processing time for a batch

In our implementation, it took around 20 seconds to execute a batch. As we

increase the number of nodes the processing time for the individual batch decreases

gradually.

When the spark streaming receives more batch in specific interval, it queues

the additional batches.The time taken to execute the queued batches is called the

Elapsed time. In the similar way, we calculated the elapsed time by varying the

number of nodes in our environment as shown in the figure 4.9.
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Figure 4.9: Elapsed Time for a batch

We also calculated the throughput of our systems which means number of batched

processed per min which tells us about the scalability of our system which is shown

in the below figure 4.10.

Figure 4.10: Throughput

As we increase the number of nodes in our spark environment, the number of

batch processed per minute increases gradually.
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Chapter 5

Conclusion & Future Works

5.1 Conclusions

The goal of an Intrusion Detection System is to detect attacks before they result

in any damage to the organization. However, traditional IDSs are unable to handle

large amount of traffic originating in short span of time. To handle the above

problem, we have used a flow based IDS approach and combined it with Apache

Spark ecosystem which provides parallelism through clustering to detect intrusions

in a short time period.

In this research, we addressed the problem of handling large amounts of data by

using a cluster environment which distributes the work across the clusters. We have

also created the KNN classifier using Apache Spark and calculated the Euclidean

distances from the test dataset with all the training data. Testing was performed

using a test dataset to identify attacks by predicting the label of the test dataset

using Spark Streaming.

We evaluated our system by varying the number of clusters and calculated the

time taken for our system to predict attacks. Overall, we observed that as we

increase the number of clusters in our environment, the time taken to predict attack

decreases. We also evaluated the KNN classifier by changing the nearest neighbor

value K in the KNN algorithm and we observed that in general, the error increases

as we add more neighbors.
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Spark Streaming in Apache spark helped us to stream the real time data in

network. Internally the system creates batches and distributes the batches across

the cluster for faster execution. We also evaluated the Spark Streaming by capturing

its log in the json file and calculated the processing time of individual jobs. When

a job is created in the Spark Driver node it is assigned an executor node to execute

job in the executor memory. Processing time is the time taken to process all the

jobs.

5.2 Future Works

In this research, we used the KNN classifier to predict whether a packet is an attack

or normal. We plan to use other efficient classifiers such as Logistics Regression,

Support Vector Machine and J48 algorithms for the classification of packets. In the

future, we plan to implement the system with the above different classifiers, calculate

its efficiency and perform a comparison based on the results. We can perform tuning

to the classifier with the highest efficiency for prediction of attacks.

In the current implementation we used Spark Streaming framework and the

Socket Stream to stream the data in the network, whereas in the future we plan to

use different Streaming frameworks, such as Kafka and Storm which are compatible

with Apache Spark for real-time streaming of data and perform a comparison.
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