©2021 American Physical Society
Citation: Marcus V. S. Bonança, Pierre Nazé and Sebastian Deffner, Negative entropy production rates in Drude-Sommerfeld metals; Physical Review E, 103, 012109, 11 January, 2021;
https://doi.org/10.1103/PhysRevE.103.012109

Access to this work was provided by the University of Maryland, Baltimore County (UMBC) ScholarWorks@UMBC digital repository on the Maryland Shared Open Access (MD-SOAR) platform.

## Please provide feedback

Please support the ScholarWorks@UMBC repository by emailing scholarworks-
group@umbc.edu and telling us what having access to this work means to you and why it's important to you. Thank you.

# Negative entropy production rates in Drude-Sommerfeld metals 

Marcus V. S. Bonança©, ${ }^{1,{ }^{*}}$ Pierre Nazé $\odot,^{1, \dagger}$ and Sebastian Deffner $\oplus^{2,1, \#}$<br>${ }^{1}$ Instituto de Física "Gleb Wataghin", Universidade Estadual de Campinas, 13083-859 Campinas, São Paulo, Brazil<br>${ }^{2}$ Department of Physics, University of Maryland, Baltimore County, Baltimore, Maryland 21250, USA

(Received 6 October 2020; accepted 17 December 2020; published 11 January 2021)


#### Abstract

It is commonly accepted that in typical situations the rate of entropy production is non-negative. We show that this assertion is not entirely correct, not even in the linear regime, if a time-dependent, external perturbation is not compensated by a rapid enough decay of the response function. This is demonstrated for three variants of the Drude model to describe electrical conduction in noble metals, namely the classical free electron gas, the Drude-Sommerfeld model, and the extended Drude-Sommerfeld model. The analysis is concluded with a discussion of potential experimental verifications and ramifications of negative entropy production rates.
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## I. INTRODUCTION

Most systems in the observable universe exhibit a tendency to evolve towards a state of equilibrium. Phenomenologically, this universal behavior is described by the non-negativity of the entropy production [1]. More specifically, the thermodynamic entropy is defined such that (i) it is maximal in equilibrium [1], and that (ii) all real, nonequilibrium processes are accompanied by the production of additional irreversible entropy [2]. In irreversible thermodynamics it is then often taken for granted that also the rate of entropy production has to be a non-negative function [2,3], even to the extent that negative rates would have cosmological implications [4].

Over the last couple of decades, the non-negativity of the entropy production rate has then become somewhat synonymous to a statement of the second law of thermodynamics [5-13]. However, in its original treatment [2] it is clear that the non-negativity is a direct consequence of the assumption of local equilibrium and, in particular, the rapid decay of the system's response to external perturbations. Thus, if either the rate of driving becomes comparable to the inverse of the local relaxation time, or if the interaction between system and environment conspires to give rise to more intricate time-dependent response functions, finding negative entropy production rates is not that uncommon [14-22].

Thus, the natural question arises, whether there are any experimentally relevant scenarios in which negative entropy production rates are prevalent and persist in the linear regime, i.e., close to equilibrium. Remarkably, only very few studies have analyzed this scenario. To the very best of our knowledge, this question has only been analyzed and demonstrated by Williams et al. [23]. In Ref. [23] they showed that in viscoelastic fluids sheared by oscillatory forces, the entropy production rate has marked negative periods, while the average entropy production remains positive. In viscoelastic media

[^0]the relaxation times are rather long, while at the same time the viscosity is high. Therefore, these negative rates are not a consequence of driving far from equilibrium, but rather an inherent property of the medium even in the regime of time-dependent linear response $[24,25]$.

While viscoelastic fluids under oscillatory shears are interesting, they may not be the most common physical system. Therefore, the present work is dedicated to the analysis of the entropy production rate in a much more mundane situation, namely noble metals under AC driving. To this end, we analyze the entropy production rates in three different scenarios starting with the classical Drude model $[26,27]$, continuing to the Drude-Sommerfeld model [28], and finishing with the extended Drude-Sommerfeld model [29-31]. The extended Drude-Sommerfeld model is a sophisticated generalization of the classical free electron gas, which describes experimental findings to very high accuracy [32-34].

Specifically, we compute the entropy production rate with a standard tool of condensed matter theory, namely by means of time-dependent linear response theory [25,35-39]. We find that for all three cases, ranging from the simplest classical treatment to the sophisticated quantum model, negative periods of the entropy production rate are prevalent, while the entropy production itself remains strictly positive. In particular, we argue that these negative rates are a direct consequence of Ohm's law and thus fully consistent with phenomenological, irreversible thermodynamics. The analysis is concluded with a discussion of experimental consequences that could be observed in measurements of the conductivity in noble metals, such as silver [33] and gold [32].

## II. IRREVERSIBLE THERMODYNAMICS OF ELECTRICAL CONDUCTION

In condensed matter theory [37-39], in particular in the description of electrical conduction of simple metals, it has been established that tools from linear, irreversible thermodynamics are apt and convenient. Thus, the main object of the present analysis is the entropy production rate, $\dot{\Sigma}$, written as a bilinear form, $\dot{\Sigma}=\sum_{i} \mathcal{F}_{i}(t) \mathcal{J}_{i}(t)$, of forces $\mathcal{F}_{i}$ and flows or
currents $\mathcal{J}_{i}[3,4]$. The currents are given by the most general linear expression and we write $[24,40]$

$$
\begin{equation*}
\dot{\Sigma}=\sum_{i, j} \mathcal{F}_{i}(t) \int_{-\infty}^{t} d t^{\prime} \Phi_{i j}\left(t-t^{\prime}\right) \mathcal{F}_{j}\left(t^{\prime}\right) \tag{1}
\end{equation*}
$$

where $\Phi_{i j}(t)$ denotes the response function. Note that for slowly varying forces the time-averaged response function becomes identical to the Onsager transport matrix [1,24,41]. This is the "usual case," in which also the average entropy production rate remains strictly positive [42-44]. In the following, we will focus on the more general case of timedependent response functions, $\Phi_{i j}(t)$, and we will see that $\dot{\Sigma}$ can, indeed, take negative values if the temporal variation of the forces $\mathcal{F}_{i}(t)$ cannot be compensated quickly enough by the decay of $\Phi_{i j}(t)$.

Equation (1) is not only at the core of the description of material properties [37], but has recently also attracted significant interest in the study of thermodynamic control [45-53]. In this context it has been argued that the sign of $\Sigma$ is rooted in whether or not the response function gives rise to a Riemannian metric [53].

In the present analysis, we focus on a physical scenario of immediate practical relevance, namely the entropy production in noble metals under AC electrical driving. To this end, we now proceed to compute the response function $\Phi(t)$ for three variants of the Drude model and determine the resulting entropy production rate. We start with the simplest case, and build up to more sophisticated scenarios. Despite its shortcomings and simplicity [37], the Drude model does describe the properties of real metals such as gold, copper, and silver $[32,33]$ at room temperatures and low photon energies reasonably well.

## A. Classical Drude model

In its original formulation [27,27], the Drude model describes a free electron gas of $N$ noninteracting and independent charge carriers. Nevertheless, it is assumed that these particles have a finite mean free path, which can be translated into a relaxation time. This quantity can be phenomenologically introduced, expressing the collision term of the Boltzmann equation as [37]

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)_{\mathrm{coll}}=-\frac{\delta f}{\tau_{R}} \tag{2}
\end{equation*}
$$

where $f, \delta f=f-f_{0}$, and $\tau_{R}$ denote the nonequilibrium distribution, the deviation from the initial equilibrium distribution $f_{0}$, and the relaxation time $\tau_{R}$, respectively.

The relation between current, $\hat{\mathcal{J}}(\omega)$, and electric field, $\hat{E}(\omega)$, in the frequency domain is given by Ohm's law [37],

$$
\begin{equation*}
\hat{\mathcal{J}}(\omega)=\sigma_{\mathrm{cl}}(\omega) \hat{E}(\omega) \tag{3}
\end{equation*}
$$

where the conductivity $\sigma_{\mathrm{cl}}(\omega)$ reads

$$
\begin{equation*}
\sigma_{\mathrm{cl}}(\omega)=\frac{\sigma_{\mathrm{cl}}(0)}{1-i \omega \tau_{R}} \tag{4}
\end{equation*}
$$

with $\sigma_{\mathrm{cl}}(0)=N q^{2} \tau_{R} / m$. Hence, Eq. (4) reduces to the classical DC conductivity in the zero-frequency limit.

Computing the inverse Fourier transform of Eq. (3), we obtain

$$
\begin{equation*}
\mathcal{J}(t)=\int_{-\infty}^{t} d t^{\prime} \Phi\left(t-t^{\prime}\right) E\left(t^{\prime}\right) \tag{5}
\end{equation*}
$$

where the response function $\Phi(t)$ is given by [24]

$$
\begin{equation*}
\Phi_{\mathrm{cl}}(t)=\Theta(t) \frac{\sigma_{\mathrm{cl}}(0)}{\tau_{R}} \exp \left(-|t| / \tau_{R}\right) \tag{6}
\end{equation*}
$$

with $\Theta(t)$ denoting the Heaviside step function.
Comparing the response function $\Phi(t)$ in Eq. (6) with the analysis of sheared viscoelastic fluids [23], we immediately conclude that the entropy production rate (1) can indeed exhibit negative values for oscillating electric fields. We emphasize again that our approach is purely phenomenological, as required by irreversible thermodynamics. Hence, the occurrence of these negative entropy production rates are fully consistent with the second law. Furthermore, a free electron gas can be understood as a charged ideal gas, for which also negative rates have been reported [15].

## B. Drude-Sommerfeld model

The classical Drude model is only a poor conceptual description of electrical conduction in real metals. Thus, we need to address the question of whether these negative rates persist in more sophisticated models. The Drude-Sommerfeld model is a quantum generalization of the classical free electron gas. In this model the classical, thermal distribution is upgraded to the Fermi-Dirac statistics [28]. Nevertheless, the expression for the conductivity (4) remains formally the same. The quantum effects are encoded in modified values of $N, \tau_{R}$, and $m$. The number of charge carriers $N$ is given by the number of available electrons near the Fermi surface, $\tau_{R}$ changes differently with temperature, and $m$ is the effective (band) mass [54].

Hence, the entropy production rate (1) becomes

$$
\begin{equation*}
\dot{\Sigma}=\frac{\sigma_{0}}{\tau_{R}} \frac{E(t)}{T} \int_{0}^{t} d t^{\prime} \exp \left(-\left|t-t^{\prime}\right| / \tau_{R}\right) E\left(t^{\prime}\right) \tag{7}
\end{equation*}
$$

where $\sigma_{0}$ is the zero-frequency conductivity of the DrudeSommerfeld model [34,37], $T$ is the temperature, and we assume $E(t) \neq 0$ for $t>0$ only.

Now further assuming the simplest parametrization for the electric field, $E(t)=E_{0} \sin \left(\omega_{0} t\right)$, and employing Eq. (7), the entropy production rate (1) becomes

$$
\begin{align*}
\dot{\Sigma}= & \frac{\sigma_{0}\left(E_{0}^{2} / T\right) \sin \left(\omega_{0} t\right)}{1+\left(\omega_{0} \tau_{R}\right)^{2}}\left[\omega_{0} \tau_{R} \exp \left(-t / \tau_{R}\right)\right. \\
& \left.-\omega_{0} \tau_{R} \cos \left(\omega_{0} t\right)+\sin \left(\omega_{0} t\right)\right] \tag{8}
\end{align*}
$$

Figure 1 provides a numerical illustration of this expression for $\dot{\Sigma}$. Obviously, Eq. (8) can take marked negative values. Moreover, negative rates persist even when $\tau_{0}=2 \pi / \omega_{0}$ is orders of magnitude larger than $\tau_{R}$, which shows that this phenomenon is not restricted to microscopic time scales. For large periods of oscillation and $\omega_{0} \tau_{R} \rightarrow 0, \dot{\Sigma}$ (8) asymptotically becomes

$$
\begin{equation*}
\dot{\Sigma} \simeq \frac{\sigma_{0} E_{0}^{2}}{T} \sin \left(\omega_{0} t\right)\left[-\omega_{0} \tau_{R} \cos \left(\omega_{0} t\right)+\sin \left(\omega_{0} t\right)\right] \tag{9}
\end{equation*}
$$



FIG. 1. Entropy production rates given by Eq. (8) for the following values of the ratio $\tau_{0} / \tau_{R}$ : (a) 1 , (b) 5 , (c) 20 , and (d) $10^{2}$. We defined $\dot{\Sigma}_{0}=\sigma_{0} E_{0}^{2} / T$.
which shows that there is always a small vicinity of $\omega_{0} t=n \pi$, $n=1,2,3, \ldots$, with $\dot{\Sigma}<0$ as long as $\omega_{0} \tau_{R} \neq 0$.

The emergence of negative values of $\dot{\Sigma}$ can also be understood qualitatively. In Eq. (7) we observe that $\dot{\Sigma}$ is given by the product of a time-dependent electric field and a convolution between the same field (evaluated at a previous time) and the response function. This convolution describes a delay between the response of the system and the external driving. Thus, if the function $E(t)$ is nonmonotonic and acquires negative values, this delay leads to negative values of $\dot{\Sigma}$.

Now, the natural question arises whether the entropy production, $\Sigma=\int_{0}^{t} d t^{\prime} \dot{\Sigma}$, itself remains positive at all times. To this end, we write

$$
\begin{equation*}
\Sigma=\frac{1}{2 T} \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime} E\left(t^{\prime}\right) \phi\left(t^{\prime}-t^{\prime \prime}\right) E\left(t^{\prime \prime}\right) \tag{10}
\end{equation*}
$$

which follows from simple manipulations of the integral and using $\phi(-t)=\phi(t)$ (see Appendix A). For such quadratic forms it was recently shown [21] that the entropy production is non-negative iff the Fourier transform of the response function, $\hat{\phi}(\omega)=\int d t \exp (i \omega t) \phi(t)$, is a non-negative function (see Appendix B).

For the Drude-Sommerfeld model we obtain

$$
\begin{equation*}
\hat{\phi}(\omega)=\frac{2 \sigma_{0}}{1+\left(\omega \tau_{R}\right)^{2}}, \tag{11}
\end{equation*}
$$

which is clearly positive. Thus, also the entropy production $\Sigma$ is a non-negative, albeit nonmonotonic function of time. In Fig. 2 we depict $\Sigma$ for the entropy production rate (8) for a range of parameters. The plot clearly demonstrates the theoretical prediction. Curiously, comparing with Ref. [23] we also observe the stark thermodynamic similarity of the Drude-Sommerfeld model and viscoelastic fluids.

In the Appendix $C$ we further show that the time-averaged entropy production rate is proportional to the Fourier transform $\hat{\phi}(\omega)$ of the response function. Thus, the non-negativity of $\hat{\phi}(\omega)$ might be understood simply as the standard statement of the fluctuation-dissipation theorem. However, we have also demonstrated that $\hat{\phi}(\omega) \geqslant 0$ is not equivalent to the positivity of $\dot{\Sigma}$. In other words, the second law of thermodynamics is not synonymous to non-negative entropy production rates.

Figure 1 also shows that negative rates become more salient as the frequency of the oscillatory field approaches $1 / \tau_{R}$. However, it is known that the Drude-Sommerfeld model starts to deviate from experimental results for high frequencies [32,33]. Therefore, we continue the analysis with an extended model that accounts for more intricate quantum effects.


FIG. 2. Entropy production (10) as a function of time for the Drude-Sommerfeld model under AC driving in units of $\Sigma_{0} \equiv$ $\sigma_{0} E_{0}^{2} \tau_{R} / T$.

## III. EXTENDED DRUDE-SOMMERFELD MODEL

The extended Drude-Sommerfeld model is a phenomenological generalization accounting for the frequency dependence of the dielectric constant $\epsilon(\omega)$ [29,31]. Specifically, the electrical conductivity is written as

$$
\begin{equation*}
\sigma(\omega)=\frac{\epsilon_{0} \omega_{p}^{2}}{G(\omega)-i \omega} \tag{12}
\end{equation*}
$$

where $\epsilon_{0}$ is the vacuum electrical permittivity and $\omega_{p}$ is the plasma frequency with $\omega_{p}^{2}=N q^{2} / \epsilon_{0} m$.

Comparing Eq. (4) with Eq. (12) we notice that the function $G(\omega)$ phenomenologically encodes the quantum many-body properties, and it is determined such that $\sigma(\omega)$ agrees with the Kramers-Kronig relations (see Appendix D). Note that in the "standard" Drude-Sommerfeld model we simply have $G(\omega)=1 / \tau_{R}^{0}$, where $\tau_{R}^{0}$ now denotes the relaxation time at $\omega=0$. More generally, $G(\omega)$ is given by

$$
\begin{equation*}
G(\omega)=\int_{0}^{\infty} d t \exp (i \omega t) g(t) \tag{13}
\end{equation*}
$$

with $g(t)$ real and $g(t)=0$ for $t<0$, which again is an expression of causality. It can be shown that $g(t)$ generalizes the collision term (2) of the Boltzmann equation to a convolution, which becomes local in time (i.e., memoryless) in the relaxation-time approximation [29].

Equation (12) implies that the relaxation time becomes a function of frequency $\tau_{R}(\omega)$, and we have

$$
\begin{equation*}
\frac{1}{\tau_{R}(\omega)}=\frac{\omega \sigma_{1}(\omega)}{\sigma_{2}(\omega)}=\frac{G_{1}(\omega)}{1-G_{2}(\omega) / \omega} \tag{14}
\end{equation*}
$$

where the subscripts 1 and 2 denote real and imaginary parts, respectively. For noble metals, the electron-phonon interaction is fully covered by the relaxation time approximation, and the electron-electron interaction at the level of Fermi-liquid theory yields in leading order $[30,34]$

$$
\begin{equation*}
\frac{1}{\tau_{R}(\omega)} \approx \frac{1}{\tau_{R}^{0}}+b \omega^{2} \tag{15}
\end{equation*}
$$

where both $\tau_{R}^{0}$ and $b$ are functions of temperature.


FIG. 3. Response function for the extended Drude-Sommerfeld model resulting from the phenomenological ansatz (16) and parameters $A=10^{-2}, a \tau_{c}=10$, and $\tau_{c}=3 \times 10^{-15} \mathrm{~s}$ (see Appendix D).

To appropriately describe experimental findings, $G(\omega)$ must fulfill that (i) the order of magnitude of $\tau_{R}^{0}$ at room temperature is $O\left(10^{-14}\right) \mathrm{s}$, and (ii) the relaxation time $\tau_{R}(\omega)$ has to match the experimentally measured behavior (15), with $b / \tau_{R}^{0}$ of the order of $O\left(10^{-3}\right)$ [33]. Given these conditions, we make a phenomenological ansatz with three free parameters, $A, a$, and $\tau_{c}$,

$$
\begin{align*}
g(t)= & \Theta(t) A\left[\frac{1+\left(a \tau_{c}\right)^{2}}{2 \tau_{c}}\right]^{2} \exp \left(-t / \tau_{c}\right) \\
& \times\left[\cos (a t)+\sin (a t) / a \tau_{c}\right] \tag{16}
\end{align*}
$$

where $\Theta(t)$ is again the Heaviside step function. In Appendix D we compare our phenomenological description with the experimental findings in gold [32] and silver [33]. We find good agreement for conductivity in the ranges 0.1 to $\sim 4 \mathrm{eV}$ of photon energies.

Using the phenomenological ansatz (16) we determine the conductivity $\sigma(\omega)$ (12), and eventually the response function. The resulting expression is depicted in Fig. 3 for experimentally relevant parameters. We observe that $\phi(t)$ is given by a sum of a simple exponential decay and another exponential decay (with a slightly faster rate) that multiplies an oscillatory function (see Appendix D for details).

In Fig. 4 we plot the entropy production rate for the DrudeSommerfeld model (8) together with the rate resulting for the extended Drude-Sommerfeld model. Parameters are chosen to be experimentally relevant and for a photon energy of 0.5 eV . We observe that (i) the Drude-Sommerfeld model and the extended Drude-Sommerfeld model result in barely distinguishable rates, (ii) the entropy production rate has marked negative periods, and (iii) after an initial transient the driven system relaxes into a periodic stationary state.

In conclusion, we have demonstrated that the entropy production rate in metals under AC driving can take negative values. This observation is not an artifact of the overly simplistic Drude and Drude-Sommerfeld models, but is also exhibited by the extended Drude-Sommerfeld model that describes experimental data to high accuracy $[32,33]$.


FIG. 4. Entropy production rates, $\dot{\Sigma}$, in units of $\dot{\Sigma}_{0}=\sigma_{0} E_{0}^{2} / T$ for photon energy of 0.5 eV for the Drude-Sommerfeld model (8) (green solid line) and the extended Drude-Sommerfeld model (black dotted line). Parameters are $A=10^{-2}, a \tau_{c}=10$, and $\tau_{c}=$ $3 \times 10^{-15} \mathrm{~s}$ (see Appendix D).

## IV. EXPERIMENTAL VERIFICATION AND GENERALIZATIONS

As alluded to above, the occurrence of negative values of the entropy production rate is governed by the competition of the rate of relaxation time and the rate of driving. Typically, $1 / \tau_{R}^{0}$ varies from $10^{9}$ to $10^{14} \mathrm{~Hz}$ depending on the temperature and the impurity concentration [32,33]. These rates are well within experimentally accessible driving. From a more practical point of view, negative entropy production rates are intimately related to negative heating rates [23]. Thus, our results suggest that metals under AC driving exhibit an intrinsic cooling mechanism, which may be exploited by clever design in electronics. However, to develop such applications these negative rates might have to be directly measured. This may become possible if one measures the temporally resolved, local temperature. However, nanothermometry still poses significant challenges with many open questions [55-58]

In the present case, the entropy production rate has the form of current times electric field. From the theory of electrodynamics it follows that this is exactly minus the power transferred from the electromagnetic radiation to the charges in the conductor. Thus, we have just described a situation in which the energy delivered by radiation is irreversibly absorbed by a thermally isolated system consisting of a collection of electrons plus its heat bath of phonons. However, we know from everyday life experience that metals reflect part of the visible light that we shine on them. This seems to be the experimental evidence that entropy production rates can become negative since they are a measure of absorbed power.

Additionally, the physical mechanism leading to negative entropy production rates is not restricted to free electron gases. For instance, similar behavior of the response function can also be found in the Hubbard model [59], which suggests that analogous studies and/or experiments could be performed in more complicated materials. In addition, conductivity measurements of ultracold atoms in optical lattices have already been performed and might constitute an alternative setup to bulk metals [60].

Finally, experiments on levitated nanoparticles have been reported that also exhibit potentially negative entropy pro-
duction rates [61]. However, similarly to sheared viscoelastic fluids [23], levitated nanoparticles [61] are somewhat less commonplace than electrical conduction.

## V. CONCLUDING REMARKS

In the present work, we have demonstrated that in the rather mundane situation of electric conduction under AC driving the entropy production rate assumes negative values. This is not a peculiarity of a system driven far from equilibrium, but rather a consequence of a competition of time scales in the linear regime. We have found the same behavior for three variants of the Drude model, ranging from the classical free electron gas to a phenomenological extension accounting for all underlying quantum many-body effects. Finally, we emphasize that the positivity of the entropy production rate is not synonymous to the second law of thermodynamics in general, and that negative values are not necessarily prohibited, not even in the linear-response regime.
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## APPENDIX A: CONDUCTIVITY AND GREEN-KUBO FORMULA

We briefly show here how to express the conductivity in terms of Green-Kubo formula. We start with the Hamiltonian

$$
\begin{equation*}
H(t)=H_{0}-q \sum_{k=1}^{N} \mathbf{r}_{k} \cdot \mathbf{E}(t) \tag{A1}
\end{equation*}
$$

where $H_{0}$ is the bare Hamiltonian of the electron gas plus its heat bath, and $\mathbf{E}(t)$ is the time-dependent electric field. Moreover, $q$ is the charge and $\mathbf{r}_{k}$ denotes the position of the $k$ th electron. We further assume that the material is isotropic and homogeneous, and only the magnitude of $\mathbf{E}(t)$ changes while its direction remains constant. In the simplest case, we have $\mathbf{E}(t)=\mathbf{E}_{0} \sin \left(\omega_{0} t\right)$, but the following analysis remains true for more complicated driving.

The standard approach $[24,37,38]$ then allows to compute the electrical current, $\mathcal{J}(t)$, in terms of the response function. We have

$$
\begin{equation*}
\mathcal{J}(t)=\int_{-\infty}^{t} d t^{\prime} \Phi\left(t-t^{\prime}\right) E\left(t^{\prime}\right) \tag{A2}
\end{equation*}
$$

where we dropped the vector notation, since the direction of the electric field is constant. The response function at inverse temperature $\beta$ is determined by [24],

$$
\begin{equation*}
\Phi(t)=\Theta(t) \int_{0}^{\beta} d \lambda\langle J(-i \hbar \lambda) J(t)\rangle=\Theta(t) \phi(t) \tag{A3}
\end{equation*}
$$

and where we included the Heaviside step function $\Theta(t)$ to preserve causality. Moreover, $J(t)$ is the total electric flux
operator in the interaction picture,

$$
\begin{equation*}
J(t)=\exp \left(i H_{0} t / \hbar\right)\left(q \sum_{k} \dot{u}_{k}\right) \exp \left(-i H_{0} t / \hbar\right), \tag{A4}
\end{equation*}
$$

where the $\dot{u}_{k}$ are the time derivatives of the projection of $\mathbf{r}_{k}$ in the direction of $\mathbf{E}(t)$. Finally, the flux correlation function in Eq. (A3) reads

$$
\begin{equation*}
\langle J(-i \hbar \lambda) J(t)\rangle=\frac{\operatorname{tr}\left\{\exp \left(-\beta H_{0}\right) J(-i \hbar \lambda) J(t)\right\}}{\operatorname{tr}\left\{\exp \left(-\beta H_{0}\right)\right\}} \tag{A5}
\end{equation*}
$$

which is a thermal average with respect to the bare Hamiltonian $H_{0}$. Hamiltonian dynamics demands that the response function in Eq. (A3) fulfills $\phi(-t)=\phi(t)$ (see Ref. [24]), and is thus thermodynamically consistent [21].

## APPENDIX B: NON-NEGATIVITY OF ENTROPY PRODUCTION

A question that naturally arises from our results is whether the entropy production $\Sigma$ obtained from the time integral of $\dot{\Sigma}$ is always non-negative. Mathematically, this issue can be addressed along the same lines of what was done in Ref. [21]. First, we rewrite the time integral appropriately as

$$
\begin{equation*}
\Sigma=\frac{1}{2 T} \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime} E\left(t^{\prime}\right) \phi\left(t^{\prime}-t^{\prime \prime}\right) E\left(t^{\prime \prime}\right) \tag{B1}
\end{equation*}
$$

where the property $\phi(-t)=\phi(t)$ was used (see Appendix A). Afterwards, the following theorem applies.

Theorem 1. The entropy production $\Sigma$ given by Eq. (B1) is non-negative if, and only if, the Fourier transform $\hat{\phi}(\omega)$ of $\phi(t)$ is a non-negative function, i.e.,

$$
\begin{equation*}
\hat{\phi}(\omega)=\int_{-\infty}^{\infty} d t \exp (i \omega t) \phi(t) \geqslant 0 \tag{B2}
\end{equation*}
$$

We will restrict ourselves to prove the first implication of Theorem 1. The second one can be seen in detail in Ref. [62] under the name Bochner's theorem. We start using the fact that $\hat{\phi}(\omega)$, as defined in Eq. (B2), is real since $\phi(-t)=\phi(t)$ (see Appendix A). Hence, if $\hat{\phi}(\omega)$ is non-negative, we can write Eq. (B1) as follows:

$$
\begin{align*}
\Sigma= & \frac{1}{4 \pi T} \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime} E\left(t^{\prime}\right) E\left(t^{\prime \prime}\right) \\
& \times \int_{-\infty}^{\infty} d \omega \exp \left[-i \omega\left(t^{\prime}-t^{\prime \prime}\right)\right] \hat{\phi}(\omega) \\
= & \frac{1}{4 \pi T} \int_{-\infty}^{\infty} d \omega\left|\int_{0}^{t} d t^{\prime} \exp \left(-i \omega t^{\prime}\right) E\left(t^{\prime}\right)\right|^{2} \hat{\phi}(\omega) \geqslant 0 \tag{B3}
\end{align*}
$$

which proves the first implication. It is straightforward to further verify that the Fourier transform of $\phi(t)=$ $\left(\sigma_{0} / \tau_{R}\right) \exp \left(-|t| / \tau_{R}\right)$,

$$
\begin{equation*}
\hat{\phi}(\omega)=\frac{2 \sigma_{0}}{\tau_{R}} \int_{0}^{\infty} d t \exp \left(-t / \tau_{R}\right) \cos (\omega t)=\frac{2 \sigma_{0}}{1+\left(\omega \tau_{R}\right)^{2}} \tag{B4}
\end{equation*}
$$

is always non-negative.

## APPENDIX C: FLUCTUATION-DISSIPATION THEOREM

We now show that the time-averaged entropy production (TEP) rate is proportional to the Fourier transform of the response function $\phi(t)$. To this end, we define the TEP rate as

$$
\begin{equation*}
\overline{\dot{\Sigma}}=\frac{1}{\tau} \int_{0}^{\tau} d t \dot{\Sigma}=\frac{\overline{E(t) \mathcal{J}(t)}}{T} \tag{C1}
\end{equation*}
$$

where $\tau=2 \pi / \omega$ is the period of oscillation of $E(t)$. Since the current $\mathcal{J}(t)$ is given by

$$
\begin{equation*}
\mathcal{J}(t)=\int_{-\infty}^{t} d t^{\prime} \Phi\left(t-t^{\prime}\right) E\left(t^{\prime}\right)=\int_{0}^{\infty} d t^{\prime} \Phi\left(t^{\prime}\right) E\left(t-t^{\prime}\right) \tag{C2}
\end{equation*}
$$

with $\Phi(t)=\Theta(t) \phi(t)$ and $E(t)=E_{0} \sin (\omega t)$, we obtain

$$
\begin{equation*}
\mathcal{J}(t)=\frac{E_{0}}{2 i}\left[e^{i \omega t} \chi^{*}(\omega)-e^{-i \omega t} \chi(\omega)\right] \tag{C3}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\omega)=\int_{0}^{\infty} d t e^{i \omega t} \phi(t)=\chi_{1}(\omega)+i \chi_{2}(\omega) \tag{C4}
\end{equation*}
$$

The current $\mathcal{J}(t)$ can be written then in terms of $\chi_{1}(\omega)$ and $\chi_{2}(\omega)$, the real and imaginary parts of $\chi(\omega)$, respectively:

$$
\begin{equation*}
\mathcal{J}(t)=E_{0}\left[\sin (\omega t) \chi_{1}(\omega)-\cos (\omega t) \chi_{2}(\omega)\right] \tag{C5}
\end{equation*}
$$

that yields the following expression for TEP rate,

$$
\begin{equation*}
\overline{\dot{\Sigma}}=\frac{E_{0}^{2}}{T} \frac{1}{\tau} \int_{0}^{\tau} d t \sin ^{2}(\omega t) \chi_{1}(\omega)=\chi_{1}(\omega) \frac{E_{0}^{2}}{2 T} \tag{C6}
\end{equation*}
$$

Equation (B4) implies that $\chi_{1}(\omega)=\hat{\phi}(\omega) / 2$, i.e., the TEP rate, which is a measure of the averaged dissipated power, is given in terms of the Fourier transform $\hat{\phi}(\omega)$ of the response function. Hence, $\hat{\phi}(\omega)$ must be non-negative if we demand that $\bar{\Sigma} \geqslant 0$. Since the Green-Kubo formula relates $\hat{\phi}(\omega)$ to the Fourier transform of certain equilibrium fluctuations, the non-negativity of Eq. (C6) becomes the standard statement of the fluctuation-dissipation theorem [24].

## APPENDIX D: CONDUCTIVITY OF THE EXTENDED DRUDE-SOMMERFELD MODEL

Our phenomenological proposal of an extended DrudeSommerfeld model (EDS) relies on the following expression for the electrical conductivity $[29,31]$ :

$$
\begin{equation*}
\sigma(\omega)=\frac{\epsilon_{0} \omega_{p}^{2}}{G(\omega)-i \omega} \tag{D1}
\end{equation*}
$$

where $\epsilon_{0}$ is the vacuum electrical permittivity and $\omega_{p}$ is the plasma frequency. For $G(\omega)=1 / \tau_{R}$, we recover the DS model. Thus, the function $G(\omega)$ introduces a frequencydependent relaxation time whose underlying physical mechanism is the electron-electron interaction [32-34].

We demand that Eq. (D1) fulfills the Kramers-Kronig or dispersion relations (which are an expression of causality [63]). For that, $\sigma(\omega)$ must be analytic in the upper-half complex plane, i.e., poles of $\sigma(\omega)$ must have negative imaginary
parts (for details, see the Titchmarsh theorem [63]). Additionally, the response function obtained from Eq. (D1) through

$$
\begin{equation*}
\Phi(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega e^{-i \omega t} \sigma(\omega) \tag{D2}
\end{equation*}
$$

must be real. This requires that $\sigma_{1}(-\omega)=\sigma_{1}(\omega)$ and $\sigma_{2}(-\omega)=-\sigma_{2}(\omega)$, where $\sigma_{1}(\omega)$ and $\sigma_{2}(\omega)$ denote the real and imaginary parts of $\sigma(\omega)$, respectively.

All the requirements mentioned above can be achieved by a suitable choice of $G(\omega)$. First, simple algebra shows that $G_{1}(-\omega)=G_{1}(\omega)$ and $G_{2}(-\omega)=-G_{2}(\omega)$ [where subscripts 1 and 2 denote real and imaginary parts of $G(\omega)$, respectively] imply the correct parity of $\sigma(\omega)$. Second, by choosing $G(\omega)$ analytic in the upper-half complex plane, we will verify that $\sigma(\omega)$ is also analytic in the upper-half complex plane and hence satisfies Kramers-Kronig relations. In summary, $G(\omega)$ can be expressed as

$$
\begin{equation*}
G(\omega)=\int_{0}^{\infty} d t \exp (i \omega t) g(t) \tag{D3}
\end{equation*}
$$

where the function $g(t)$ is real and $g(t)=0$ for $t<0$.
To give a hint about the physical meaning of $g(t)$, we recall that transport coefficients are often calculated using the Boltzmann equation [37]. In this approach, Drude-Sommerfeld (DS) conductivity is obtained in the so-called relaxationtime approximation, which assumes that the collision term of Boltzmann equation can be written as $(\partial f / \partial t)_{\text {coll }}=-\delta f / \tau_{R}^{0}$, where $f, \delta f=f-f_{0}$, and $\tau_{R}^{0}$ denote, respectively, the non-equilibrium distribution, the deviation from the initial equilibrium distribution $f_{0}$ (which in the present case is the Fermi-Dirac one) and the relaxation time. For the extended DS (EDS) model, the collision term is written as [29]

$$
\begin{equation*}
\left(\frac{\partial f}{\partial t}\right)_{\mathrm{coll}}=-\int_{-\infty}^{t} d t^{\prime} g\left(t-t^{\prime}\right) \delta f\left(t^{\prime}\right) \tag{D4}
\end{equation*}
$$

where $g(t)$ is the function introduced in Eq. (D3). If $g(t)$ decays sufficiently fast, $\delta f$ can be taken outside the integral in Eq. (D4) and the relaxation-time approximation is recovered.

As stated above, our approach does not provide a microscopic derivation of $g(t)$. In what follows, we show that an expression of $g(t)$ in terms of elementary functions accounts for a minimum list of experimental facts. Our results are based on experiments compiled in Refs. [32,33] for the optical dielectric function of Au and Ag . These experiments show that DS model describes very well the behavior of these two noble metals in the range of 0.1 to 1.5 eV . EDS is understood then as a correction of DS model for photon energies larger than 1.5 eV . Additionally, Refs. [32,33] show that
(i) The zero-frequency relaxation time $\tau_{R}^{0}$ must be of the order of $10^{-14} \mathrm{~s}$ at room temperature.
(ii) The frequency-dependent relaxation time $\tau_{R}(\omega)$ must have the following low-frequency behavior (which is also predicted by Fermi-liquid theory [34]):

$$
\begin{equation*}
1 / \tau_{R}(\omega)=\omega \sigma_{1}(\omega) / \sigma_{2}(\omega) \approx 1 / \tau_{R}^{0}+b \omega^{2} \tag{D5}
\end{equation*}
$$

with the ratio $b / \tau_{R}^{0} \sim 10^{-3}$ at room temperature.


FIG. 5. Real (solid line) and imaginary (dashed line) parts of the conductivity $\sigma(\omega)$ obtained from Eqs. (D1), (D3), and (D6) with the choice of parameters $A=10^{-2}, a \tau_{c}=10$, and $\tau_{c}=3 \times 10^{-15} \mathrm{~s}$. The value of $\hbar \omega_{p}=8.9 \mathrm{eV}$ for the plasma frequency was taken from the experimental results reported in Refs. [32,33].

Figure 5 shows the result obtained for the conductivity given by Eq. (D1) with the following choice of $g(t)$ :

$$
\begin{align*}
g(t)= & \Theta(t)\left(\frac{2 \tau_{c}}{1+\left(a \tau_{c}\right)^{2}}\right)^{-2} A \exp \left(-t / \tau_{c}\right)[\cos (a t) \\
& \left.+\left\{1 /\left(a \tau_{c}\right)\right\} \sin (a t)\right] \tag{D6}
\end{align*}
$$

where $\Theta(t)$ is the Heaviside step function and $A$, and $a$ and $\tau_{c}$ are free parameters whose values are determined by the previously mentioned experimental facts. Our results can be directly compared to the conductivity of Au presented in Fig. 8 of Ref. [32] and of Ag presented in Fig. 7 of Ref. [33]. They show a reasonable agreement with experiments and provide $\tau_{R}^{0} \approx 6 \times 10^{-15} \mathrm{~s}$ (roughly 3 times smaller than the relaxation time of Ag and $\mathrm{Au}[32,33])$ and $b / \tau_{R}^{0} \approx 3 \times 10^{-3}$ for the choice of parameters $A=10^{-2}, a \tau_{c}=10$, and $\tau_{c}=$ $3 \times 10^{-15} \mathrm{~s}$, and the experimental value of $\hbar \omega_{p}=8.9 \mathrm{eV}$.


FIG. 6. Low-frequency behavior of $1 / \tau_{R}(\omega)=\omega \sigma_{1}(\omega) / \sigma_{2}(\omega)$ (solid lines) as predicted by our phenomenological EDS model [see Eqs. (D1), (D3), and (D6) for the choice of parameters $A=10^{-2}$, $a \tau_{c}=10$, and $\tau_{c}=3 \times 10^{-15} \mathrm{~s}$, and the experimental value of $\hbar \omega_{p}=$ 8.9 eV . The dashed line shows $1 / \tau_{R}^{0}+b \omega^{2}$, with $\tau_{R}^{0} \approx 6 \times 10^{-15} \mathrm{~s}$ and $b / \tau_{R}^{0} \approx 3 \times 10^{-3}$ obtained from our model. The inset shows that our model breaks down for energies between 2 and 3 eV .


FIG. 7. Time evolution of the contributions $\phi_{A}(t)$ (solid line) and $\phi_{B}(t)$ (dashed line) of the response function (D9) for the parameters $A=10^{-2}, a \tau_{c}=10$, and $\tau_{c}=3 \times 10^{-15} \mathrm{~s}$.

Figure 6 shows that our EDS model provides a quadratic behavior for $1 / \tau_{R}(\omega)$ at low frequencies. However, experiments show that $1 / \tau_{R}(\omega)$ grows monotonically (and faster than $\omega^{2}$ ) up to photon energies of 5 to 10 eV [33]. Our model fails to predict that already for photon energies between 2 and 3 eV .

A few words about our choice of Eq. (D6). The function $g(t)$ must decay sufficiently fast since the relaxation-time approximation must be recovered in some limit. We have verified that a simple exponential decay such as $A \exp \left(-t / \tau_{c}\right)$ does not allow us to describe the minimum amount of experimental results described previously. Thus, Eq. (D6) is the simplest function we have been able to find that furnishes a reasonably good agreement with experiments.

## 1. Response function of the EDS model

Equations (D1), (D3), and (D6) imply that

$$
\begin{equation*}
\sigma(\omega)=-i \frac{\sigma_{0}}{f(\omega)} \frac{\tau_{c}}{\tau_{R}^{0}}\left[\left(a \tau_{c}\right)^{2}-\left(i+\omega \tau_{c}\right)\right] \tag{D7}
\end{equation*}
$$

where $\sigma_{0}=\epsilon_{0} \omega_{p}^{2} \tau_{R}^{0}$ and

$$
\begin{align*}
f(\omega)= & \left(\omega \tau_{c}\right)^{3}+2 i\left(\omega \tau_{c}\right)^{2}-\frac{i A}{2}\left[1+\left(a \tau_{c}\right)^{2}\right]^{2} \\
& -\frac{\omega \tau_{c}}{4}\left[1+\left(a \tau_{c}\right)^{2}\right]\left[4+A\left(1+\left(a \tau_{c}\right)^{2}\right)\right] \tag{D8}
\end{align*}
$$

The response function (D2) can be calculated then by contour integration in the complex plane once the poles of Eq. (D7) are obtained for the choice $A=10^{-2}, a \tau_{c}=10$ and $\tau_{c}=$ $3 \times 10^{-15} \mathrm{~s}$. It can be shown that the poles are of the form $\omega_{1}=-i \alpha, \omega_{2}=\gamma-i \eta$, and $\omega_{3}=-\gamma-i \eta$, with $\alpha, \gamma$, and $\eta$ all positive. Thus, Eq. (D7) fulfills Kramers-Kronig relations and the response function is expressed as the sum of two contributions,

$$
\begin{equation*}
\Phi(t)=\Theta(t) \frac{\sigma_{0}}{\tau_{R}^{0}}\left[\phi_{A}(t)+\phi_{B}(t)\right] \tag{D9}
\end{equation*}
$$

such that, for $t>0$,

$$
\begin{gather*}
\phi_{A}(t)=\phi_{A}(0) \exp (-\alpha t),  \tag{D10}\\
\phi_{B}(t)=\phi_{B}(0) \exp (-\eta t)[\cos (\gamma t)+\kappa \sin (\gamma t)], \tag{D11}
\end{gather*}
$$

where $\phi_{A}(0), \phi_{B}(0), \kappa, \alpha, \gamma$, and $\eta$ are constants determined by the values of $A, a \tau_{c}$, and $\tau_{c}$. Figure 7 shows the behavior of $\phi_{A}(t)$ and $\phi_{B}(t)$. Expression (D9) was used to obtain the entropy production rate shown in Fig. 3 of the main text.
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