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Analysis of Water Vapor Correction
for CloudSat W-Band Radar

D. Josset, S. Tanelli, Y. Hu, J. Pelon, and P. Zhai

Abstract—We analyzed different models to estimate absorption
at W-band by gaseous species by taking advantage of the col-
located CloudSat–Cloud-Aerosol Lidar and Infrared Pathfinder
Satellite Observation (CALIPSO) measurements. We used the
power backscattered by the surface in the green visible wavelength
of the lidar of CALIPSO as a reference to infer CloudSat’s 94-GHz
ocean surface backscatter in clear air and infer the attenua-
tion introduced by gaseous absorption. Different millimeter-wave
propagation models (MPMs) and different sources to determine
the profile of atmospheric thermodynamic state are used to es-
timate CloudSat attenuation. These estimates are compared to
the observations to calculate the residual dispersion. We show
here that we need to adjust the empirical constants of preexisting
water vapor absorption models to minimize the dispersion. Our
results indicate an overestimation of absorption by the water va-
por continuum at 94 GHz in Liebe-based MPM. We also propose
a new empirical model to better represent the absorption of the
water vapor continuum near 94 GHz. When this model is used in
combination with the Advanced Microwave Scanning Radiometer
for the Earth Observing System water vapor path and the Global
Modeling and Assimilation Office water vapor vertical profile
distribution, it leads to the lowest dispersion of the data on a
statistical basis (global data over one month). The improved model
is expected to optimize water vapor correction applied to CloudSat
data and, potentially, also to improve interpretation of brightness
temperature measurements in the W-band (e.g., 85- and 98-GHz
radiometric channels).

Index Terms—Laser radar, radar, remote sensing, water vapor.

NOMENCLATURE

CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder
Satellite Observation.

CPR Cloud Profiling Radar.
AMSR-E Advanced Microwave Scanning Radiometer for

the Earth Observing System.
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MPM Millimeter-wave propagation model.
ECMWF European Centre for Medium Range Weather

Forecast.
GMAO Global Modeling and Assimilation Office. In

this paper, it relates to the thermodynamical
inputs coming from the ancillary meteorological
data provided by the GMAO.

GAMSRE Acronym used when the GMAO humidity pro-
files are adjusted to the integrated water vapor
path (IWVP) of AMSR-E.

GMODIR Acronym used when the GMAO humidity
profiles are adjusted to the IWVP of the
MODerate-resolution Imaging Spectroradiome-
ter (MODIS) infrared product.

MPM85 Model of Liebe version of 1985.
MPM85∗ Model of Liebe “reduced” version of 1985 con-

taining only the main absorption lines.
MPM85∗CO Model of Liebe version of 1985. “Reduced”

variant to improve computation speed but in-
cluding a correction term to take into account
the removal of absorption lines.

MPM93 Model of Liebe version of 1993. Standard ver-
sion parameterizing the water vapor continuum
with an absorption line at 1780 GHz.

MPM93L1 Model of Liebe version of 1993. Variant using
the 1470-GHz absorption line instead of the
standard 1780 GHz.

MPM93L2 Model of Liebe version of 1993. Variant using
the 2200-GHz absorption line instead of the
standard 1780 GHz.

MPM93∗ Model of Liebe version of 1993. Standard for
the continuum (absorption line at 1780 GHz)
but “reduced” model containing only the main
absorption lines.

LIROS Model of Liebe version of 1993 but the wa-
ter vapor continuum is parameterized with
the self- and foreign-broadened expressions of
Rosenkranz and not with a line in the terahertz
region (1780 GHz).

LIROS∗ “Reduced” version of the LIROS model
containing only the main absorption
lines.

LIROMA Model of Liebe version of 1993 but the water
vapor continuum is parameterized with the self-
broadened expression of Rosenkranz and the
foreign-broadened expression of Ma and Tip-
ping instead of using a line in the terahertz
region (1780 GHz).
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Fig. 1. (Left) Total two-way PIA due to gaseous absorption calculated by a set of models (acronyms defined in Section II-B) over the range of frequencies
encompassing the typical remote sensing channels in W-band. Two sets of curves derived from two sample ECMWF profiles: The top set (with total values in
the 4–8-dB range) derives from a profile sampled in daytime at 10◦ N, 168◦ E with a total column of 57 mm of water vapor and a surface temperature of 26◦C;
the lower set (total values ranging between 1 and 3 dB) derives from a profile sampled in nighttime at 34◦ S, 6◦ E. The legend applies only to the top set; curves
of the lower set are indifferentiated. (Right) Ensemble of PIA calculations (one for each of the models) performed over one sample CloudSat orbit. The standard
deviation and average of the ensemble are calculated for each of the about 36 000 profiles: The latter is used for the x-axis, the former is the black plots, and their
ratio is the gray dots. The spread of the ensemble scales well with the amplitude of the PIA.

LIROMA∗ “Reduced” version of the LIROMA model con-
taining only the main absorption lines.

Operational Gaseous attenuation from CloudSat operational
product.

TAN Correction based on a linear function of
AMSRE IWVP developed by Tanelli and
coauthors.

EMPIRIMA Model of Liebe version of 1993 but the wa-
ter vapor continuum is parameterized with
the foreign-broadened expression of Ma and
Tipping and the self-broadened continuum ex-
pression of Rosenkranz is reduced by half,
which minimizes the dispersion in our study.

NOCORR No correction is applied to CloudSat data.

I. INTRODUCTION

THE CLOUDSAT mission embarks the first W-band (i.e.,
94 GHz) spaceborne radar [1]. This frequency is an op-

timal choice to achieve the required sensitivity in cloud, but it
is affected by significant attenuation. In the presence of liquid
water or dense frozen hydrometeors, the signal is affected so
that the useful portion of the profile does not extend all the
way to the surface, but even in the absence of condensate,
atmospheric attenuation due to gaseous species (mainly water
vapor absorption) results in two-way attenuation up to 8 dB in
the tropics (i.e., ∼85% of the signal is attenuated). This effect
has to be corrected to derive an unbiased measure of radar
reflectivity. On one hand, Correction of Gaseous Attenuation
(CGA) affects the absolute external calibration of the radar
system which is achieved by comparing the observed surface
backscatter in clear air to the expectation derived from physical
and empirical models (see [1] and the references therein for a
complete discussion). On the other hand, the same correction
is embedded in the processing chain of the CloudSat products

(in particular, in the L2B-GEOPROF product, whence all other
Level 2 and 3 products stem from).

In the operational product analysis (R04), the CloudSat CGA
is based on the MPM of Liebe [2]. Several versions of this
model exist (e.g., [3] and [4]) and were used by different
authors [5]–[8]. The choice of a given MPM is not without
consequences as it can create a significant bias in the geophys-
ical parameters retrieved from microwave observations like the
column liquid water path [9], and the evaluation of the accuracy
of the different MPM is still an active subject of research
[10], [11]. The inputs to MPM in R04 are vertical profiles of
temperature and water vapor density obtained from ECMWF
global reanalysis data. At these frequencies, attenuation is de-
termined mainly by the background continuum and line shapes
of the prevailing species (N2 and O2 in particular) and by
the water vapor lines which are modulated by the water vapor
vertical profile of concentration.

Fig. 1 shows that the CGA implemented with different
MPMs (see Section II-B) carries, in general, a root-mean-
square variation of approximately 12%. In the tropics, this
corresponds to a 0.8-dB intermodel standard deviation. Since
this is a model-dependent error, it will manifest itself as a bias.

While these amounts are within the budgeted absolute cali-
bration accuracy of CloudSat (see [1]), they present the undesir-
able character of being correlated to other quantities of interest
(i.e., temperature and humidity). It would be irresponsible to
preserve them if we have the means to reduce them. Further-
more, besides affecting the assessment of the overall calibration
of the instrument, any residual noncompensated attenuation
affects all the retrievals obtained from the CPR measurements.
For example, the PRECIP-COLUMN product [12] is based
primarily on the estimates of path-integrated attenuation (PIA)
due to precipitation. Among the sources of uncertainty that
affect the estimates of PIA, one is uncompensated (or overcom-
pensated) gaseous attenuation. Its impact on the final retrieval
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depends on the rain intensity and layer thickness (see [12]). In
general, it is more significant for shallow light rain, which is ex-
actly the type of precipitation where the CloudSat mission has
covered an existing observational gap. A simplified example
can provide a measure of the resulting errors in the retrievals:
If we assume an uncompensated amount of 0.5 dB of gaseous
attenuation affecting a measurement taken over a 1-km-thick
precipitation layer of 1 mm/h, the resulting error in precipitation
rate retrieval is on the order of 25%. This quantity is mitigated
by the methods implemented in the algorithm to estimate the
PIA, and it is mixed with other sources of error. Nevertheless,
contrary to most other sources of error, this one is correlated to
the local atmospheric state variables, a particularly undesirable
trait.

Discerning which model performs best at the CloudSat fre-
quency has been the matter of prior analyses which could
not however rely on the accuracy provided by the CloudSat/
CALIPSO data set ([13] and [14]) and the method discussed
here.

The goal of the present study is to determine which wa-
ter vapor absorption model offers the most accurate correc-
tion based on the analysis of surface echo as a common
CloudSat–CALIPSO reference and what should be the thermo-
dynamical inputs used for this model.

The uncorrelated error sources present in the lidar and radar
ocean surface observations allow us to achieve this goal. We
use different ways to correct CloudSat gaseous attenuation and
select the one offering the lowest dispersion. In this framework,
we used the water vapor product of the MODIS [15] and that of
the AMSR-E[16], as well as the GMAO products, as alternative
inputs for the water vapor correction.

In the second part, we describe the general underlying prin-
ciple of our methodology, the different characteristics of the
models that we used to correct water vapor absorption, their
main differences, and the different thermodynamical inputs. We
also describe the specificity of our analysis using CALIPSO and
CloudSat data. In the third part, we discuss our results using
those different models and the water vapor input retrieved by
AMSR-E, MODIS, and the GMAO model. We will finish with
a few conclusive words and perspectives.

II. METHODOLOGY

A. Reference Provided by the Lidar Optical Measurements

In order to determine the accuracy of CloudSat water vapor
correction, a reference has to be found. If this reference is not
totally stable and is affected by errors, those errors must be
uncorrelated as much as possible to the error sources affecting
the radar measurements and to the error sources affecting MPM
and its inputs. The reference selected in this work is the lidar
measurement of oceanic backscattering cross section obtained
by CALIPSO. CloudSat and CALIPSO have been flying in
close formation within the A-train from their launch in April
2006 until April 2011; during this period, more than 90% of
the measurements have been collocated in space and acquired
within 20 s from each other. We have shown in our previous
studies [15], [16] that a relationship exists between the radar-
and lidar-measured oceanic scattering cross sections. Indeed,

the ocean surface has a given roughness and refractive index,
which results into different cross sections at the two measure-
ment wavelengths.

Following [16], the lidar backscatter normalized cross sec-
tion γSL (in per steradian; subscript S for surface and L for
lidar) can be expressed as

γSL =
CLρL

4π〈S2〉L
T 2
L. (1)

The radar normalized cross section σSR (no unit; subscript
R for radar; note that, contrary to common practice in radar,
we have opted to express σSR always in linear space and not in
decibels) can be expressed by a similar expression

σSR =
CRρR
〈S2〉R

T 2
R. (2)

〈S2〉R,L is the variance of the slope distribution of the waves
formed at the surface by wind stress commonly called mean
square slope. ρR,L is the Fresnel reflectance coefficient. Vari-
ations of ρR with sea surface temperature (SST) have been
taken into account using [17] and AMSR-E SST measurement
with a constant—35◦/◦◦—salinity as input. For lidar, ρL can be
considered constant and equal to 0.0213 at 0.53 μm [18]. CR,L

and 〈S2〉R,L take into account the diffraction induced by the
size of the scattering elements linked to surface waves with
respect to the measurement wavelength and the spectral cut
[5], [19], [20]. For lidar measurements, as the wavelength is
much smaller than the capillary waves, CL only represents the
reflectance modification due to foam and bubble formation at
wind speed larger than 10 m/s [21]–[23]. T 2

R,L is the two-way
atmospheric transmission at radar (lidar) wavelength.

For a given state ΩSS (subscript SS for sea surface) of the
ocean roughness, there are unique values of the observed lidar
and radar signals (γSS and σSS) if the influence of water tem-
perature and salinity (on Fresnel coefficient) and atmospheric
attenuation has been accurately corrected. For the CALIPSO
and CloudSat data, we perform this correction, and the corre-
sponding expressions are

γSS = γSL

(
CL, T

2
L = 1

)
(3)

σSS =
0.4σSR

ρRT 2
R

. (4)

Supplemental details to derive these expressions from the
operational products are provided in Section II-D.

The end result is naturally affected by the measurement and
model errors, and the observed values of the lidar and radar
signals γobs and σobs can be written as

γobs(ΩSS) = γSS(ΩSS) + ΔγSS(EL1, . . . , ELN ). (5)

ELN represents the different sources of error on the lidar
measurement; they are due to the lidar energy correction, instru-
mental noise, and aerosol attenuation variation in the clearest
conditions, the “baseline” [24].

For the radar, the equivalent expression is

σobs(ΩSS) = σSS(ΩSS) + ΔσSS(ER1, . . . , ERN ) (6)
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Fig. 2. Radar surface echo as a function of the lidar surface echo. Color code
is the number of occurrences. (Left) Correction by MPM93 using AMSR-E
IWVP as input. (Right) No correction is applied to CloudSat data (nighttime
data in August 2006). The solid line represents the second-order polynomial
best fit (least squares sense) forced to go through the origin.

Where ERN terms represent the radar error sources. We
will define them as ECGA, EH2O,O2, ESST,Salinity, and Einst,
which are the error coming from the water vapor and oxygen
absorption model used in the MPM, the error coming of at-
mospheric thermodynamical properties (water vapor and dry
air profile) used as MPM input, the error on radar Fresnel
reflectance model used, and all the radar instrumental errors,
respectively. One can note that the error sources are different for
the radar and lidar and the variations of (5) and (6) are therefore
uncorrelated. The errors for lidar data have been discussed
previously [15], [16]. This study focuses on minimizing the
first two error terms (ECGA and EH2O,O2) in the radar data
analysis. The observed value of the radar signal for a given state
of the ocean can be found in the neighborhood of a given value
of the lidar signal (within a small variation Δγ). This can be
written as

1

2Δγ

γSS(ΩSS)+Δγ∫
γSS(ΩSS)−Δγ

σobs(γSS)dγSS = σobs(ΩSS). (7)

Fig. 2 shows the σobs as a function of γobs. Radar signal
is shown uncorrected and corrected using the model of Liebe
1993 and GMAO pressure and humidity profile scaled to have
the IWVP retrieved by AMSR-E. The data are those obtained
during nighttime of August 2006 with R04 version. As we
can see, water vapor correction reduces significantly the data
dispersion. As expected, the water vapor correction not only
modifies the shape of the average empirical relationship, which
can be determined from the data, but also allows one to dras-
tically reduce the dispersion around it. The core of this study
is the analysis of this dispersion using various corrections. In
this paper, dispersion has to be understood as the statistical
dispersion, which is the variability or spread of σobs introduced
by measurement and model errors as expressed by (6) and (7).
Usual measures of the dispersion include the standard deviation
and the interquartile range (IQR), and the formalism that we
have used is explained in Section II-D.

B. Liebe’s MPM

The different versions of Liebe’s MPM [2]–[4] can predict
attenuation, delay, and noise properties of moist air for mi-
crowave and frequencies up to 1000 GHz. They use the height

distribution of pressure, temperature, and humidity along the
radio path to calculate the absorption lines of H2O and O2 at
different frequencies and the associated moist air complex re-
fractive index. The internal variables are the dry air pressure p,
partial pressure of water vapor e, and the reciprocal temperature
θ = 300/T (T being the temperature in kelvins). The inputs are
profiles of relative humidity, temperature, and pressure, which
can be measured by dropsondes and radiosondes launched from
plane [5] or from the surface, or provided by a model, ECMWF
in the operational product [1] or GMAO [16]. The Bolton
formula has been used for all models to retrieve the saturation
water vapor pressure (see Appendix B for more details).

A few refinements have been performed on the number
of oxygen and water vapor absorption lines as well as their
shape between different versions of MPM. However, the main
difference is coming from the treatment of the so-called water
vapor continuum which is treated in an empirical way to best fit
the observations. MPM85 [3] and MPM93 [4] are particularly
interesting as several versions for each of them are provided
and can be used to test the sensitivity of the model to small
modifications. A reduced model MPM85∗ uses only the main
absorption lines to improve computer time under 300 GHz. For
MPM93, the water vapor continuum is parameterized in term of
a water vapor pseudoline in the terahertz region and proposes
three different parameterizations of this line. Those models
have since been updated by Rosenkranz [25], [26]. Theoretical
developments of the H2O−N2 collision process allowed one to
further refine the water vapor continuum expression [27].

The different models and the denomination that we used are
described as follows.

1) Liebe’s model 1985 [3] is referred to as MPM85.
2) The reduced version of the same model is referred to as

MPM85∗.
3) The reduced version using the correction term suggested

by Liebe [3] is referred to as MPM85∗CO.
4) Liebe’s model 1993 [4] is referred to as MPM93.
5) The same model using the 1470-GHz line instead of the

suggested 1780 GHz is referred to as MPM93L1.
6) The same model using the 2200-GHz line instead of the

suggested 1780-GHz line is referred to as MPM93L2.
7) The same model but reduced using only the lines used in

MPM85∗ and the 1780 GHz for water vapor continuum is
referred to as MPM93∗.

8) Liebe’s model 1993 [4] but the 1780-GHz line (vapor
continuum) is replaced by the self- and foreign-broadened
continuum expression in [25] and [26]. The expression
of the continuum in the paper of Rosenkranz [25], [26]
is coming from the model of Liebe but modified to be
used with a different line shape which incorporates a fre-
quency cutoff and a subtracted baseline as given by [28].
As explained in [25], when the Van Vleck–Weisskopf
line shape is used, 3% has to be subtracted from the
self-broadened, and 15% has to be subtracted from the
foreign-broadened contribution. This model is referred to
as LIROS.

9) The same model but using only the lines of MPM85∗ is
referred to as LIROS∗.
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Fig. 3. Pressure, temperature, and relative humidity profiles for the three radio soundings described in Section II-B, illustrative of arctic, middle latitude, and
tropical conditions.

Fig. 4. Optical depth of the different MPM using the three radio-sounding profiles shown in Fig. 3 as inputs and separated by their different contributions
(see Section II-B). (Left) Tropics. (Middle) Middle latitude. (Right) Arctic. Models 1 to 11 correspond to the list in Section II-B. Model 12 is the one called
EMPIRIMA.

10) The same model as LIROS but the foreign-broadened
expression is replaced by the parameterization in [27].
This model is referred to as LIROMA.

11) The same model but using only the lines of MPM85∗ is
referred to as LIROMA∗.

12) The gaseous attenuation from CloudSat operational prod-
uct is called operational.

13) The correction based on a linear function of AMSR-E
IWVP [1] is called TAN.

14) We modified the model of Liebe 93 and used the foreign-
broadened parameterization in [27]; we then adjusted
the self-broadened parameterization in [25] in order to
obtain the lowest dispersion (see Annex A). This model
is referred to as EMPIRIMA. The idea behind this model
is that the parameterization in [25] is already an empirical
adjustment which can be further improved.

15) When no correction of CloudSat data is performed, we
call it no correction (NOCORR).

To better illustrate the differences between the models that
we are using in this study, we are showing in Fig. 3 the
atmospheric conditions (pressure, temperature, and relative
humidity) for three atmospheric radio-sounding profiles taken
on August 15, 2006 at 12Z. One radio sounding was taken
at tropical latitudes (21.98◦ N, 159.35◦ W) from PHLI Lihue
station, one at middle latitudes (43.93◦ N, 60.01◦ W) from WSA
Sable Island station, and one in the arctic latitudes (71.30◦ N,
156.78◦ W) from PABR Barrow station. For those three radio
soundings, the amounts of precipitable water vapor are 1.44 cm
in the arctic, 2.87 cm in the middle latitudes, and 3.64 cm in the
tropics.

Those radio soundings are interpolated on the same grid
and used as thermodynamical inputs of the different MPM

previously described. The associated atmospheric optical depth
is shown in Fig. 4. Models 1 to 11 follow the numbering of
the list of the previous paragraph (MPM85 to LIROMA∗), and
number 12 is EMPIRIMA. We separated the optical depth into
different components: Total is the total attenuation, noncontin-
uum is the total attenuation but with the continuum removed,
self is the continuum when the dry air pressure is set at zero,
and foreign is the difference between continuum and self. The
optical depth differences are mainly linked to the different water
vapor content.

C. Thermodynamical Inputs Used for the Models

The different inputs used to test the MPMs are the following.

1) We forced GMAO humidity profiles used in CALIPSO
data analysis to be adjusted to the IWVP from AMSR-E
with a multiplicative constant. We call this input
GAMSRE.

2) Same thing with MODIS infrared IWVP. We call this
input GMODIR.

3) GMAO alone is called GMAO.

Those thermodynamical inputs are used with the models
described in Section II-B with the exception of Operational
(which is precalculated), TAN (which does not require a pro-
file), and NOCORR (no inputs are necessary).

For CloudSat water vapor operational correction, it is im-
portant to note that we can only use the maximum of the
attenuation profile at the last usable range bin which is cal-
culated several hundred meters above the sea surface. It is
much higher than the lowest data point in the ECMWF model
(at 1000 hPa). As there is an important amount of moisture
in the lower part of the atmosphere and within the boundary
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layer, one should note that the water vapor content is then
seriously underestimated when we are using the Operational
correction (see Section III for supplemental discussions). The
high altitude of the last usable range bin makes it impractical for
a simple correction procedure like an extrapolation of the data
at the surface level, and this issue is at least partially related to
CloudSat data formatting procedures. We are currently con-
ducting supplemental work looking for the appropriate inter-
polation of the ECMWF model at the surface level. The same
problem arises but to a lesser extent when GMAO is used alone
as a thermodynamical input (GMAO). GMAO profiles, as re-
ported in the CALIPSO files, are composed of 33 fixed altitude
levels with a resolution of around 1 km near the surface level
(the bin closest from the surface being at an altitude of around
60 m). To correct this effect, the position of the surface level in
the model is extended (or shortened) to match the altitude where
the CALIPSO surface level is. The thermodynamical variables
(pressure, temperature, and humidity) are modified accordingly
by a linear interpolation. We expect this procedure to reduce
the uncertainty by using the finer resolution (30 m) of the
CALIPSO vertical profile. We are using the same profile shape
for the three thermodynamical inputs (GAMSRE, GMODIR,
or GMAO) in order not to create an inconsistency between the
different inputs. However, using or not the surface extension
procedure is not a necessity when the water vapor profile is
adjusted to the IWVP of AMSR-E and MODIS (for GAMSRE
and GMODIR corrections). The scope of this study is limited to
the use of model data already included in the satellite products.
However, it is important to note that not all GMAO data fields
are reported into the CALIPSO files and the model contains
supplemental surface information on pressure and humidity
which could be used as complementary inputs of the CGA
procedure.

D. Application to Lidar and Radar Data Analyses

We present here the results for one month (August 2006) of
observations of the ocean surface over the globe using CloudSat
Level 1 Release 04, CALIPSO Level 1 version 3 data, AMSR-E
ocean product version 5, and MODIS Level 2 collection 005.
To meet the low attenuation condition of (3) (T 2

L = 1), only
the clearest cases with lidar integrated attenuated backscattering
coefficient γatmL lower than 0.01 sr−1 [16] have been selected.
In fact, while clear air should be strictly defined as moist
air with no presence of matter in solid or liquid phase, such
conditions, strictly speaking, never occurred on Earth; how-
ever, the limit on the lidar backscattering coefficient described
previously guarantees that any attenuation due to scattering by
particles does not create correlated variations in the lidar and
radar signals and can be neglected.

The lidar atmospheric attenuation by molecular air is then
corrected using GMAO density profile and ozone concentra-
tion. Whether or not we correct ozone attenuation does not
seem to affect the result of this study, probably because of its
overall low effect on the lidar signal and the lack of correlation
with the other lidar error sources. However, this correction
allows us to simplify the discussion as we are closer from the
condition T 2

R,L = 1, as described in (3). The CL coefficient

Fig. 5. (Left) Nighttime data (August 2006); latitudinal distribution of the
number of observations in our analysis when AMSR-E (GAMSRE) or MODIS
(GMODIR) is used. (Right) Same picture for daytime data (August 2006).

has been shown to be stable between 3 and 10 m/s [16], so
in our analysis, γobs variation range has been limited to the
corresponding values of 0.0285 and 0.056 sr−1 to meet the
second condition of (3) (CL = 1).

When scaling the radar surface signal at global scale, the
ocean temperature dependence of the refractive index needs to
be taken into account [1], and as previously mentioned, ρ0R
variations with SST (negligible for ρ0L) have been taken into
account.

Only valid estimates of AMSR-E IWVP and SST are kept in
the analysis. As the invalid data point in AMSR-E data format
is around 255, thresholds of 150 kg/m2 and 150◦C have been
used to exclude anomalous data points. As AMSR-E is used
to correct water temperature variations and to preserve fair-
ness in the comparisons, only points with available AMSR-E
SST measurements are retained also when GMAO-only or the
operational product is used for correction. When MODIS mea-
surements are used, only the subset including valid AMSR-E
SST measurements is taken into account. Comparisons of the
three distributions do not show specific structures that would
indicate that there is a bias in the number of MODIS observa-
tions toward places of high or low water vapor content. Fig. 5
shows the number of observations used in the analysis for
GAMSRE and GMODIR. As we can see, GMODIR is a subset
of GAMSRE with a similar distribution of the data.

Furthermore, points where σobs exceeded 150 (∼22 dB) have
been suppressed. Such large values are often associated with
extremely low winds and presence of coherent (i.e., specular)
contributions to the backscatter which are not captured by the
models adopted here and which often result in saturation at
the receiver, hence deteriorating any relation between radar and
lidar measurements.

CloudSat and CALIPSO collocated data are reported on a
grid with resolutions Δγ = 5.10−4 sr−1 (for the lidar signal)
and Δσ = 10−2 (for the radar). The choice of these resolutions
is driven by the size of the data set (one month); using a longer
time period would allow one to enhance this resolution, but it
may introduce other sources of error (e.g., calibration and sen-
sitivity change of the instruments with time, and stratospheric
aerosol load variations). As γobs values are between 0.0285
and 0.056 sr−1, the small interval condition of (7) is met by
5.10−4 sr−1.

If we refer to index i for γobs and j for σobs, the total number
of grid points in each dimension is ni and nj . The number
of data per grid point is N(γi, σj). In order to analyze the
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dispersion of the data in terms of relative error, for a given i
(and γi), the central tendency of σSS has to be determined. We
use the median (subscript m for median) value of radar cross
section σm = σobs(m(γi)), where index m(γi) correspond to
the median along one dimension of the distribution and is
defined as

j=m(γi)∑
j=1

N(γi, σj) =
1

2

nj∑
j=1

N(γi, σj). (8)

We used the median value as the central tendency of the
distribution. Following (6), we can then write σm = σSS. For
each value of γi, σobs is divided by σm in order to obtain the
associated dispersion ΔσSS/σm. As the grid step is also divided
by σm (and σm mean value is around ten, as can be seen in
Table II), the new data sample is reported on a 10−3 grid for
the radar. Since this dispersion is not a function of γi, we can
perform a mean of this dispersion for all γi to increase the
number of available observations and statistical meaningfulness
of our analysis. Doing so and subtracting one, we obtain a
distribution of the relative error centered on zero with a mean
number ν (Δj) of the data repartition. Δj is the index of the
1-D grid corresponding to the overall dispersion. NΔj is the
total number of grid points. The IQR of the distribution is then
calculated to obtain a quantification of the dispersion.

More precisely, we determine indices Q1 and Q3 of the first
and third quartiles of the average distribution as

j=Q1∑
j=1

ν(Δj) =
1

4

NΔj∑
j=1

ν(Δj) (9)

j=Q3∑
j=1

ν(Δj) =
3

4

NΔj∑
j=1

ν(Δj) (10)

which give the IQR on radar cross sections as

IQR = σobs(ΔQ3)− σobs(ΔQ1). (11)

We chose the IQR for our criteria of dispersion as it is robust
and insensitive to the skewness of the distribution. As we will
show, using the standard deviation leads to the same overall
conclusions, but in that case, one should also discuss the dif-
ferent moments (or at least the skewness) of each distribution.
Considering the high number of data points, the central limit
theorem applies when water vapor attenuation is well corrected.
However, the distribution can show a high skewness, for exam-
ple, when no correction is used. In that case, IQR remains a
good parameter of the data dispersion and allows meaningful
and consistent comparisons with distribution showing different
skewness. Fig. 6 shows the data distribution ν(Δj) when no
correction of water vapor absorption is applied to CloudSat
data, considering all classes of lidar data γi. This leads to the
dispersion of the distribution along the dimension of Δj index.
IQR is the interval between the two solid lines. It is close to 0.4,
and one can notice that the distribution is far from Gaussian. For
comparison, we are showing in Fig. 7 the data distribution when
CloudSat operational water vapor correction is used. As we can

Fig. 6. Distribution of the CloudSat data after treatment, showing the relative
dispersion when no correction is applied. IQR is the distance between the two
vertical solid lines.

Fig. 7. Same as Fig. 6 but using the operational CloudSat water vapor
correction.

see, the dispersion decreases, and the distribution has an aspect
closer from a Gaussian distribution with an IQR of around 0.17.

III. DISCUSSION

The domain of validity of the different versions of Liebe’s
MPM covers an important range of frequencies going from 1 to
1000 GHz. For the use at a single wavelength, the accuracies of
the different versions can be examined one by one. Table I (and
Table III) shows the dispersion in terms of IQR for the different
versions of MPM and different inputs for nighttime (and day-
time) data. Given the binning strategy described in Section II-D
(original quantization is 0.01 and further scaling by about 1/10),
the results in Table I have a significance of ±0.001. Table II
(and Table IV) shows the mean value of σm for the same data
used to study the dispersion for nighttime (and daytime) data.
The numbers of data used for the statistic are around 100 000
for nighttime and 500 000 for daytime. There is more noise in
the lidar measurements during daytime; this explains the higher
number of observations below the “clear air” threshold. This
higher noise does not affect our methodology, and as we will
see, the results do not change significantly for daytime. The
standard deviation of the Gaussian distribution that best fits the
data distribution in the least squares sense is also provided for
reference.

Several general tendencies can be seen, and it is interesting
to observe such a straightforward behavior of the dispersion:
When a model is better, it is better whatever the thermodynam-
ical input is. It is slightly different for the thermodynamical
input, but when an input is better, it is, in general, better for
most of the models. We are discussing results for nighttime data
only. Thermodynamic parameters are different during daytime,
so as we can see in Tables I–IV, the number between nighttime
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TABLE I
RELATIVE DISPERSION (IQR) OF THE NIGHTTIME DATA USING

DIFFERENT MODELS AND DIFFERENT WATER VAPOR INPUTS. LOW

DISPERSION VALUES ARE IN BOLD. THE STANDARD DEVIATION OF THE

DISTRIBUTION IS INDICATED FOR REFERENCE IN PARENTHESES

TABLE II
MEAN VALUE OF THE NIGHTTIME DATA USING DIFFERENT

MODELS AND DIFFERENT WATER VAPOR INPUTS

TABLE III
SAME AS TABLE I BUT FOR DAYTIME DATA

and daytime is different, but the data dispersion is following
the same pattern. The conclusions that we are drawing from the
analysis are identical for nighttime and daytime data.

TABLE IV
SAME AS TABLE II BUT FOR DAYTIME DATA

The improvement of different MPM versions follows the
chronological order. MPM93 lowers the dispersion with respect
to MPM85. LIROS and LIROMA are leading to a significant
improvement with respect to MPM93. LIROS being better
than LIROMA is not totally surprising as [27] only provides
an expression for the foreign-broadened continuum, so com-
bining it with the self-broadened continuum in [25] is not
expected to give perfect results. There was no certainty that
the chronological improvement for models supposed to fit a
large range of frequency would follow the same tendency at a
given wavelength, but it seems to be the case here. For MPM85,
using the complete version (MPM85) or the corrected version
(MPM85∗CO) leads to an identical dispersion. For MPM93,
the most accurate parameterization of water vapor continuum
comes with the 1470-GHz line, then using the “standard”
1780-GHz line, and then the 2200-GHz line. As we can see, the
exact details of parameterization are important even for small
variations of the same model.

Using GMODIR is systematically less accurate than using
AMSR-E or GMAO alone. This was expected as the uncer-
tainty on integrated water vapor content is higher for MODIS
(4 kg/m2 [29]) than for AMSR-E (0.57 kg/m2 [30]). The
accuracy of GMAO water vapor is interesting as we would
expect it to do well in regions where there are large numbers
of radio soundings assimilated or in the tropics where the
variability in space and time is relatively low. However, as we
can see in Fig. 5, the observations are not specifically shifted
toward the tropics. Moreover, oceanic areas typically offer few
radio-sounding observations. It is therefore very encouraging
particularly considering the simple procedure that we used
to extrapolate the thermodynamic profile at the surface level,
and we are planning to conduct further investigation to better
understand to which extent using the models is a viable option
when correcting water vapor absorption.

TAN parameterizing the attenuation in terms of AMSR-E
IWVP shows a lower dispersion than GAMSRE with usual
MPM85 and MPM93. In this paper, we do not address the exact
importance of profile shape. However, as TAN is more accurate
than most of the correction using GMODIR as a constraint, it
seems to be more important to obtain a precise value of IWVP
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Fig. 8. Data dispersion as in Table I as a function of the scaling factor in the
self-broadened continuum expression in [25].

than a correct profile shape. The good behavior of TAN is
promising for future improvements using a polynomial function
of IWVP, as suggested by several authors [1], [31]. This kind
of simple parameterization possesses the great advantage of
reducing the computing power needed, and further develop-
ments would be useful to correct water vapor absorption for
an important amount of data in a short amount of time.

The operational product (Operational) using Liebe 89 model
and ECMWF data shows a low level of dispersion. This was
a little bit unexpected as using the integrated water vapor
amount a few hundred meters higher than sea level should not
lead to a good correction. A possible explanation is that the
low dispersion would come from statistical error compensation
occurring when using a water vapor content lower than it is in
reality and a water vapor correction factor higher than it is.

This is consistent with the reduced models being systemat-
ically better than the complete version. However, the goal of
the reduced model was to improve computation speed [3]. The
addition of the correction factor [3] allows it to stay close from
the complete version and was obviously not aimed to decrease
its accuracy. As the only change between the complete and the
reduced models is the removal of several absorption lines, all of
this would suggest the water vapor correction when using MPM
is too high at 94 GHz.

LIROS∗ performs extremely well, but the problem in water
vapor correction seems to be linked to the continuum absorption
[27] and not the absorptions lines. As the absorptions lines of
MPM93 have been compared to spectroscopic measurements,
using all of them and modifying the continuum contribution are
more physically consistent than to remove several absorption
lines.

This leads us to combine MPM93 with the theoretical work
in [27] and then empirically search the lowest value of the
dispersion for the self-broadened continuum expression in [25].
Dividing it by half as done in the EMPIRIMA model (see
Annex A) offers the lowest dispersion (Fig. 8).

We think that using this model (EMPIRIMA) has more phys-
ical justification than using LIROS∗ until further theoretical
work is performed to improve our knowledge of self-broadened
continuum or absorption line shapes. There is a direct anal-
ogy between this result and the work performed by AMSR
scientists using MPM85 for lower frequency. They stated “We
find that very good agreement is obtained by reducing the
self-broadening component of the water vapor continuum by
a factor of 0.52” [31]. As a different model and a different

Fig. 9. Latitudinal variation of the ratio of effective normalized scattering
cross section on the expected value retrieved from AMSR-E wind speed
retrieval using two different models and GAMSRE.

frequency were involved, finding the same number may be
due to other factors. However, the fact that they also needed
to reduce this component is probably meaningful and would
suggest that the self-broadening component being taken too
high is a general statement. Furthermore, given the regular
behavior of the continuum, one should expect high correlation
between findings at 89 and 94 GHz. This is also supported
by recent studies based on the data from the Department
of Energy’s Atmospheric Radiation Measurement program
[10], [11]. A necessary reduction of the self-broadening compo-
nent by a factor of around 1.88 was evidenced [11] when scaling
the monochromatic radiative transfer model to approximate
the Rosenkranz continuum. Even if our finding is qualitatively
consistent with those recent studies, caution is advised when
comparing the exact numbers found as different frequencies are
involved and the models used are not totally identical.

When the dispersion is lowered using the lidar measurement
as a reference, it also increases the consistency with AMSR-E
wind speed retrieval. There is a well-defined relationship
between CloudSat normalized scattering cross section (cor-
rected from water vapor absorption) and AMSR-E wind speed
[1], [16]. This relationship allows one to retrieve an equivalent
normalized scattering cross section σobs,AMSR (function of
wind speed WAMSR)

σobs,AMSR = f(WAMSR). (12)

It is then possible to study the latitudinal variations of the
ratio of the observed radar normalized cross section σobs to
σobs,AMSR. We retrieved this relationship at global scale for
the same month of data (nighttime) that we used for the
dispersion analysis. The results reported in Fig. 9 show a
latitudinal variation of around 10% in mid-latitudes (50◦ S and
50◦ N) and around 20% around the Intertropical Convergence
Zone (ITCZ) level at 5◦ N when using MPM85/GAMSRE.
Using EMPIRIMA/GAMSRE shows a much stable behavior,
reducing the difference in the tropics where much of the water
vapor is observed (the latitude of the IWVP peak in August is
corresponding to the ITCZ latitude). Some residual variations
are observed but can be well explained by the expected error of
AMSR-E wind speed (0.86 m/s).

This suggests consistency between our approach of using
optical wavelength as a reference and the wind speed product
retrieved by AMSR-E.
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Overall, the difference between the maximum and minimum
dispersion of this study (MPM85/GMODIR and EMPIRIMA/
GAMSRE corrections) is 30% in terms of bias, and it is 78%
in terms of IQR. Although the error bar differences in the water
vapor retrieval between MODIS and AMSR-E are significant
(assuming a mean content of 25 kg/m2, the errors in IWVP
coming from AMSR-E and MODIS are 2% and 16%, respec-
tively), the choice of the atmospheric models is also critical to
reduce the dispersion.

This work allows a precise error characterization of our
optical thickness retrieval [15], [16]. When correcting CloudSat
with EMPIRIMA/GAMSRE and using the full resolution (lidar
shot to shot) of the data, the data dispersion corresponds to an
error bar in an optical depth of 0.058 for nighttime measure-
ment. Error bar has to be understood in the usual sense of the
standard deviation of the Gaussian distribution (divided by two
for optical thickness [16]) with the same IQR as retrieved in
Table I. No water vapor correction leads to an error bar of 0.149.
The improvement due to water vapor correction is then 0.09 in
terms of optical depth error, which is quite significant. For our
optical depth retrieval, this number is a good estimation of the
expected error, as a global bias can be easily corrected. Indeed,
the clearest conditions should have an aerosol optical depth
close to zero and cannot be negative, which offers a guidance
to correct any global bias. Performing an average of the data
lowers this dispersion. When we perform a 5-km average of
CALIPSO and CloudSat data, the error bar is expected to
reduce to 0.015. During daytime, the error is higher because
lidar calibration variations and increased noise should be added
to this number and the expected error on optical depth due to
data dispersion (shot to shot) is increased to 0.059.

IV. CONCLUSION

A combination of optical (lidar) and microwave (CloudSat/
AMSR-E) instruments has been used to check water vapor
correction. We have created an empirical model allowing us
to minimize the dispersion of CALIPSO/CloudSat collocated
ocean surface observations. The dispersion is further reduced
when AMSR-E water vapor retrieval is used as a constraint
for GMAO water vapor profile. We identify here two models
allowing us to optimize retrievals in which we are proposing to
use a new empirical derivation (EMPIRIMA) over a reduced
model (LIROS∗). Our result on the parameterization change
of self-broadening contribution is consistent to what has been
derived by the AMSR-E science team for lower frequencies.

The results of this study are significant for the assessment
of the overall calibration of the CloudSat radar instrument and
all the retrievals obtained from the CPR measurements. From
a CALIPSO perspective, as this study opens the way for a
totally new domain of application for a space backscatter lidar,
it would be premature to try to predict the whole extent and the
exact specifics of its implications.

In terms of general perspectives, we have identified an
important potential of the synergetic A-train observations to
critically analyze the contribution of water vapor continuum
in the 3-mm wavelength domain. As the A-train is performing
measurements in the whole possible range of temperature and

pressure observed on earth, it is a useful tool to characterize
model accuracy. One further aspect that is worth considering
pertains to the use of these models into radiative transfer
calculations and retrievals from passive sensors: As shown in
Fig. 1, the conclusions drawn in this analysis for 94 GHz appear
to have relevance also for 89- and 85-GHz passive channels
given the high correlation across the frequencies. While such
analysis is beyond the scope of this paper, we envision that the
findings described here should be considered also within that
context.

APPENDIX A
PARAMETERS OF THE MPM

To facilitate future utilization of the EMPIRIMA model, we
are providing it hereinafter in the same formalism as [4]. As
only absorption has been studied, only the part contributing to
the imaginary refractive index will be described.

The attenuation α (in decibels per kilometer) is equal to

α = 0.1820N ′ν + αMa + αEMPIRIMA. (A1)

N ′ is the imaginary part of the refractive index N whose
derivation is coming from the model in [4]. It contains the
following parameterization for the foreign-broadened water
vapor continuum [27]. ν is the radar frequency (in gigahertz).

αMa = 1.5915× 10−9e · p · θ4.982ν2.059 (A2)

where the dry air pressure p, the partial pressure of water
vapor e, and the reciprocal temperature θ = 300/T (T being
the temperature in kelvins) are used. We are using the following
expression for the self-broadened continuum (half the parame-
terization in [25] once the line shape difference has been taken
into account)

αEMPIRIMA = ν2θ3Cse
2 (A3)

Cs =3.783× 10−8θ4.5. (A4)

The part of N containing an imaginary part can be expressed
as (we want to stress again that the real nondispersive term is
not included in this expression)

N = Nn +
∑

SO2
FO2

+
∑

SH2OFH2O. (A5)

It is the summation of the different-spectral-line contribution
and the nonresonant oxygen term contribution Nn.

For O2 and H2O, the line strengths are respectively

SO2
=

a1
νk

pθ3 exp (a2(1− θ)) (A6)

SH2O =
b1
νk

eθ3.5 exp (b2(1− θ)) . (A7)

Those line strengths are weighted by the following shape func-
tion (Van Vleck–Weisskopf):

FO2
= ν

[
(1− iΔO2

)

νk − ν − iΓO2

− 1 + iΔO2

νk + ν + iΓO2

]
(A8)

FH2O = ν

[
1

νk − ν − iΓH2O
− 1

νk + ν + iΓH2O

]
. (A9)
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TABLE V
SPECTROSCOPIC COEFFICIENTS OF O2 LINES IN AIR (LIEBE 93 REFERRED TO HERE AS MPM 93)

See Table V and Table VI for the central frequency νk value.
The width Γ and overlap Δ expressions are as follows:

ΓO2
= a310

−3(pθa4 + 1.1eθ) (A10)

ΔO2
=(a5 + a6θ)pθ

0.8 (A11)

ΓH2O = b310
−3(b4eθ

b6 + pθb5). (A12)

The nonresonant oxygen term contribution Nn can then be
expressed as

Nn = S0F0 + iSnFn. (A13)

It contains the nonresonant O2 spectra parameters

S0 =6.14× 10−5pθ2 (A14)

F0 = − ν

ν + iΓ0
(A15)

where the relaxation frequency is

Γ0 = 0.56× 10−3(p+ e)θ0.8. (A16)

Moreover, the pressure-induced N2 absorption parameters are

Fn =
ν

1 + 1.9× 10−5ν1.5
(A17)

Sn =1.40× 10−12p2θ3.5. (A18)
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TABLE VI
SPECTROSCOPIC COEFFICIENTS OF H2O LINES IN AIR (LIEBE 93)

APPENDIX B
NOTE ON THE DETERMINATION OF THE SATURATION

WATER VAPOR PRESSURE

The different versions of the MPM [3], [4] are using different
formulations to calculate the saturation water vapor pressure
eS and translate the relative humidity to water vapor partial
pressure. The associated equations are for MPM85

eS =
103

41.51
θ510−(9.834θ−10) (B1)

and for MPM93

eS = 2.408.1011θ5 exp(−22.644θ). (B2)

eS is expressed in hectopascals. Even if the different for-
mulations give close results, it introduces small differences
between the models that may slightly affect the comparison,
and we replaced the previous expressions by the Bolton formula
for all models to retrieve the saturation water vapor pressure. Its
expression as a function of the temperature TC in Celsius is

eS = 6.112 exp

(
17.67TC

TC + 243.5

)
. (B3)

Fig. 10. Relative error of saturation water vapor pressure eS between the
formulations of Bolton, MPM85, and MPM93 as a function of the reciprocal
temperature θ.

The relative difference of water vapor saturation pressure as
a function of reciprocal temperature between Bolton, MPM85,
and MPM93 formulas is shown in Fig. 10.

Different formulations exist in the literature to retrieve eS .
Among them, we can cite the one by Murphy and Koop [32]

eS=10−2 exp

⎛
⎜⎜⎜⎜⎝

54.842763− 6763.22
T

−4.21 ln(T) + 0.000367T

+tanh[0.0415(T−218.8)]

⎛
⎝53.878− 1331.22

T
−9.44523 ln(T )
+0.014025T

⎞
⎠

⎞
⎟⎟⎟⎟⎠

(B4)
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log10 eS =

⎛
⎜⎝

10.79574
(
1− 273.16

T

)
− 5.02800 log10

T
273.16

+1.50475.10−4
[
1− 108.2969(1−

T
273.16 ) − 0.42873.10−3

{
1− 104.76955(1−

273.16
T )

}]
+0.78614

⎞
⎟⎠ (B5)

or the one by Goff and Gratch [33] as in [34], which is recom-
mended by the World Meteorological Organization, given by
(B5), shown at the top of the page.

We tested formulations (B3)–(B5) for one of the versions of
the MPM [LIROS∗] with no change in the final dispersion. This
suggests that the difference of dispersion induced by changing
the water vapor saturation formulation is small and beyond the
scope of this study. Therefore, adopting the Bolton formula is
not considered an issue.
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