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Abstract—Coating defect detection is a critical as-

pect of ensuring product quality in the manufacturing 
process. However, due to the variety of coating de-
fects and the complex detection background in actual 
production, detecting these defects can be challeng-
ing. To improve the accuracy and robustness of coat-
ing defect detection, a coating defect detection 
method based on data augmentation and network op-
timization design is proposed. First, a feature image 
random adaptive weighted mapping (FIRAWM) strat-
egy is proposed, considering the prior accuracy, 
quantity and context information of each category. Then, several improvements are made to the YOLOv5 network. 
Specifically, to mitigate the aliasing effects and enhance feature richness during the feature fusion process, an addi-
tional detection layer is added, and the coordinate attention module and the adaptively spatial feature fusion (ASFF) 
module are introduced. Finally, ablation and comparison experiments are performed to demonstrate the effectiveness 
of the proposed method. The results show that the method achieves a 96.7 mAP50 with a processing speed of 61 FPS on 
the coating defect dataset, outperforming other popular detectors. Furthermore, the method is versatile and can be 
applied to detection tasks in various scenarios.  
 

Index Terms—Coating defect detection, data augmentation, object detection, network optimization design.  
 

 

I. INTRODUCTION 

PRAYING refers to covering the coating on the surface of 
an object. The main functions of these coatings have three 

aspects: 1) Protecting objects from being eroded by light, water 
and other media, and prolonging their service life; 2) Enhanc-
ing the color and luster of the object surface; 3) The surface of 
the object is sprayed with special patterns, which can achieve 
the effect of camouflage and so on. However, due to the factors 
such as the environment of the spraying workshop, the propor-
tion of coating, the coating process and the improper operation 
of workers, inevitable defects may occur in the spraying pro-
cess, so it is necessary to detect the coating defects.  

Due to the randomness of coating defects, and the charac-
teristics of coating defects such as multiple types, different 
shapes and sizes, limited total quantity, and uneven distribution 
and similar characteristics of some defects, it becomes difficult 
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in the actual detection process. For coating defect detection, the 
traditional manual detection has some shortcomings, such as 
low efficiency, poor real-time performance, easy to be affected 
by subjective factors, and inability to meet the requirements of 
the modern mass production line for product quality and effi-
ciency. Machine vision offers many advantages such as high 
efficiency, good stability, and superior detection accuracy. As a 
result, manual detection is gradually replaced by coating defect 
detection based on machine vision, which is becoming the 
mainstream method in the field of defect detection [1], [2]. 
According to different image processing and defect detection 
methods, it can be divided into traditional machine vision al-
gorithms and machine vision algorithms based on deep learning. 
Rapid progress has been made in developing a variety of 
methods for detecting coating defects. Refs. [3], [4] and other 
scholars have studied coating defect detection methods based 
on traditional machine vision, mainly by preprocessing the 
image to alleviate the interference of background noise, and 
manually designing Gabor filters, Scale-invariant feature 
transform (SIFT) and other feature extraction operators to ex-
tract defect features according to the characteristics of defects. 
Finally, Support Vector Machine (SVM), K-Nearest-Neighbor 
(KNN), Random Forest (RF) and other classifiers are used to 
classify the defect features. Although traditional machine vi-
sion can detect coating defects to a certain extent, its feature 
extraction operator design is complex and susceptible to inter-
ference from external factors. The robustness of traditional 
machine vision is poor in dynamically changing complex 
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scenes, making it suitable only for simple coating detection in 
some specific environments. The method based on deep 
learning can use massive data to extract rich features of the 
same target to complete network training, and the accuracy and 
robustness of the algorithm are better. Therefore, the algo-
rithms based on deep learning have been gradually applied to 
coating defect detection. 

For a deep learning algorithm, the performance of a network 
depends not only on its structure but also on the size, feature 
diversity and distribution of its training dataset [5], [6]. How-
ever, it is expensive and difficult to collect a large number of 
defect samples in natural scenes, and due to the inherent char-
acteristics of coating defects, some advanced data augmenta-
tion algorithms [7]–[9] are not suitable. Therefore, some tradi-
tional data augmentation methods, such as flipping, rotating, 
scaling, and so on, are often used in coating defect detection. 
Some researchers have paid more attention to optimizing and 
designing the network architecture. In [10], Chen et al. pro-
posed a method for detecting surface coating defects of alu-
minum alloy based on deep learning, and improved Faster 
R-CNN as follows: 1) The Feature Pyramid Network (FPN) is 
used to realize the fusion of low-level location information and 
high-level semantic information to improve the detection abil-
ity of the network for small objects; 2) Add Deformable Con-
volutional Networks (DCN); 3) Optimize the training process 
with data augmentation techniques. Experimental results show 
that the method has excellent performance compared with other 
methods. Wen et al. proposed a new method for semiconductor 
surface coating defect detection based on a deep Convolution 
Neural Network in [11]. First, a novel FPN with Dilated Con-
volution is used to extract features, and then the generated 
feature map is fed into the Region Proposal Network (RPN) to 
generate candidate regions. Finally, the candidate regions are 
used as input to the Deep Multibranches Neural Network 
(DMBNN) to accurately classify and segment coating defects. 
Aiming at the problem that existing deep learning algorithms 
are insufficient in detecting some small and complex defect 
objects, Zhao et al. carried out a series of improvement 
measures on Faster R-CNN, and reconstructed the structure of 
Faster R-CNN network by using multi-scale feature fusion and 
Deformable Convolutional Networks in [12]. These improved 
the accuracy of detecting small defects on the steel surface and 
provide a reference for automatic defect detection of the coat-
ing. To balance the speed and accuracy of the coating defect 
detection algorithm, some researchers also studied the 
one-stage algorithm [13]. Many studies have proven that the 
coating defect detection method based on deep learning can 
achieve better results than the traditional machine vision. With 
the development of the deep learning algorithm and the im-
provement of hardware performance, the deep learning algo-
rithm can be deployed on edge devices for real-time detection.  

A coating defect detection method based on data augmenta-
tion and network optimization design is proposed in this paper. 
First, a coating defect dataset is constructed according to the 
causes of some coating defects. Then, a novel data augmenta-
tion strategy is proposed to improve the quality of the coating 
defect dataset and to compensate for the inadequacy of existing 
data augmentation methods in the coating defect dataset. Fi-
nally, a deep learning network for coating defect detection is 
designed by improving the YOLOv5 network. To verify the 

effectiveness of the proposed method, ablation and comparison 
experiments are performed on the coating defect dataset and 
other publicly available datasets. The results demonstrated that 
the proposed method can not only improve the accuracy of 
coating defect detection, but also achieve good performance in 
other detection tasks. In summary, the contributions of this 
paper are as follows.  

1) A coating defect dataset with several typical defects is 
collected by controlling the proportion of the coating and 
spraying process.  

2) For the coating defect dataset, a FIRAWM strategy based 
on the prior accuracy, quantity, and context information of 
each category is proposed, which improves the quality of 
the coating defect dataset and the detection performance of 
the network. This strategy is also effective for other detec-
tion tasks. 

3) By optimizing the YOLOv5 network, a novel network for 
coating defect detection is designed. The network im-
proves the accuracy and robustness of coating defect de-
tection and is superior to other popular detectors.  

The remainder of this paper is organized as follows. In Sec-
tion II, the details and implementation of the proposed coating 
defect detection method are described, including the design of a 
novel data augmentation strategy and the improvement of the 
network architecture. In Section III, the experimental results 
and comparison with various advanced methods are presented. 
Finally, this study is concluded in Section IV.   

II. METHOD  

For the task of coating defect detection, the main difficulties 
include: 1) The amount of actual coating defect sample data is 
small and difficult to collect; 2) Exposed to the natural envi-
ronment, light is easily reflected, and the background is complex 
and varied; 3) The morphological differences between the 
samples are large, and the number of each category is seriously 
unbalanced; 4) There are a large number of small objects, and 
they are densely clustered. These difficulties seriously hinder 
the further improvement of network detection accuracy and 
generalization. Therefore, this paper presents a unified solution 
for coating defect detection tasks based on the deep learning 
method. Since the accuracy and efficiency of coating defect 
detection based on deep learning mainly depend on the quality 
of datasets and the performance of networks, the study is 
mainly carried out from three aspects: coating defect dataset, 

Orange peel Sagging Scratches

Poor particles Shrinkage holes Bubbles

 
Fig. 1.  Common coating defect categories. 
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data augmentation strategy, and network optimization design. 
The specific contents are as follows.  

A. Construction of the Coating Defect Dataset  

Coating defect is one of the common appearance defects in 
industrial production, which plays an important role in the 
appearance and performance of products. Coating defects may 
be caused by equipment wear, the proportion of coating, oil 
pollution, the production environment, and improper operation 
of workers. Common coating defects include orange peel, 
sagging, scratches, poor particles, shrinkage holes, and bubbles, 
as shown in Fig. 1.  

Some coating defects have obvious characteristics and are 
relatively easy to detect for the deep learning algorithm, this 
paper selects scratches, poor particles, and shrinkage holes as 
the detection objects, which are common but difficult to detect. 
Fig. 2 shows the production process of the entire coating defect 
dataset. First, a large amount of relevant coating literature is 
reviewed, such as spraying technology, and visited some 
spraying factories for investigation. Then, the causes of coating 
defects are analyzed, and produced coating defect samples by 
controlling the industrial environment, the spraying process, 
and other factors. Finally, the defect samples are collected 
using the image acquisition equipment, and the coating defect 
dataset is completed by manually labeling the samples. 1115 
defect images are collected from the actual scene, and each 
image contains a large number of different defect types. Ac-
cording to the statistics, there are 3257 scratches, 3567 poor 
particles, and 2231 shrinkage holes. 

B. Design of the Data Augmentation Strategy  

Data augmentation is one of the core tasks of deep learning. 
It mainly expands and enriches the original dataset through 
various data transformation methods. The purpose is to provide 
more feature diversity in the network training process to reduce 
over-fitting and improve network generalization. Existing data 
augmentation methods can be divided into three categories [14], 
[15]: model-free, model-based, and optimizing policy-based. 
Model-free methods use image processing and mixed images 
[16]–[18], etc. Model-based methods need to generate new 
images according to the training model [19]–[21], etc. Opti-

mizing policy-based methods aim to find the optimal operation 
or its combination in the parameter search space [22], etc. For 
practical tasks, the model-based and optimizing policy-based 
methods will introduce a lot of computational overhead and has 
high hardware requirements, so it is not suitable for coating 
defect detection tasks. In model-free data augmentation meth-
ods, CutMix [7], GridMask [8], and MixUp [9] are currently 
advanced data augmentation methods. However, due to the 
inherent characteristics (some of the defect features are tiny and 
slender) of coating defects, when using these data augmentation 
methods, some tiny coating defects may be occluded, and may 
also result in partial scratch features and bounding boxes re-
gression precision loss. Therefore, they are not suitable for 
coating defect detection. To improve the quality and diversity 
of the dataset, and to compensate for the shortcomings of ex-
isting data augmentation methods in the coating defect dataset, 
operations combining various image transformations are con-
sidered to achieve the following goals: 1) Reduce the correla-
tion between images before and after data augmentation to 
provide more feature diversity and reduce over-fitting during 
network training; 2) The number of different defect types can 
be dynamically adjusted to solve the problem of small sample 
size and uneven distribution of the coating defect dataset; 3) 
The merged image does not lose features and bounding boxes 
regression accuracy. Inspired by [23]–[25], a novel data aug-
mentation strategy is proposed, referred to as FIRAWM. Fig. 3 
shows the working flowchart of the algorithm, and its specific 
content is as follows. 

1) Make Feature Image Database: First the prepared 
coating defect dataset is divided into pre-training set and test set 
by 7:3, then the categories of the pre-training set are counted 
and folders corresponding to each category are created. Finally, 
the feature images in the pre-training set are clipped according 
to the annotation information, and stored in the corresponding 
folders to build the coating defect feature image database. 

2) Adaptive Random Sampling: In practical tasks, it is 
common for some datasets to have class-imbalance, and how to 
alleviate the problem of class-imbalance is a challenge. The 
existing data augmentation usually adopts the expansion of the 
number of classes to achieve the purpose of balancing the 
number of classes. These methods usually have certain ran-
domness and uncertainty, and the recognition accuracy of some 
categories with a small amount of data is not necessarily low. 
The recognition accuracy of the network to the samples is re-
lated to the number of samples, feature complexity, background 
environment, and other factors, while the single consideration 
of balancing the number of classes in data augmentation is 
suboptimal. Compared with other data augmentation methods, 
we take the prior accuracy, quantity, and context information of 
each category in the image as one of the guiding principles for 
data augmentation. 

 The current pre-training set for each category is 
characterized by the small amount of data, the imbalanced 
proportion and the dense aggregation of small objects. 
Therefore, to compensate for the shortcomings of existing data 
augmentation methods, the sample distribution in the actual 
scene is simulated, considering the prior accuracy, quantity, 
and shape size of each category comprehensively. The specific 
implementation procedure is described below. 

Cause analysis of defect

Manual spraying 
and fabrication defects

Defect sample 
acquisition

The sample label

Coating defect dataset

 
Fig. 2.  Manufacturing process of coating defect dataset. 
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(1). Step 1: [24] and [25] have confirmed that for the visual 
system, some objects that are difficult to detect can be identi-
fied by their context information, and it is useful for the system 
to consider the context information around the object during 
detection. Assuming that img0 is the original image that needs 
to be augmented, where the background environment and the 
features (feature category and feature quantity) need to be 
analyzed, and filter some feature images that should not exist in 
a particular environment through the existing categories in 
img0 (for example, in the scene of the living room of a house, 
there should be no airplanes and trains in real life), so that the 
content of the data augmentation conforms to the actual situa-
tion. 

(2). Step 2: The YOLOv5 network is used as the baseline, 
taking the pre-training set as the training data, and the test set 

for testing, and the recognition accuracy of each coating defect 
category is obtained under the mAP50 metrics. 

(3). Step 3: The categories in img0 are denoted as c = [c1, 
c2, …, cn] and the pre-training accuracy of each category is 

1[ ]n
i iP p  , the number of FeaImgs of each corresponding 

feature images randomly selected from the feature image da-
tabase is determined as 

1

(1 )

(1 )

i
i n

i
i

v p
s m

p


 
 


                             (1) 

where n is the total number of categories, v is the hyperparam-
eter, m is the total number of feature images contained in img0, 
and the number of categories can be dynamically adjusted to 
enrich the number of specific categories. 
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Fig. 3.  Operating principle of FIRAWM algorithm. 
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(4). Step 4: Within a certain range of img0, randomly select 
the mapping center point Fea_cs of the feature images, perform 
Random image transformation Ⅰ transformation on img0 to 
obtain img1, then perform Random image transformation Ⅱ 
transformation on FeaImgs, and the feature images FeaImgs 
are screened by the size of Fea_cs (height and width of the 
image) and FeaImgs, and the final effective feature images 
FeaImgs and the mapping location Fea_cs are obtained. The 
details are shown in Fig. 3. 

3) Weighted Mapping Strategy for Intersection Regions: 
To better map and fuse the feature images FeaImgs and img1, 
and to solve the problems of partial features and bounding 

boxes regression precision loss in existing data augmentation 
methods, a weighted mapping strategy for the intersection 
regions of feature images is proposed. The complete process of 
the algorithm is shown in Algorithm 1, and the comparison of 
the proposed weighted mapping strategy for intersection re-
gions with other methods is presented in Fig. 4. As shown in 
Fig. 4, compared with other methods of directly mapping fea-
ture images, the steps of the proposed method are as follows: 
first extract the intersection regions and positions of feature 
images, then multiply the extracted intersection regions by 
weight factors respectively for refusion, and finally remap the 
intersection regions after weighted mapping fusion back to the 

Algorithm 1  Weighted Mapping Strategy for Intersection Regions. 

Input：img0 and corresponding labels, feature images FeaImg 
              , and mapping center point coordinates Fea_c 
1: boxes ← Calculate the annotation boxes position of FeaImg  in 

imgs0; 
2: inters ← Calculate the ratio of the intersection area of boxes and 

labels to their respective areas; 
3: if max(inters) > 0.35 then 
4: pass 
5: else 
6: Map FeaImg to img0;  // According to the boxes 
7: labels ← Add boxes to labels; 
8: for s  interns do 
9: if s > 0 then 

10: inter_img1, inter_img2 ← Crop out the respective images 
of the two intersection areas; 

11: fuse_img ← inter_img1  0.5 + inter_img2  0.5; 

12: Map fuse_img to img1;  

13: Output: img1, labels 

 
 
Fig. 4.  Comparison of effect before and after improvement. 
 

 
 
Fig. 5.  Implementation process of FIRAWM algorithm. 
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original image according to the position information. The 
proposed method is more effective for coating defect data 
augmentation.  

4) Transform Combination: Random image transformation 
Ⅲ transform is performed on the mapped img1 (the detailed 
operation is shown in Fig. 3). Then, there is a 1/3 probability 
that img1 will be spliced with other images randomly selected 
from the pre-training set. The mosaic algorithm [18] is refer-
enced. First, an empty image is constructed with twice the size 
of the network input. Then, the coordinate of the splice point is 
randomly selected in the empty image, divide the empty image 
into four blocks by the x-axis and y-axis of the coordinates of 
the splice point, adjust the size of the images to be spliced, and 
randomly map them onto the four empty images. Finally, the 
mapped image is scaled and offset, and the label information is 
adjusted to obtain a new image img1 and label labels. The 
entire transformation process of the FIRAWM algorithm is 
illustrated in Fig. 5. 

5) Data Analysis: After processing by the FIRAWM al-
gorithm, 780 images in the pre-training set are expanded to 
1400 images. Statistical analysis is performed on the expanded 
coating defect dataset, and the results are shown in Fig. 6.  

In summary, compared with the existing data augmentation 
methods, the proposed FIRAWM algorithm has the following 
advantages: 1) It can be seen from Fig. 5 that the image after the 
FIRAWM algorithm has little correlation with the original im-
age; 2) According to the actual needs, the hyperparameters and 
functions can be dynamically adjusted to enrich the number of 
feature images and avoid the phenomenon of network 
over-fitting; 3) Compared with other copy-paste data augmen-
tation methods, the proposed method solves the problems such 
as class-imbalance, partial features and bounding boxes re-
gression precision loss in the existing data augmentation 
methods, and achieves a better feature fusion effect. Its exper-
imental verification is shown in the experimental section below. 

C. Optimization Design of the network 

In recent years, the methods based on deep learning have 
been introduced to defect detection tasks and have achieved 
satisfactory results. The YOLOv5 network has been widely 
used in various object detection tasks due to its fast recognition 
speed, high detection accuracy, and easy deployment [26], [27]. 
However, for the complex task of coating defect detection, it is 
difficult to achieve satisfactory results with a simple applica-
tion. To compensate for the deficiency of the YOLOv5 network 
in detecting some coating defect features and to further improve 
the accuracy and robustness of the coating defect detection 
system, this paper improves the YOLOv5 network and pro-
poses a coating defect detection network, referred to as 
AFC-YOLO. 

The YOLOv5 network is a universal and effective object 
detector of the YOLO series. Its network architecture is mainly 
divided into three parts: backbone, neck, and head. The back-
bone is primarily composed of CSP and CBS modules, and the 
feature information in the image is extracted through the 
CSPDarknet53 network [18]. The neck adopts the Path Ag-
gregation Network (PANet) [28] to fuse the features of differ-
ent feature layers extracted from the backbone so that the fea-
tures learned by the network have more diverse and richer 
semantic expression ability. The head mainly predicts the cat-

egory and position of the object for the output feature layer in 
the neck. The YOLOv5 network can be divided into four pa-
rameter configurations from small to large: YOLOv5s, 
YOLOv5m, YOLOv5l and YOLOv5x. Considering the algo-
rithm deployment and the requirement of detection speed, this 
paper improves the YOLOv5s according to the characteristics 
of coating defects, such as large morphological differences 
among defects, many small objects, dense aggregation, and so 
on. The improved network structure is shown in Fig. 7, and the 
details are as follows.   

1) Add an Additional Detection Layer: By examining the 
coating defect dataset, it is found that it contains many ex-
tremely small objects that are densely clustered together. Due 
to the characteristics of the network structure, the detailed 
features of small objects are lost after being processed by each 
layer of the convolutional backbone network. In the existing 
research on improving the detection ability of small objects, 
some researchers [29]-[31] have proved that the high-resolution 
feature map at the bottom of the network contains more detailed 
features, which is beneficial for the detection of small objects. 
Therefore, an additional high-resolution detection layer is 
added to preserve more detailed features of small objects and 
mitigate the negative effects caused by violent changes in ob-
ject scale. As shown in Fig. 7, in order to improve the ability of 
the network to detect small objects, the neck and head struc-
tures of the YOLOv5 network are improved. Operations such 
as convolution and upsampling are performed to extend the 
neck, and the generated 160×160 high-resolution feature map is 
fused with CSP1_1 in the backbone, so that the fused feature 
map contains richly detailed features and semantic information, 
and serves as an additional detection layer. The Anchor size of 
the add additional detection layer is set to [5, 7; 9, 11; 8, 12] by 
the clustering algorithm, which makes the network more sen-
sitive to microcoating defects. The final output sizes of feature 
map for the four detection heads are 20×20×24, 40×40×24, 
80×80×24 and 160×160×24, respectively. The channel size 
includes the predicted bounding box information: defect cate-
gory, bounding box coordinates and confidence value. Differ-
ent scale detection layers can reduce the adverse impact caused 
by large scale variance of coating defects. Adding an additional 
detection layer increases the computational and memory cost. 
However, the performance of small object detection is greatly 
improved. 
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Fig. 6.  Visual analysis of the coating defect dataset. (a) Quantity 
statistics of different defect categories, and (b) location distribution of 
defect features in the images.  
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2) Introduce the Coordinate Attention Module: 
Cross-scale fusion is widely used to improve the performance 
of object detection networks. However, due to the semantic 
differences between feature layers of different scales, the pro-
cess of cross-scale fusion between different feature layers will 
cause the aliasing effect, and the fused feature map will contain 
a large amount of background noise and redundant features, 
which interfere with the recognition and localization tasks. To 
deal with the negative effects of feature fusion, researchers 
[32]-[36] have designed various types of attention mechanisms 
to make the network pay more attention to extracting useful 
features by establishing the spatial and channel interdepend-
ence of different features. Many studies have shown that the 
appropriate addition of attention mechanism can significantly 
improve the performance of the network.  

The coordinate attention module [32] is an advanced atten-
tion mechanism. It decomposes channel attention into two 
one-dimensional feature coding processes. It captures the 
long-range dependency along one spatial direction while 
maintaining accurate positional information along the other 
spatial direction. Its structure is shown in Fig. 8. In particular, 
the coordinate attention module uses two spatial extents of the 
average pooling kernel (1, W) and (H, 1) to encode each 
channel along the horizontal and vertical coordinates, respec-
tively, when given the input X. Therefore, the output of the c-th 
channel of width w can be determined as 

0

1
( ) ( , )w

c c
j H

z w x j w
H  

                             (2) 

Likewise, the output of the c-th channel of height h can be 
determined as 

0

1
( ) ( , )h

c c
i W

z h x h i
W  

                              (3) 

Equations (2) and (3) aggregate features along two spatial 
directions, resulting in two directional feature maps that not 
only achieve a global receptive field but also encode precise 
position information. Then, the feature maps of the two spatial 
directions are concatenated and sent to the shared 1  1 con-
volution transform function F1, resulting in 

  1f ,z zh wF                                (4) 
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Fig. 7.  Structure of the AFC-YOLO network. 
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Fig. 8.  Structure of the coordinate attention module. 
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Where / ( )f C r H W  is the intermediate feature map that 
encodes horizontal and vertical spatial information, δ is a 
non-linear activation function and r is the scaling ratio for 
module size control. Then, the coordinate attention module 

splits f into two independent tensors /f C r Ww  and 
/f h C r H along the spatial dimension. In addition, two 1  1 

convolution transformations and Sigmoid activation functions 

are used to transform f h and f w into tensors with the same 
number of channels as input X. 

Because the coordinate attention module aggregates features 
along two spatial directions and encodes location information 
into channel attention, its performance is superior to other 
attention modules, and there is almost no computational cost. 
Therefore, the coordinate attention module is integrated into the 
YOLOv5 network. As shown in Fig. 7, to mitigate the negative 
impact of the aliasing effect caused by the fusion of feature 
maps in the backbone and neck, this paper decides to insert a 
coordinate attention module after the connection of the back-
bone and neck features. A properly integrated lightweight co-
ordinate attention module in the YOLOv5 network is beneficial 
for the network to locate objects of interest more accurately, 
thus achieving a balance between detection efficiency and 
performance.    

3) Introduce Adaptively Spatial Feature Fusion (ASFF) 
Module: In the existing one-stage object detection algorithms, 
to deal with the shortcomings of multi-scale changes in object 
detection, various feature fusion methods (such as FPN, PANet, 
BiFPN [37], etc.) are usually employed to fuse different reso-
lution and semantic information between different feature lev-
els to improve the feature richness. However, due to the struc-
tural characteristics of the YOLO algorithm. YOLO will per-
form detection between feature levels of different scales. The 
low-level features are suitable for detecting small objects, and 
the high-level features are suitable for detecting large objects. 
To fully utilize features and semantic information of different 
scales between different detection layers, [38] proposed the 
Adaptively Spatial Feature Fusion (ASFF) module to perform 
an adaptive weighted fusion of features between different 
scales, and achieved remarkable performance in combination 
with YOLOv3 [39]. Since the network structure of YOLOv5 is 
similar to that of YOLOv3, we have partially modified the 
ASFF module to fit into our improved YOLOv5 network. 

Specifically, the original ASFF module performs an adaptive 
weighted fusion of three detection layers. Since the improved 
YOLOv5 network has four detection layers, the current output 
layer is fused with the two nearest feature layers, taking into 
account the real-time detection speed and the effect of redun-
dant features. This corresponds to the number of fusion layers 
of the original ASFF module, as shown in Fig. 7. For the feature 
layer ASFF_l to be fused, the features of the resolution at 
ASFF_l (l ∈ {1, 2, 3, 4}) are denoted as xl. For upsampling, to 
ensure consistency in the shape of the feature, the xs is resized 
at the other ASFF_s (s ≠ l, s∈{1, 2, 3, 4}) to match the shape of 
xl, and then 1  1 convolution is used to compress the channel 
number of the feature to the same as ASFF_l. Among them, the 
2-ratio or 4-ratio upsampling process is completed by interpo-
lation. For the 1/2-ratio downsampling, we also use a 3 × 3 
convolution with a stride of 2 to change the number of channels 

and the resolution at the same time. For the 1/4-ratio 
downsampling, we do not use the max pooling layer, but use 
two 3 × 3 convolutions with a stride of 2 to preserve more 
detailed features. 

During the adaptive feature fusion phase, we denote xs l
ij
 as 

the feature vector located at position (i, j) on the feature maps 
that have been resized from ASFF_s to ASFF_l. The corre-
sponding feature fusion process of ASFF_l can be determined 
as 

1 2 3 4x xy x xl l l l l l l l l
ij ij ij ij ij ij ij ij ij               (5)                    

Where yl
ij indicates that the vector located at position (i, j) in the 

output feature maps yl between channels. l
ij , l

ij , l
ij and l

ij are 

the spatial importance weights of four feature maps at different 
levels to ASFF_l, which are defined using the Softmax function, 
and can be adaptively learned by the network. The farthest level 

from ASFF_l in l
ij , l

ij , l
ij and l

ij is 0, 1l l l l
ij ij ij ij        

and l
ij , l

ij , l
ij , l

ij ∈[0, 1].  

By adaptively aggregating feature levels of different scales 
in the improved YOLOv5, the detailed features between dif-
ferent feature layers and the semantic information of different 
scales are fully utilized, and the output {y1, y2, y3, y4} is used 
as the input of the detection layer, thus improving the detection 
ability of the network for defects of different scales.  

III. EXPERIMENT 

In this section, this paper first presents the experimental 
setup, including implementation details and evaluation metrics, 
then compare the proposed data augmentation strategy with 
other popular methods, and uses ablation studies to prove the 
effectiveness of the AFC-YOLO network. Finally, to verify the 
versatility of the proposed method, a quantitative comparison 
with other advanced networks is performed on the dataset of 
different detection tasks, and industrial online detection ex-
periments are performed on physical prototypes.   

A. Experimental Details and Evaluation Metrics 

1) Implementation Details:  Experiments are conducted on 
a Windows10 machine with Intel(R) Core (TM) i7-9700 CPU 
@ 3.00GHz, 64GB and NVIDIA GeForce RTX 3090, 24GB 
memory. All networks are based on the PyTorch deep learning 
framework and are trained from scratch to ensure a fair com-
parison. In the training phase, the network parameters are up-
dated using the SGD optimizer with a momentum of 0.937. The 
initial value of the learning rate is 0.01. The warmup strategy is 
used in the first 5 epochs and then use the cosine learning rate 
decay strategy to perform gradient descent. The batch size is set 
to 64. The datasets used are the coating defect dataset, the 
publicly available Pascal VOC dataset and the PCB dataset. 
The Pascal VOC dataset is a widely used computer vision da-
taset containing 20 different categories of objects (such as 
people, cars, cats, dogs, etc.), providing researchers with a 
standard platform for testing and comparing computer vision 
algorithms. The PCB dataset is a synthesized PCB dataset [40] 
containing 1386 images with 6 categories of defects, which is 
challenging for the detection algorithm.  
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2) Evaluation Metrics: The mAP50 is a common metric used 
to evaluate the performance of all categories. It is the average of 
all categories of AP when the IOU threshold is set to 0.5, and 
AP can be calculated as the area of the Precision × Recall curve 
with axes. Relevant metrics are defined as 

TP
P

TP FP



                (6) 

TP
R

TP FN



                (7) 

1

0
AP dPR R                  (8) 

1

1
mAP AP

m

m
mm 

               (9) 

where m is the total number of categories, AP is the evaluation 
metric of the detection accuracy of each category, P is the 
accuracy rate, R is the recall rate, TP is the number of correctly 
classified positive samples, FP is the number of incorrectly 

classified positive samples, FN is the number of falsely classi-
fied negative samples. 

B. Data Augmentation Experiment 

 To verify the effectiveness of the proposed data augmenta-
tion strategy, the YOLOv5s in the YOLOv5 network is used as 
a baseline, and a series of comparative experiments are con-
ducted on the coating defect dataset by changing the data 
augmentation method. Based on the characteristics of coating 
defects, the following popular data augmentation methods are 
selected: the proposed FIRAWM, No Data Augmentation, 
Traditional Data Augmentation, Mosaic + Traditional Data 
Augmentation. Table Ⅰ shows the experimental results. The 
proposed FIRAWM performs better than traditional data aug-
mentation methods and state-of-the-art data augmentation 
methods for coating defect detection, with an accuracy of 95.6 
mAP50. In particular, the proposed FIRAWM is 3.3 mAP50 
higher than Traditional Data Augmentation and 2.0 mAP50 
higher than Mosaic + Traditional Data Augmentation. To verify 
the universality of the proposed data augmentation strategy, 
experiments are conducted on the public Pascal VOC dataset, 
and the results are shown in Table Ⅱ. The performance of the 
FIRAWM is 0.6 mAP50 higher than the data augmentation 
method provided by the YOLOv5s. The results of the experi-
ment show that the proposed data augmentation strategy is 
successful in improving the accuracy of coating defect detec-
tion. Furthermore, it has a certain degree of universality that 
can be applied to other detection tasks.  

C. Network Optimization Design Experiment 

1) Ablation Study: According to the characteristics of 
coating defects, a series of improvements are made to the 
YOLOv5s network by adding an additional detection layer 
(denoted by H4), and introducing the coordinate attention 
module and the ASFF module. To verify the contribution of 
these modules to coating defect detection, a series of ablation 
experiments are conducted on the coating defect dataset after 
the proposed FIRAWM data augmentation strategy, and the 
experimental results are shown in Table III.  

The results from Table III show that all the improved mod-
ules contribute to the detection results, and the YOLOv5s pro-
vides a detection mAP50 of 95.6. Adding an additional detection 
layer increases the mAP50 of the YOLOv5s by 0.5 mAP50. 
Although the computational cost is increased, the ability to 
detect small defects is significantly improved. With the intro-
duction of the coordinate attention and ASFF modules, the 
AFC-YOLO achieves an accuracy of 96.7 mAP50 for coating 
defects, which is 1.1 mAP50 higher than the YOLOv5s. Despite 
sacrificing some of the detection speed of the APC-YOLO, it 
still close to the real-time detection requirement with a detec-
tion speed of 61 FPS. Then, the feature maps before and after 
the introduction of the coordinate attention module are ana-
lyzed by a heat map, as shown in Fig. 9. It can be seen that after 
the introduction of the coordinate attention module, the net-
work filters the redundant features through the attention 
mechanism. This allows the network to better locate the defec-
tive region and assign higher confidence. Fig. 10 shows the 
comparison between the YOLOv5s and the proposed network 
on the detection results of densely clustered coating defects. It 
is evident that the YOLOv5s has missed detection, while the 

TABLE I 
DATA AUGMENTATION CONTRAST EXPERIMENTS ON COATING DEFECT 

DATASET 

Methods mAP50 

No Data Augmentation + YOLOv5s 91.6 
Traditional  Data Augmentation + YOLOv5s 92.3 (+0.7) 
Mosaic + Traditional  Data Augmentation + YOLOv5s 93.6 (+2.0) 
FIRAWM + YOLOv5s 95.6 (+4.0) 

 

TABLE II 
DATA AUGMENTATION CONTRAST EXPERIMENTS ON PASCAL VOC 

DATASET 

Methods mAP50 

YOLOv5s 78 
FIRAWM + YOLOv5s 78.6 (+0.6) 

 
TABLE III 

RESULTS OF ABLATION EXPERIMENTS WITH AFC-YOLO NETWORK 

Methods FPS mAP50 

FIRAWM + YOLOv5s 91 95.6 
FIRAWM + YOLOv5s + H4 78 96.1 (+0.5) 
FIRAWM + YOLOv5s + H4 + coordinate attention 73 96.4 (+0.8) 
FIRAWM + AFC-YOLO  61 96.7 (+1.1) 

 

   
(a)                                                        (b) 

Fig. 9.  Comparison of the heat map before and after the introduction of 
the coordinate attention module. (a) Heat map without the coordinate 
attention module, and (b) heat map after the coordinate attention 
module is introduced. 
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proposed method has almost no missed and false detections, 
indicating that the proposed method achieves remarkable per-
formance in coating defect detection. Fig. 11 shows the visu-
alization of the proposed method. It can be seen that the pro-
posed method successfully detects different sizes and types of 
coating defects with high detection accuracy.  

2) Comparison of Different Methods: To further demon-
strate the advantages of the proposed AFC-YOLO on the 
coating defect dataset, a comparison with advanced networks 
such as YOLOv7 [41], YOLOv5x, YOLOv5s, YOLOv3 is 
performed on the coating defect dataset, and the state-of-the-art 
results are obtained. As shown in Table IV, the AFC-YOLO is 
0.1 mAP50 and 0.2 mAP50 higher than YOLOv5x and YOLOv7, 
respectively, but the AFC-YOLO parameters and size are much 
smaller than them, which is more suitable for deployment on 
mobile terminals. Compared to the YOLOv5s without 
FIRAWM data augmentation, the proposed method improves 
the mAP50 by 3.1, demonstrating the effectiveness of the pro-
posed data augmentation strategy and network model im-
provement. The AFC-YOLO is also 1.6 mAP50 higher than the 
industry standard YOLOv3 network. As a result, the proposed 
method outperforms some outstanding work in coating defect 
detection, achieving a balance between speed and accuracy.          

3) Robustness analysis on different detection tasks: To 
verify the versatility and effectiveness of the proposed method 
for other detection tasks, comparative experiments are per-
formed on the publicly available Pascal VOC dataset, and the 
results are shown in Table V. The results show that the pro-
posed FIRAWM data augmentation strategy improves the 
YOLOv5s by 0.6 mAP50. Using the same FIRAWM data 
augmentation strategy, the AFC-YOLO improved by 0.8 
mAP50 over the YOLOv5s to reach 79.4 mAP50. To further 
validate the robustness of the AFC-YOLO for other defect 
detection tasks, experiments are performed on the PCB dataset. 
Table VI shows that the AFC-YOLO is still 0.5 mAP50 higher 
than the YOLOv5s in other defect detection tasks. In summary, 
the experimental results on different datasets show that the 
proposed method has certain effectiveness and robustness for 
different detection tasks.   

 
 

Fig. 10.  Visual comparison of the YOLOv5s and the AFC-YOLO de-
tection results.  
 

 
 
Fig. 11.  Visualization of the AFC-YOLO network detection results. 

TABLE IV 
PERFORMANCE COMPARISON OF THE PROPOSED NETWORK WITH OTHER 

NETWORKS ON THE COATING DEFECT DATASET 

Methods 
parameters 

(M) 
FLOPs 

(G) 
Model 

(M) 
mAP50 

YOLOv5s 7.1 16.4 14 93.6 
FIRAWM + YOLOv3 62.6 154.7 122 95.1 
FIRAWM + YOLOv5s 7.1 16.4 14 95.6 
FIRAWM + YOLOv7 37.2 104.8 73 96.5 
FIRAWM + YOLOv5x 87.3 217.4 683 96.6 
FIRAWM + AFC-YOLO 18.6 44.3 36 96.7 

 

TABLE V 
THE PERFORMANCE OF THE PROPOSED METHOD IS COMPARED WITH 

OTHER ADVANCED METHODS ON PASCAL VOC DATASET 

Methods mAP50 

YOLOv5s 78 
FIRAWM + YOLOv5s 78.6 (+0.6) 
FIRAWM + AFC-YOLO 79.4 (+1.4) 

 

TABLE VI 
THE PERFORMANCE OF THE PROPOSED METHOD IS COMPARED WITH 

OTHER ADVANCED METHODS ON PCB DATASET 

Methods mAP50 

YOLOv5s 95.2 
AFC-YOLO 95.7 
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Fig. 12.  Physical prototype diagram. 
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D. Physical Prototype Experiment 

The proposed coating defect detection method is deployed 
and a physical prototype of an online defect detection experi-
ment is built, as shown in Fig. 12. The whole detection system 
is composed of hardware and software, which simulates the 
actual industrial detection environment and conditions. 80 
sheet metal parts with a mixture of different coating defects are 
prepared and manually placed on the conveyor belt for online 
detection. Through statistical analysis of the experimental data, 
it is found that in the actual dynamic detection scene, the speed 
of the conveyor belt, the change of the external lighting envi-
ronment and the parameter setting of the industrial camera will 
have different degrees of influence on the quality of the ac-
quired images, thereby affecting the detection accuracy. When 
the algorithm post-processing threshold is set to 0.4 and the 
conveyor speed is 0.36 m/s, the coating defect detection accu-
racy reached the highest 96.4%. Experimental results show that 
the proposed method has certain universality in different en-
vironments, and achieves the balance of speed and accuracy, 
which meets the requirements of practical applications.  

IV. CONCLUSION 

To improve the accuracy of coating defect detection, this 
paper analyzes the difficulties of existing coating defect detec-
tion and proposes a coating defect detection method based on 
data augmentation and network optimization design. By ana-
lyzing the causes and characteristics of coating defects, a 
coating defect dataset with practical application value is con-
structed, and a new data augmentation strategy is proposed, 
which effectively improves the quality of the dataset without 
adding additional computational overhead and cost. To further 
improve the performance of the coating defect detection algo-
rithm, this paper improves the YOLOv5 network by adding an 
additional detection layer and introducing the coordinate at-
tention module and ASFF module, and the accuracy of the 
coating defect detection reaches 96.7 mAP50. Finally, the ef-
fectiveness and versatility of the proposed method are verified 
by conducting experimental tests and comparisons with other 
advanced methods. 

In future work, the lightweight design of the network back-
bone will be considered to further improve the detection speed 
while maintaining the detection accuracy, and to combine with 
the spraying robot to repair some of the detected defects. 
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