Analyzing False Positive Source Code Vulnerabilities Using Static Analysis Tools
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Abstract— Static source code analysis for the detection of vulnerabilities may generate a huge amount of results making it difficult to manually verify all of them. In addition, static code analysis yields a large number of false positives. Consequently, software developers may ignore the results of static code analysis. This paper analyzes the results of static code analysis tools to identify false positive trends per tool. The novel idea is to assist developers and analysts identify the likelihood of a finding to be an actual true positive. This paper proposes an algorithm that makes use of a new critical feature, a personal identifier, which assists labeling the findings correctly as true or false. Experiments verified identification of true positives with a higher level of accuracy.
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I. INTRODUCTION

Static code analysis has been used for quite a long time to identify software vulnerabilities. Static analysis looks for security risks in source code without the need for compilation and provides a list of potential vulnerabilities. There are many open source and commercial tools used by developers or software assurance analysts to scan source code and identify vulnerabilities, and then examine the results to calculate the risk associated with each vulnerability. Static code analysis offers an overview of the security posture of the system, but there are two main limitations associated with it: First, static analysis may generate an overwhelming number of raw findings. It is quite daunting for analysts and developers to review all of them. Sometimes the developers get discouraged and choose not to review any vulnerabilities at all. Secondly, it may lack the knowledge of how data flows through the system, the dependencies and the overall software architecture. As a result, static analysis may produce a high number of false positive vulnerabilities (potential vulnerabilities identified by the static analysis tools which after human examination are deemed to be non-vulnerabilities). This paper addresses these problems and provides the following contributions:

- It analyzes, identifies, and categorizes the most common false positive types of vulnerabilities generated by several static analysis tools with a goal to identify individual tool trends. There is not a lot of information available on the type of false positives that each tool generates and researchers usually focus on one or very few languages and/or tools. We offer a comparative study of several static code analysis tools evaluated on actual software systems written in different programming languages. We limit the scope of this study solely to false positive results, due to their high number produced by static code analysis tools.

- It proposes an approach that labels static code analysis findings with a high degree of accuracy, by identifying specific important features, and describes a novel algorithm to accurately label the findings that were not manually reviewed by the analysts. In our previous work we identified the most prominent features that boost the accuracy of static code analysis [7]. In addition to those, we now include a new, yet critical feature, the personal identifier (i.e., author, source) as a catalyst in the identification of vulnerabilities.

We have identified the Stochastic Gradient Descend (SGD) algorithm [18] to be the highest performing one in classifying true and false vulnerabilities [7], and we use SGD results as a baseline to compare against our proposed algorithm results. In this study the terms vulnerabilities and findings are used interchangeably to indicate results that are produced by existing static code analysis tools.

Based on discussions with software assurance teams and developers we identified the need to use machine learning on labeling the static code analysis findings as either true or false positive.

While false negatives (findings that the static code analysis tools missed) are very important for system security, false positives can also be a direct threat with the same significance to software security. It is quite common fact that the tool findings may contain a large number of false positives and when an analyst reviews the source code to mitigate a potential vulnerability finds out that it is an actual false positive. This phenomenon occurs quite frequently and the analysts lose their trust in the tool (since it produces a lot of false positives), consequently they choose to ignore the findings. Therefore, several findings in the source code may be overlooked leaving the application vulnerable to security threats.

In addition, the number of findings is usually very high and quite overwhelming for an analyst to review all of them. When the false positives are identified and removed, the number of findings is greatly reduced, making it more
feasible for an analyst to concentrate on the fewer and actual findings, increasing the security posture of the system.

II. RELATED WORK

We categorize related work in two relevant areas on static code analysis: Research on the static analysis tools that scan and identify potential source code vulnerabilities, and research related to classification of the static code analysis vulnerability results into true and false positives.

A. Comparing Static Analysis Tools

There has been a lot of research in the area of identifying true and false positive software vulnerabilities. The related work is focused mostly on comparing tool functionality, ease of use, and type of vulnerabilities covered. Below is a list of studies related to static code analysis tools:

In [1] the authors are evaluating open source static analysis tools for Android apps. The study is focused on buffer errors, their frequency and the risk they pose to applications. The authors evaluated six open source tools. The research in [4] used realistic test cases to compare static code tools on cryptography misuse. The authors realized that the tools detect only a small percentage of cryptography misuse but they were able to identify the best tool based on usage scenarios. The researchers in [11] evaluated three static analysis tools by comparing their results, the type of vulnerabilities they identify, coverage and accuracy of findings. The study in [12] ranked 16 tools that analyze C and C++ based on specific checks related to their functionality and features. It concluded that it is difficult to make comparisons between each tool because they can be used for different situations and provide different types of information. Three tools are compared in [21] to find the best performing tool based on metrics like precision, recall and accuracy. It is concluded that a combination of all three tools provides better coverage in identifying the vulnerabilities. The authors in [27] compared the performance of three tools and the ease of use. The performance metrics include the accuracy and number of flaws detected. This study has similar results with the previous studies we examined above in [12] and [21], where it was concluded that each tool has different strengths and weaknesses, but in combination the tools provide more value and vulnerability coverage. In [35], the authors evaluated PMD, an open source tool for Java and the value it provides if it is run on source code before a peer review. That study revealed that it eliminates some of the peer review comments because it identifies the vulnerabilities in advance. An algorithm is proposed in [39] that ranks each tool based on precision, recall and confidence for each type of finding. The best performing tool result is used for the specific type of finding.

B. Predicting True and false Positive Vulnerabilities

The research in [2] uses an experimental approach to classify the vulnerabilities based on semantics. It computes a semantic signature for each vulnerability and then groups them together. In [3] several techniques are combined for static analysis (slicing, Iterative Context Extension, loop abstraction for Bounded Model Checking). In [8] thread specialization is introduced for pruning false positives of static data-race detection. In [16] we see a combined abstract interpretation and source code bounded model checking. The research in [17] proposes backward trace analysis and symbolic execution to detect vulnerabilities, taking program execution and vulnerability related paths into consideration.

The study in [19] detects and mitigates vulnerabilities and proposes specific classifiers. The authors in [20] used sensitivity analysis for feature selection and compared Artificial Neural Networks (ANN) to Support Vector Machines (SVMs) showing more accurate results by SVMs. The research in [30][31][34] uses signatures and similarity analysis to detect known vulnerabilities (CVEs) and in some cases identify new vulnerabilities. Even though they address the code reuse issue we are also exploring, we use commercial source code with not known vulnerabilities yet (CVEs). The authors in [22] utilized SPARROW as a static analysis tool and used Java open source code. A feature vector was created using Abstract Syntax Tree (AST) and the SVM classifier. The study in [23] shows how often developers use FindBugs during the development process. It identified findings important for the developers and the tool to fix, and in general offered an overview on the effect a code analyzer has in the process and the value of the final product. The authors in [32] experimented with alert patterns and ranking actionable vulnerabilities. The alerts are generated using FindBugs. The research in [33] compared 15 machine learning algorithms and identified 14 alert characteristics with high accuracy (88.97%).

III. APPROACH

A. Static Analysis Tools False Positive Trends

We performed an analysis on the trends of 10 static analysis tools. Nine are open source tools, identified by their names, and one is commercial, identified by “Commercial Tool 1.” In order to analyze the findings of the tools, we used 21 commercial software systems. These are production systems written in multiple languages and contain open source components embedded in them. Each system has an average of 2 to 3 million lines of code. We scanned the 21 software systems with the 10 static analysis tools and we collected the individual results (vulnerability findings) from the tools, which generated an average of 30,000 to 50,000 findings per software system scanned. In addition, the results were manually labeled by a team of software assurance
analysts. The vulnerabilities were labeled as either true of false positive after manual examination of the source code.

Table 1 summarizes the results: The column CWE identifies the Common Weakness and Enumeration number [9] an industry standard for software code related vulnerabilities. The column “Rule” is the CWE rule definition, “Tool Name” is the static analysis tool name, and “FP” is the number of false positives identified for each CWE number. The results are listed in decreasing order of the false positive findings. The table below does not compare the tools and their results since each tool usually scans source code written in different languages; it provides a list of the most common false positive finding per tool. The table displays only the results of each tool that had a significant number of false positive vulnerabilities, at least 50 or more. The relationship between each tool and type of vulnerability can be derived from the data gathered as shown in this table. We observe that the highest number of false positive results are generated by Commercial Tool 1 and they are related to CWE 310 (cryptographic issue). It is very common practice for the developers to use random() to generate a number and the tool will flag it as a potential vulnerability. But this may be a false positive if the random number generator is used for reasons other than cryptography. So the tool is correct in identifying random() usage but fails to detect that the number generated is not used for cryptographic reasons. Manual examination can correctly detect the above distinction and mark the finding as false positive. In addition, we examined the output results by the static analysis tools to identify the number of software systems (out of the 21 commercial software systems) that each tool generated false positive vulnerabilities, and rank them accordingly.

<table>
<thead>
<tr>
<th>FP</th>
<th>CWE</th>
<th>Rule</th>
<th>Tool Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>2103</td>
<td>310</td>
<td>Cryptographic Issue</td>
<td>Commercial Tool 1</td>
</tr>
<tr>
<td>1052</td>
<td>398</td>
<td>7PK - Code Quality</td>
<td>PHP/CodeSniffer</td>
</tr>
<tr>
<td>988</td>
<td>74</td>
<td>Injection</td>
<td>FindBugs</td>
</tr>
<tr>
<td>952</td>
<td>398</td>
<td>7PK - Code Quality</td>
<td>Pylint</td>
</tr>
<tr>
<td>745</td>
<td>398</td>
<td>7PK - Code Quality</td>
<td>PMD</td>
</tr>
<tr>
<td>423</td>
<td>255</td>
<td>Credentials Management</td>
<td>Commercial Tool 1</td>
</tr>
<tr>
<td>334</td>
<td>287</td>
<td>Authentication and Authorization</td>
<td>Commercial Tool 1</td>
</tr>
<tr>
<td>325</td>
<td>255</td>
<td>Credentials Management</td>
<td>PMD</td>
</tr>
<tr>
<td>325</td>
<td>710</td>
<td>Improper Adherence to Coding Standards</td>
<td>PMD</td>
</tr>
<tr>
<td>306</td>
<td>94</td>
<td>Code Injection</td>
<td>FindBugs</td>
</tr>
<tr>
<td>201</td>
<td>12</td>
<td>Password in Configuration File</td>
<td>Commercial Tool 1</td>
</tr>
</tbody>
</table>

Table 2 shows the number of systems with false positive findings per static analysis tool. For example, Commercial Tool 1 generated false positives in 16 out of 21 systems. Although Commercial Tool 1 has the highest number of false positives, it is important to mention that it also generated the highest number of true vulnerabilities.

In addition, the programming language the software system is written in, dictates which tools can run and generate results.

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>Number of Systems (out of 21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial Tool 1</td>
<td>16</td>
</tr>
<tr>
<td>FindBugs [13]</td>
<td>9</td>
</tr>
<tr>
<td>Cppcheck [10]</td>
<td>7</td>
</tr>
<tr>
<td>PMD [30]</td>
<td>7</td>
</tr>
<tr>
<td>PHP_CodeSniffer [29]</td>
<td>6</td>
</tr>
<tr>
<td>FxCop [14]</td>
<td>3</td>
</tr>
<tr>
<td>Pylint [31]</td>
<td>3</td>
</tr>
<tr>
<td>Brakeman [5]</td>
<td>2</td>
</tr>
<tr>
<td>Checkstyle [6]</td>
<td>2</td>
</tr>
<tr>
<td>Gendarme [15]</td>
<td>2</td>
</tr>
</tbody>
</table>
Fig. 1 illustrates a chart providing a visual presentation of the percentage of the false positive results each tool generated. Some tools identified the same findings and are displayed together. We believe the FP trends that we observed so far provide an indication of the correlation between the false positive type (CWE) and the tool that generates the false positive results. We plan to further explore the trends by examining and gathering statistics of additional datasets obtained from static code analysis results.

![Fig. 1. Number and percentage of false positive results per Tool](image)

B. Predicting True and False Positive Vulnerabilities

It is very common to identify the same type of vulnerabilities across different parts in the source code. If two vulnerabilities are found with the same author name and location, then there is a likelihood that the vulnerabilities are similar. The justification for this is that developers usually cut and paste the same code in different parts of the code base, or use the same programming techniques repeatedly. This common sense observation led us to take advantage of such information and search for vulnerabilities in the code, by adding the personal identifier (e.g., author name) as an additional set of features in a classification algorithm. In a previous work [7] we identified that the Stochastic Gradient Descend (SGD) algorithm generated the best results in classifying true positives and false positive vulnerabilities. The SGD, also known as incremental gradient descent, is a stochastic approximation of the gradient descent optimization method for minimizing an objective function that is written as a sum of differentiable functions [38].

We propose a novel algorithm called Software Assurance Personal Identifier (SAPI) as a new classifier and we compare SGD and SAPI.

In order for the comparison between the SGD and the SAPI algorithm to be more accurate we used the author information/features on both SGD and SAPI.

Below is a list of metrics we used to evaluate our results:

- **TP** = True Positive (Correctly identifying a static code analysis finding code as a True vulnerability)
- **FN** = False Negative (Not detecting a vulnerability)
- **FP** = False Positive (Falsely identifying a suspected code anomaly as a vulnerability)
- **TN** = True Negative (Truly identifying a valid code segment as a non-vulnerability)
- **TF** = True Finding (Finding that is either true positive or true negative)
- **FF** = False Finding (Finding that is either a false positive or false negative)

**Accuracy** is the percentage of the vulnerabilities that were identified correctly as either true positive or true negative. **Recall** is the percentage of true positive vulnerabilities that were identified.

**Precision** is the percentage of the vulnerabilities identified as true positive that were correct.

**F-measure** of the system is defined as the weighted harmonic mean of its precision P and recall R [36].

We utilized a set of open source tools to identify software vulnerabilities. The dataset used for this research is derived by static code analysis tools using an actual production software system, currently in use, as input. The output of the tools is a list of vulnerabilities and it is used as our input dataset, which contains the following attributes/features per vulnerability: ID, Severity, CWE, Rule, Description, Tool, Location, Path.

In order to obtain the ground truth on the dataset with the list of vulnerabilities, an independent software assurance team manually reviewed and labeled these vulnerability findings, which are used in our experiment. In this dataset, 1481 findings were manually evaluated. The majority of the findings are located in Java files. We added the personal identifier information (e.g., author or source) on each finding when applicable. Findings with no author information are identified as “No author” values. We used Random Sampling with Waikato Environment for Knowledge Analysis (WEKA) [37], and selected approximately 70% of the dataset (using Random Sampling with WEKA [37]) for training purposes. We trained the SGD classifier using our training set and then evaluated it using the remaining 30% test set and recorded the results.

In parallel we used our own SAPI classifier on the same training and testing datasets.

**B.1 Algorithm to Calculate True and False Positive Vulnerabilities**

For our calculations we used the CWE, Location (file path) and Subtype (unique identifier of the Description attribute for example method or parameter name) attributes that we identified in a previous research [7] in addition to personal identifiers.

The SAPI algorithm labels the findings as true or false using four attributes and their combinations as explained below:
• **C** is the CWE vulnerability, **S** is the CWE subtype as identified in our previous study [7], **A** is the author, **L** is the location.

• **CA** is the combination of CWE and author. We distinguish the finding based on the CWE and author or source information (personal identifier). Two findings are different, for example, if the CWE is the same but have different authors or vice versa. **CLA** is the combination of CWE and Location. We consider two findings different with the same CWE but in different location in the code.

• **CLA** is the combination of CWE, Location and Author, **CAS** is the combination of CWE, Subtype and Author

**Algorithm 1 explanation:** We calculate C probability of occurring as \( P(C) = \frac{TF}{TF+FF} \) where **TF** are the true findings (including TP and TN) and **FF** are the false findings (including the FN and FP) based on the sample training set. The same principle is used to calculate the rest of the probabilities for the selected attributes as it applies to the **S**, **L**, **A**, **CA**, **CLA**, and **CAS** probability calculations. Then we average all the above probabilities together but we utilize the **CLA** and **CAS** twice in our algorithm as a heuristic rule, based on the observation and experience in the field, that identifying the author, the type, subtype and location information in combination, it increases the possibility to correctly classify the finding. As we mentioned earlier it is very common for the author to repeat code multiple times (without the knowledge that it contains a vulnerability) since developers reuse code segments, thus, propagating the vulnerability.

Developer’s experience, knowledge, and programming style are additional factors that make the personal identifier an important attribute/feature to consider when looking at the static code analysis results and making predictions based on them. Below is the proposed algorithm. The algorithm goes through each individual vulnerability and calculates the probability of being a true positive. We use a threshold \( \Theta \) to identify a cut-off point between a true or false vulnerability, declaring anything above the threshold to be a true vulnerability. The threshold is user-defined based on expert input, dataset, experimentation, etc. Currently, the default threshold value is 0.50.

The SAPI algorithm is a heuristic approach that utilizes the four most important attributes of each vulnerability according to our research in order to classify a finding as either true or false positive. The algorithm employs the probabilities of each vulnerability attribute to be true or false positive in conjunction with different combinations of the attributes that are shown through our experiments to improve the accuracy. The combinations that contribute more significantly into the prediction are used twice in the heuristic approach. A threshold is used to differentiate the false from the true positive as explained above.

### ALGORITHM 1

**Input:** Import all Findings  
**Output:** Label Findings as True or False Positive

"Read All Findings"

1. **While Not EOF do**  
   - **Go through each finding where Ci exists where i=1,...,n,  
     j=1, ...,n and g=1,...n.**

2. **Initialize the settings k =4, a =1**  
   - "k starts at 4 because each finding has at least 4 attributes,  
     n is the number of findings, a is used to count number of time  
     the combinations of CiLjAg and CiAjSg appear."

3. **Get Ci**  
   - **While Ci exists do**  
     - ```
       Calculate Probabilities P(Ci), P(Ai), P(Li), P(CiLj), P(CiAj),  
       P(CiLjAg), P(CiAjSg)
     ```

4. **Calculate Probabilities P(Ci), P(Ai), P(Li), P(CiLj), P(CiAj), P(CiLjAg), P(CiAjSg)**

5. **"Check if the following combinations exist"**

6. **"Calculate probabilities of combinations of attributes"**

7. **begin**

8. **switch 1 do**

9. **case CiLj Exists do**

10. Calculate P(CiLj), k=k+1

11. **end**

12. **case CiAj Exists do**

13. Calculate P(CiAj), k=k+1

14. **end**

15. **case CiLjAg Exists do**

16. Calculate P(CiLjAg), k=k+1, a=a+1

17. **end**

18. **case CiAjSg Exists do**

19. Calculate P(CiAjSg), k=k+1, a=a+1

20. **end**

21. **end**

22. **SAPI(Ci)=**

23. ```
   (((P(Ci)+P(Si)+P(Li)+P(Ai)+P(CLj)+P(CiAj)+P(CiLjAg)+P(CiAjSg))/k)+P(CiLjAg)+P(CiAjSg))/a
   ```

24. **"\( \Theta \) value decided by the user"**

25. **if SAPI(Ci) >\( \Theta \) then**

26. **Finding = True Positive (Vulnerability)**

27. **else**

28. **Finding = False Positive (Non Existent Vulnerability)**

29. **end**

**B.2. Experimental Results**

We conducted a series of experiments with different values lower and higher than the default 0.50 threshold. We display the results of the 0.59 because they offer a clear view on how the results are affected when the threshold is increased. Any findings above the threshold are classified as true positive, while any findings below the threshold were labeled as false findings. In the future, users can determine the value of the threshold based on the focus of their prediction. The threshold can be increased or decreased depending on the priority given to the type of findings. For example, if the users
have a preference for more false positives, they will have to raise the threshold. If the users prefer to identify a higher percentage of true positive vulnerabilities, they will have to use a lower threshold value. As we increase the threshold, the algorithm will identify a higher number of true negative findings, and will misclassify a higher number of true positive findings.

Figure 2 compares the SGD and the SAPI algorithms for classification. It displays the precision, recall, F measure, and accuracy results we obtained using the SGD algorithm and the SAPI algorithms. We observe the F-Measure is higher using the SAPI algorithm. The accuracy is higher when \( \Theta = 0.59 \), and recall is also higher. Precision is lower compared to SGD, which means fewer false positives were identified correctly, but for software assurance purposes we prefer a higher recall which is obtained by the SAPI algorithm. These results verify that more true findings were correctly identified using our proposed algorithm.

**IV. CONCLUSIONS**

Static code analysis generates a lot of raw vulnerability findings and a significant subset of those generated are false positives. This large volume of results makes it hard, if not impossible for developers and software assurance analysts to examine all vulnerabilities. This research describes an attempt to compare static analysis tools based on the number of false positive results as prescribed by CWE type, in order to understand the connection between the tools and the false positive results in static code analysis. The observations made are based on an analysis and experiments, which offer valuable insight into the type of false positives typically generated during static code analysis.

We also designed and implemented an algorithm that identifies the false and true positive findings. The results of our experiments are very encouraging for future exploration and study. We observed a significant correlation between the personal identifier (author, source of code) and the possibility that the result is true or false. The personal identifier was added to the three attributes we identify as significant (CWE, Subtype, and Location) for true or false positive prediction in a previous study. These four attributes, fed into our SAPI algorithm, predict true or false positive vulnerabilities with a high accuracy. Experience and observations made from actual commercial setting were significant contributing factors in identifying patterns and realizing the significance of author, subtype and location in identifying potential true vulnerabilities. We estimated that our proposed approach can save a significant amount of time and resources in identifying the true vulnerabilities.
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