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ABSTRACT

Band selection (BS) algorithms are an effective means of reducing the high volume of redundant data produced by the hundreds of contiguous spectral bands of Hyperspectral images (HSI). However, BS is a feature selection optimization problem and can be a computationally intensive to solve. Compressive sensing (CS) is a new minimally lossy data reduction (DR) technique used to acquire sparse signals using global, incoherent, and random projections. This new sampling paradigm can be implemented directly in the sensor acquiring undersampled, sparse images without further compression hardware. In addition, CS can be simulated as a DR technique after an HSI has been collected. This paper proposes a new combination of CS and BS using band clustering in the compressively sensed sample domain (CSSD). The new technique exploits the incoherent CS acquisition to develop BS via a CS transform utilizing inter-band similarity matrices and hierarchical clustering. It is shown that the CS principles of the restricted isometric property (RIP) and restricted conformal property (RCP) can be exploited in the novel algorithm coined compressive sensing band clustering (CSBC) which converges to the results computed using the original data space (ODS) given a sufficient compressive sensing sampling ratio (CSSR). The experimental results show the effectiveness of CSBC over traditional BS algorithms by saving significant computational space and time while maintaining accuracy.
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1. INTRODUCTION

Hyperspectral sensors collect hundreds of discrete spectral measurements per pixel. Hyperspectral images (HSI) containing tens of thousands of pixels produce large data sets which pose challenges to detection, classification, endmember finding, and unmixing algorithms [1]–[3]. However, the narrow spectral range of the contiguous HSI bands results in highly correlated samples due to spatial and spectral locality. Therefore, the information entropy of such images is considerably lower than the data bandwidth required by the Shannon-Nyquist sampling theorem [4], [5]. As a consequence, data reduction (DR) algorithms are effective at compressing HSI. DR algorithms such as principal component analysis (PCA) [6], minimum noise fraction (MNF) [7] or independent component analysis (ICA) [8] seek an efficient lower dimensional projector which captures the salient features of the image required for further image exploitation algorithms. However, these DR approaches linearly combine the spectral and spatial dimensions of HSI which can hinder further processing. Band selection (BS) has an advantage over other DR algorithms because it does not change the semantics of the image samples which allows for HSI data processing directly on the reduced data set [9]. In addition, many exploitation algorithms have minimal performance loss when applied to the selected band subset (SBS) [10], [11]. However, BS is a feature selection optimization algorithm and can be computationally intensive. This study leverages the compressive sensing (CS) incoherent sampling to reduce the computational burden of BS algorithms with minimal effect to the SBS computed [12].

Compressive sensing is a new paradigm in the acquisition of sparse signals which captures global, incoherent, and linear projections of the true signal [13], [14]. Encoding signals using this scheme allows data sampling below the Shannon-Nyquist rate and near the signal information entropy with minimal loss of fidelity. CS can be theoretically implemented in the sensor hardware or used as a DR technique by simulating acquisition of a collected HSI. Ideally, HSI data processing
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algorithms such as BS would take advantage of compressively sensed bands directly in the undersampled form. This avoids the costly non-linear reconstruction process [15]. Prior work has been published proposing that random linear projections of pixels has little effect on target detection, band selection and classification algorithm performance [16], [17]. However, these works were limited to compressing the spectral dimension and do not address the underlying mathematical theory. In addition, the prior art did not address applications of CS to the plethora of BS algorithms or measures.

This study develops a new combination of CS and BS using hierarchical band clustering and inter-band similarity measures based on the Euclidian distance (ED) and spectral angle mapper (SAM) in the compressively sensed sample domain (CSSD) [18]. By reducing the number of samples in within each spectral band using CS, it is possible to exploit the fundamental length and angle preserving properties of CS to maintain the inter-band measurements. This allows band clustering to be performed directly on the reduced band images and compute the same SBS with considerably lower amounts of data thus decreasing computational time.

2. HYPERSPECTRAL BAND SELECTION

As detailed in Chang 2013 [1], unsupervised band selection (BS) algorithms must solve a number of sub-problems. Let the three dimensional HSI be denoted by $\mathbf{I} \in \mathbb{R}^{n_1 \times n_2 \times L}$ and $N = n_1 \times n_2$ as the size of the spatial dimension of $N$ pixels and $L$ spectral bands. Then let each band be $\mathbf{B}_i \in \mathbb{R}^{n_1 \times n_2}$ and the full band set of $L$ bands be $\Omega = \{\mathbf{B}_i\}_{i=1}^L$ and the selected band set of $p$ bands be $\hat{\Omega} = \{\mathbf{B}_j\}_{j=1}^p$. The first problem of BS algorithms is determining the cardinality $p$ of the SBS. The second problem is finding which bands to choose based on an optimality criteria. The final problem to consider is a search strategy over all the band subsets. This study sets the cost of the SBS expressed by the generic objective function $J(\hat{\Omega})$. There are $L$ choose $p$ SBS combinations resulting in a exponentially large search space of size $L!/(p!(L-p)!)$. In addition, the search space is multi-modal giving rise to more than one optimal solution. The goal of any BS algorithm is to find the optimal band subset which minimizes or maximizes the cost function as in equation (1).

$$\hat{\Omega}^* = \arg \{\max_{\Omega \in \Omega^p} J(\hat{\Omega})\}$$

A number of approaches have been used to solve the sub-problems of BS. Firstly virtual dimensionality(VD) has been well studied and used to choose the number of bands to select [19], [20]. VD estimates the number of distinct linearly-separable spectral signatures in the image which is analogous to finding the minimum number of bands to choose to preserve the separability [21]. The second problem of optimizing (1) requires implementing an optimization criteria $J(\hat{\Omega})$ to perform band prioritization and/or band decorrelation. Prioritization algorithms evaluate bands individually based on content using criteria such as variance, entropy and channel capacity. In BS it is desirable to avoid redundant band information, therefore band decorrelation uses inter-band measures to find a subset which removes redundant bands [22]. Orthogonal subspace projection as well as mutual information have been explored to solve BS using band decorrelation [23], [24]. Finally, a plethora of search strategies have been put forth in the literature [10], [25], [26].

This study utilizes VD to find the number of bands to choose, then takes advantage of band decorrelation measures which are preserved by CS of length and angle. Firstly the bands are compressively sampled and then inter-band similarity is computed. Finally, bands are clustered into similar groups with the goal of minimizing inter-band similarity.

3. COMPRESSION SENSING

3.1 Hyperspectral Compressive Intra-Band Sampling

This research takes advantage of CS in a novel manner compared to other HSI algorithms which only utilize sparsity or focus on image reconstruction optimization algorithms [27]. The HSI bands are considered sparse and the incoherent
Compressively sensing the set of $L$ HSI bands to the compressively sensed sample domain is used to reduce the band images while preserving the spectral dimension [15]. Let a band vector (BV) be formed $\text{vec}(\mathbf{b}_l) = \mathbf{b}_l = (b_{l1}, b_{l2}, ..., b_{ln})^T \in \mathbb{R}^{n \times 1}$ or a selected BV be $\text{vec}(\mathbf{b}_l) = \mathbf{b}_l$. CS can be applied to the $l^{th}$ BV via linear projection using equation (2) where $\Phi_{k_N} \in \mathbb{R}^{m_{kN} \times N}$ is used reduce the $l^{th}$ band, $\mathbf{b}_l$ of $N$ samples to $k_N < m_N \ll N$ samples [28]. Here $k_N$ is the sparsity of the $l^{th}$ band vector $\mathbf{b}_l$ and the matrix $\Phi_{k_N}$ can be used to sense any $k_N$-sparse signal.

$$\mathbf{y}_l = \Phi_{k_N} \text{vec}(\mathbf{b}_l) = \Phi_{k_N} \mathbf{b}_l$$

The design of the sampling matrix $\Phi_{k_N}$ is critical to CS. The first assumption of CS is that BVS are sparse in some domain $\|\Psi \mathbf{b}_l\|_0 < k_N$ where $\Psi$ represents the sparse transform [14]. Due to the universality of CS, the optimal domain does not need to be known prior to reconstruction [29], [30]. The second assumption of CS is that $\Phi_{k_N}$ is incoherent with $\Psi$. Incoherence is defined in (3) and it is required to be near 1 for pairs of sensing matrix column vectors $\Phi_k = [\Phi_1 | \Phi_2 | ... | \Phi_N]$ and sparse transform $\Psi = [\Psi_1 | \Psi_2 | ... | \Psi_N]$.

$$\min_{1 \leq i \neq j \leq N} \{ \Phi_i^T \Psi_j \} \approx 1$$

Incoherence must be achieved with high probability in the absence of an explicitly chosen $\Psi$. Therefore, CS generates $\Phi_{k_N}$ using a random matrix. The Gaussian distribution with normalized columns is widely-used and well-studied for this application [28]. When creating $\Phi_{k_N}$ the compressive sensing sampling rate (CSSR) defined as $m_N / N$ is a crucial parameter and given a Gaussian matrix must satisfy (4) for all bands.

$$m_N \geq 2k_N \log \left( \frac{N}{k_N} \right)$$

A typical approach to finding $m_N$ hinders on finding $k_N$ [31]. Unfortunately, finding an optimal sparse transform $\Psi$ has been shown to be a difficult problem and a new approach to finding the CSSR is given in the following section [32]. When $m_N$ is sufficiently high, two properties central to CS are preserved and can be exploited. The first is the restricted isometry property (RIP) in (5) and the second derived from the RIP, is the restricted conformal property (RCP) in (6) [33], [34]. These properties ensure that the lengths of sensed bands $\|\mathbf{b}_l\|_2^2$ are preserved and the angle between sensed bands $\theta = \angle(\mathbf{b}_l, \mathbf{b}_l')$ is approximately preserved under CS where $\alpha$ is the angle between sensed bands.

$$(1 - \delta^*) \|\mathbf{b}_l\|_2^2 \leq \|\Phi_{k_N} \mathbf{b}_l\|_2^2 \leq (1 + \delta^*) \|\mathbf{b}_l\|_2^2$$
\[
\frac{1-\delta_k}{1+\delta_k} \cos \theta \leq \cos \alpha \leq \frac{1+\delta_k}{1-\delta_k} \cos \theta
\]  

(6)  

The restricted isometric constant (RIC) \( \delta^* \) goes to zeros as the number of samples increases \( \delta_k \to 0 \) as \( m_N \to N \) [12]. The RIC does not go to zero uniformly but does so exponentially in the number of compressive samples. This demonstrates the data reduction power of CS. The RIC is defined as the minimum value which satisfies the following inequality.

\[
\| \Phi_{kN}^T \Phi_{kN} - I \|_2 \leq \delta_k
\]  

(7)  

3.2 Compressive Sensing Reconstruction

The non-linear CS reconstruction process is an optimization over the \( L_1 \)-norm of the possible solutions as denoted in (8). Two ubiquitous methods to solving this problem are basis pursuit (BP) or orthogonal matching pursuit (OMP) [35], [36]. Reconstruction decodes each sensed band one at a time. Here it is reiterated that the sparse transform \( \Psi \) is only needed for reconstruction due to universality and will not be specified this paper.

\[
(\Psi \mathbf{b}_i)^* = \arg \min_{\Psi \mathbf{b}_i} \| \Psi \mathbf{b}_i \|_1 \text{ subject to } \mathbf{y}_i = \Phi_{kN} \mathbf{b}_i
\]  

(8)  

3.3 Compressive Sensing Sampling Rate Estimation

The compressive sensing sampling rate (CSSR) denoted \( 0 \leq m_N/N \leq 1 \) is a critical design parameter of the sampling matrix \( \Phi_{kN} \in \mathcal{R}^{m \times N} \) [37]. Setting this rate too low results in poor reconstruction performance and unacceptable data loss. Setting this rate too high will lead to an inefficient implementation. Sequential CS (SCS) applications obtain samples one at a time and then test for sufficiency between each sample [38], [39]. Current research does this by performing reconstruction in line with sampling. However, reconstruction has a computational complexity of \( O(N^3) \). It is desirable to reduce this computational complexity and perform SCS with a light-weight and recursive analysis.

Each compressive sample collected is an inner product between the rows of the sampling matrix \( \Phi_{kN} = [\mathbf{\phi}_1^T, \mathbf{\phi}_2^T, \ldots, \mathbf{\phi}_m^T] \) and the BV such that \( \mathbf{y}_i = \langle \mathbf{\phi}_i, \mathbf{b}_i \rangle \) for \( 1 \leq i \leq m \). Breaking the sampling vector \( \mathbf{\phi}_i^T = \langle \phi_{1i}, \phi_{2i}, \ldots, \phi_{mi} \rangle^T \) into scalars, the inner product can be expressed as a summation of Gaussian random variables \( \phi \) and the BV components \( \mathbf{b}_i = (b_1, b_2, \ldots, b_N)^T \). Therefore the scalar components of \( \mathbf{y}_i = (y_1, y_2, \ldots, y_m)^T \) can be cast as Gaussian random variable arising from equation (9) [40].

\[
y_i = \Sigma_{j=1}^N \phi_{ij} b_j \quad \text{where } \phi_{ij} \sim N(0,1)
\]  

(9)  

With the \( y_i \sim N(0, \Sigma_{j=1}^N b_j^2) \), the information conveyed in the encoding process is preserved in the variance of the entries of \( y_i \). In order to find the dimensionality \( m_N \) of \( \mathbf{y} = (y_1, y_2, \ldots, y_m)^T \), the question becomes, how many samples are needed to estimate the Gaussian distribution of \( N(0, \Sigma_{j=1}^N b_j^2) \)? This is a density estimation problem and has been well studied [41]. While there are many techniques to solve density estimation, employing a method that is amenable to the sequential collection and computation is desired. This will minimize the work needed by the encoding process at each iteration. A simple method to determine convergence is to estimate the kurtosis \( \beta(y_1, y_2, \ldots) \) of the collected samples and then determine when the estimate converges value of 3 for excess kurtosis. Figure 2 gives an overview of the estimation method. Here using \( \hat{\beta}_i = \hat{\beta}_{i-1} + \delta_i \) is the online kurtosis estimate which relies on the recursive form of the first three moments mean, variance and, skewness. This method has a considerably lower computational complexity than reconstruction and estimates the CSSR \( \hat{m} \) efficiently in line with CS encoding.
4. HYPERSPECTRAL BAND CLUSTERING

4.1 Similarity Matrix and Hierarchical Clustering

Agglomerative hierarchical clustering begins with each band in a separate cluster $c_l = \{B_l\}$ for $1 \leq l \leq L$. Exploiting the fact that adjacent bands are highly correlated dramatically reduces the optimization problem in (1). Therefore, clustering can merge adjacent bands into larger clusters by splitting the available band range into two clusters and then recursively splitting on those clusters until the desired number of bands is achieved. The criteria used for this clustering is the average similarity between cluster members in (10) [24]. The distance measures used in this study are the Euclidean distance (ED) and the spectral angle mapper (SAM). These are chosen because they are preserved by (5) and (6) in the CSSD.

$$d(c_i, c_j) = \frac{1}{|i||j|} \sum_{B_i \in c_i} \sum_{B_j \in c_j} dist(B_i, B_j)$$

The similarity measure between all bands is depicted in figure 3 rendering all values of $dist(B_i, B_j)$ when each band is a separate cluster. These matrices suggest the clustering which exists due to the highly correlated spectral bands. The rows of the similarity matrices themselves are used when clustering as a surrogate for the bands themselves. The recursive splitting of the clusters can be visualized in a dendrogram in figure 4. The final SBS is found as the bands who are closest to the cluster centroids using Euclidean distance. The key to CSBC is that the similarity matrices are preserved due to the RIP and RCP. Therefore, CS can be used to reduce the band images using (2) and then the similarity matrices can be computed using the reduced bands.

Figure 3. Similarity matrix between bands using (a) ED and using (b) SAM
5. HYPERSONTICAL EXPERIMENT RESULTS

5.1 Real Hyperspectral Test Image

The data set used for experiment is the ubiquitous Hyperspectral Digital Imagery Collection Experiment (HYDICE) image collected using the airborne visible infrared imaging spectrometer (AVIRIS) [42]. The sensor has a spectral range of 400–2500 nm with 224 bands at 10 nm resolution. The scene was collected in August 1995 and consists of 64 x 64 pixels at 1.56 m ground spatial distance. The low SNR bands were removed consisting of 1-3 and 202-210. In addition, water vapor absorption bands 101-112 and 137-153 were removed with 169 bands remaining. The scene has a large grass field, 15 painted target panels, road and a forest left of the field. The panels are arranged in a five by three grid. The ground truth map is in Figure 5(b). The red pixels are the ground truth and the yellow pixels are the surrounding pixels. The red pixels in the first two columns are considered full pixel signatures and the third column is sub-pixel targets.

The assumption of many BS algorithms is that the inter-band correlations are high. Plotting the Pearson correlation between bands is done in figure 6(a) and shows that information redundancy is high across the spectrum. VD is used to determine the number of bands used in the experiment and is estimated to be 9 bands using the HYDICE image. The final parameter input to the CSBC algorithm is the CSSR. Using the algorithm outlined in figure 2, the CSSR is estimated to be approximately $m_N = 1024$ which was derived from the curve in figure 6(b). This leads to a CSSR of 0.25 implying only a quarter of the number of compressive samples are required to match the results using the ODS.
5.2 Preservation of Band Similarity

The key insight to CSBC is the preservation of the ED and SAM using the RIP and RCP properties of CS used to compute the distance between clusters in (10). An experiment was conducted to show the accuracy by computing the difference between the similarity matrices using the ODS and the sensed bands. Figures 7 and 8 show the absolute value of the error between the similarity matrices in the ODS and CSSD using equation (11).

\[ \varepsilon_{\text{SIM}}(i,j) = \left| \text{dist}(b_i, b_j) - \text{dist}(\Phi_k b_i, \Phi_k b_j) \right|, \quad \text{for } 1 \leq i \leq L, 1 \leq j \leq L \]  

(11)

Figure 7. Absolute error between similarity matrices using ED at increasing CSSR (a) \(m_N = 8\) (b) \(m_N = 16\), (c) \(m_N = 32\), (d) \(m_N = 64\), and (e) \(m_N = 128\)

Figure 8. Absolute error between similarity matrices using SAM at increasing CSSR (a) \(m_N = 32\) (b) \(m_N = 128\), (c) \(m_N = 256\), (d) \(m_N = 512\), and (e) \(m_N = 1024\)
To further illustrate the preservation of the distance measures of ED and SAM from Figures 7 and 8, the absolute error was aggregated using the sum in (12) and is presented in Figure 9 as the CSSR increases.

\[
\epsilon_{MSE} = \sum_{i=1}^{L_i} \sum_{j=1}^{L_j} |dist(b_i, b_j) - dist(\Phi_{K,N} b_i, \Phi_{K,N} b_j)|.
\] (12)

5.3 Hyperspectral Band Clustering Accuracy

The SBS was computed using the ODS and the data in the CSSD and the coincident band rate (CBR) was computed as shown in equation (13). This error metric is an unnormalized Tanimoto index and used to estimate the accuracy of the SBS when using CS and without [43].

\[
\epsilon_{CBR} = \left| \left( B_j \right)_{j=1}^P \cap \left( \hat{B}_j \right)_{j=1}^P \right|
\] (13)

Table 1 shows the SBS using the Euclidean distance between clusters in (10). When the CSSR is inadequate, the CBR is lower and the SBS is erroneous. As the CSSR is increased, the SBS converges to the SBS computed using the full bands. Table 2 details the SBS using the SAM as a similarity measure between clusters in (10). The same trend appears showing the converges of the SBS in the CSSD to that of the ODS. However, using the angle, the convergence is slower requiring significantly more compressive samples. This is due to the wider error bound of the RCP as compared to the RIP in (6).

Table 1. Selected band subsets results using ED at varying CSSR

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CSSR</th>
<th>CBR</th>
<th>Selected Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Band</td>
<td>N/A</td>
<td>N/A</td>
<td>8 29 54 64 66 75 79 113 146</td>
</tr>
<tr>
<td>(dist_{Euclidean})</td>
<td>8 / 4096</td>
<td>5 / 9</td>
<td>27 54 61 62 75 79 93 113 146</td>
</tr>
<tr>
<td>(dist_{Euclidean})</td>
<td>16 / 4096</td>
<td>9 / 9</td>
<td>8 29 54 64 66 75 79 113 146</td>
</tr>
<tr>
<td>(dist_{Euclidean})</td>
<td>32 / 4096</td>
<td>7 / 9</td>
<td>8 29 54 64 66 75 79 114 149</td>
</tr>
<tr>
<td>(dist_{Euclidean})</td>
<td>64 / 4096</td>
<td>9 / 9</td>
<td>8 29 54 64 66 75 79 113 146</td>
</tr>
<tr>
<td>(dist_{Euclidean})</td>
<td>128 / 4096</td>
<td>9 / 9</td>
<td>8 29 54 64 66 75 79 113 146</td>
</tr>
</tbody>
</table>
5.4 Similarity Matrix Compute Time

The advantage of utilizing the compressively sensed bands directly is the dimensionality reduction resulting in faster downstream processing using the reduced data size. Figure 10 shows the linear runtime trend as the CSSR increases versus the runtime required using the ODS plotted as the red curve. The data reduction power of CS is exponential in the number of samples and the runtime is linearly increasing implying considerable data reduction and runtime performance.

![Figure 10](image)

Table 2. Selected band subsets results using SAM at varying CSSR

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CSSR</th>
<th>CBR</th>
<th>Selected Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Band</td>
<td>N/A</td>
<td>N/A</td>
<td>10 29 45 54 58 88 100 145 161</td>
</tr>
<tr>
<td>$dist_{SAM}$ 32 / 4096</td>
<td>2 / 9</td>
<td>10 35 46 80 88 115 124 137 159</td>
<td></td>
</tr>
<tr>
<td>$dist_{SAM}$ 128 / 4096</td>
<td>5 / 9</td>
<td>9 19 29 45 58 89 100 139 161</td>
<td></td>
</tr>
<tr>
<td>$dist_{SAM}$ 256 / 4096</td>
<td>6 / 9</td>
<td>10 29 45 54 58 88 115 137 159</td>
<td></td>
</tr>
<tr>
<td>$dist_{SAM}$ 512 / 4096</td>
<td>6 / 9</td>
<td>10 29 45 54 58 88 115 137 159</td>
<td></td>
</tr>
<tr>
<td>$dist_{SAM}$ 1024 / 4096</td>
<td>8 / 9</td>
<td>10 29 45 54 58 88 100 139 161</td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSIONS

This study reviewed the compressive sensing (CS) principles relevant to sensing hyperspectral bands. Exploiting the length and angle preservation properties of CS, the inter-band Euclidean distances (ED) and spectral angle mapper (SAM) are preserved due to the restricted isometric property (RIP) and restricted conformal property (RCP). Therefore, the similarity matrices between bands can be estimated using data in the compressive sensing sampling domain (CSSD). Using the reduced data sets, it is shown that the accuracy of the similarity measures is preserved as well as improving the runtime. Finally, a novel method of estimating the compressive sensing sampling rate (CSSR) using sequential compressive sensing (SCS) and a recursive kurtosis formulation is detailed. This method improves upon the current SCS research by replacing the sufficiency criteria of reconstruction with an light-weight recursive kurtosis (RK) formulation. Future research will focus on developing the RK-CSSR method by determining the convergence criteria programatically.
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