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Numerous studies have indicated that El Niño and the southern oscillation (ENSO) could have determinant impacts on remote weather and climate using the conventional correlation-based methods, which however, cannot identify the cause-and-effect of such linkage, and ultimately determine a direction of causality. This study employs the vector auto-regressive (VAR) model estimation method with the long-term observational sea surface temperature (SST) data and the NCEP/NCAR reanalysis data to demonstrate the Granger causality between ENSO and other climate attributes. Results showed that ENSO as the modulating factor can result in abnormal surface temperature, pressure, precipitation and wind circulation remotely, not vice versa. We also carry out the global climate model sensitivity simulations using the parallel computing techniques to double confirm the causality relations between ENSO and abnormal events in remote regions. Our statistical and climate model-based analyses may enrich our current understanding on the occurrences of extreme events worldwide caused by different ENSO strengths through teleconnections.
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INTRODUCTION

El Niño and the southern oscillation (ENSO) is a local phenomenon of the variation in sea surface temperature (SST) and air pressure across the equatorial eastern Pacific Ocean. ENSO is strongly linked to remote weather and climate far away over other parts of the world through the atmospheric “teleconnection.” Strong El Niño events have the potential to temporarily increase global mean sea level (Ngo-Duc et al., 2005; Cazenave et al., 2012; Haddad et al., 2013) whereas in the cold La Niña phase the opposite occurs and negative sea level anomalies can be temporary observed. During the 2011 strong La Nina event, Boening et al. (2012) show that the change in sea level is due to water mass temporarily shifting from oceans to land as precipitation increased over Australia, northern South America, and Southeast Asia, while it decreased over the oceans. A consequence of the ENSO phenomena is also a re-distribution of the angular momentum...
between the solid Earth, the oceans and the atmosphere resulting in a change in the length of day, i.e., variations of the rotation velocity (Gross et al., 1996, 2002; Höpfner, 1999; Haddad and Bonaduce, 2017).

Over the past several decades, ENSO has been found as one of the most dominating climate factors that impacts remote weather and climate through the atmospheric “teleconnection” using the conventional correlation-based methods (Gu and Adler, 2011; Mokhov et al., 2011; Kumar et al., 2012). These methods are useful to establish how they are linked or correlated in the spatio-temporal pattern, but cannot identify the cause-and-effect of such linkage and ultimately determine a direction of causality. Lagged linear regression is frequently used to infer causality between climate variables (Chen et al., 2011; García-Serrano et al., 2015; Tabari and Willems, 2018). This method may lead to non-accurate results when one or more of the variables have high memory or autocorrelation (Runge et al., 2014; Kretschmer et al., 2016).

Granger causality method (Granger, 1969), which consists of a lagged autoregression and a lagged multiple linear regression, is suitable to determine the causality relations with high memory data (Lozano et al., 2009; McGraw and Barnes, 2018). Recently, Granger causality has been applied to analyze the causality relationships between climate variables, such as between SST and hurricane strength (Elsner, 2007), and between ENSO and Indian monsoon (Mokhov et al., 2011). In this paper, we use the vector auto-regressive (VAR) model estimation method to explore the Granger causality relations between ENSO and some climate variables (surface air temperature, sea level pressure (SLP), precipitation, and wind). We also use the climate model simulation to double confirm the causality relations between ENSO and climate variables from the observation-based analyses.

In this study, we aim to determine the spatio-temporal causality relationships between ENSO and abnormal events in remote regions, and to provide some valuable insights for the prediction of several extreme weather/climate events under different ENSO backgrounds. We hypothesize that ENSO is one of the modulating factors of the extreme weather and climate events, and the causality can be statistically demonstrated using observational datasets and can be consistently simulated using climate models. We note this study greatly extends our previous work at Song et al. (2018).

This paper is structured in the following sections. Section “Materials and Methods” lists the datasets used for the study. Section “Results” introduces the Granger causality methods and global climate model simulations. Section “Discussion” reports the main findings from our study, followed by section “Conflict of Interest” that discusses and concludes the study.

MATERIALS AND METHODS

Data

Sea Surface Temperature Data

For this study, we use the Hadley centre sea ice and sea surface temperature data (HadiSST). The HadISST data utilize both in situ SST from ships and buoys, and bias-adjusted SST from the satellite-borne advanced very high-resolution radiometer (AVHRR). But the satellite SST only started in late 1981 after AVHRR was launched. The data include monthly mean SST and sea ice extent from 1870 to the present with 1° × 1° latitude-longitude resolution (Rayner et al., 2003).

Same as the ENSO indices defined by National Oceanic and Atmospheric Administration (NOAA), we use the SST in the Niño 3.4 region (5°S-5°N, 170°W-120°W) to derive the ENSO index (Figure 1). A full-fledged El Niño or La Niña will be classified when the anomalies exceed +0.5C or −0.5C for at least five consecutive months.

Meteorology Reanalysis Data

The NCEP/NCAR reanalysis I data are employed in this study. This reanalysis data is produced using a state-of-the-art analysis/forecast system that performs data assimilation using past observational data from 1948 to the present. The data span from 1948 to present at the 2.5° × 2.5° latitude-longitude resolution with 17 vertical levels (Kalnay et al., 1996). To investigate the relation between climate variables and ENSO,

---

**FIGURE 1** The running 3-month mean SST anomaly for the Niño 3.4 region from 1950 to 2017 with the 1950–2000 as the base period. Unit of SST anomaly is degree Celsius.
we use NCEP/NCAR monthly mean surface air temperature, SLP, and wind data for any identification of extreme heat or cold events, anomalies in large-scale atmospheric circulation, etc.

**Precipitation Data**

For flooding and drought extreme events, we use the Global Precipitation Climatology Project (GPCP) version...
FIGURE 3 | (A) Regions where surface air temperature is Granger caused by ENSO index (red shaded). (B) Regions where surface air temperature causes ENSO (red shaded).

FIGURE 4 | Maximum lag correlation between ENSO index and surface air temperature over land.
2.3 precipitation data from 1979 to the present at the $2.5^\circ \times 2.5^\circ$ latitude-longitude resolution (Adler et al., 2016). The GPCP monthly product provides a consistent analysis of global precipitation from an integration of various satellite datasets over land and ocean, and a gauge analysis over land. Observational data from rain gauge stations, satellite, and sounding observations are merged to estimate monthly rainfall.

**Methods and Model**

In this study, we use two statistic methods (Granger causality method and Maximum lag correlation) and a global climate
model (Community Atmospheric Model) to investigate the global impacts of ENSO on the climate variables.

**Granger Causality Method**

Granger causality could be calculated using different approaches such as vector autoregressive model (VAR), Graphical Lasso and SIN methods (Arnold et al., 2007). In this study, we use the VAR to determine the causality relation between ENSO and climate variables. The VAR includes two regressions: a regression function on predicting \( y \) based on its lagged values [Eq. (1)] and another regression predicting \( y \) based on lagged values of \( x \) and lagged value of \( y \) [Eq. (2)]. In [Eq. (2)], if no lagged values of \( x \) are retained in regression (i.e., all the coefficients of the terms are 0), we can conclude that \( y \) is not Granger caused by \( x \).

\[
y(t) = c_0 + c_1 \times y(t - 1) + \cdots + c_k \times y(t - k) + \varepsilon_t \quad (1)
\]

\[
y(t) = a_0 + a_1 \times y(t - 1) + \cdots + a_k \times y(t - k) + b_j \times x(t - l) + \cdots + b_n \times x(t - n) + \varepsilon_t \quad (2)
\]

**Vector autoregressive model**

An autoregressive (AR) model is usually used to measure the dependency of a variable on its own previous values.

---

**FIGURE 6 |**

(A) Regions where sea level pressure is Granger caused by ENSO index (red shaded). (B) Regions where sea level pressure causes ENSO (red shaded).
Using AR(s) to denote an autoregressive model of order s, then
the AR(s) on a series $x(t)$ is defined as:

$$x(t) = \vartheta_0 + \vartheta_1 \times x(t-1) + \vartheta_2 \times x(t-2)$$
$$+ \cdots + \vartheta_s \times x(t-s) + \varepsilon_t$$

(3)

The vector autoregressive model is a particular case of the
autoregressive model: VAR is used when we have more than
one variable. Therefore, we will have the autoregressive model
[Eq. (3)] on a vector. Given two time series $x$ and $y$, VAR(p) on $x$
and $y$ is defined as

$$\begin{pmatrix} x(t) \\ y(t) \end{pmatrix} = \begin{pmatrix} d_1 \\ d_2 \end{pmatrix} + \begin{pmatrix} d_{11} & d_{12} \\ d_{21} & d_{22} \end{pmatrix} \times \begin{pmatrix} x(t-1) \\ y(t-1) \end{pmatrix}$$
$$+ \cdots + \begin{pmatrix} d_{11} & d_{12} \\ d_{21} & d_{22} \end{pmatrix} \times \begin{pmatrix} x(t-p) \\ y(t-p) \end{pmatrix} + \begin{pmatrix} \varepsilon_{t1} \\ \varepsilon_{t2} \end{pmatrix}$$

(4)

The VAR can be applied to test the Granger causality of $x$ and
$y$; if at least one of the elements $d_{ij}$, $i = 1 \cdots p$ in [Eq. (4)]
are non-zero, then $y$ is Granger caused by $x$.

**Implementation of the vector autoregressive model**

In this study, we use the VAR package in Python to implement
the vector autoregressive model. The lag order $p$ is selected by
an information criteria-based order selection. We choose the
maximum number of lags to be 12 since there are 12 months
per year. Then, the Schwarz's criterion (Bayesian information
criterion) (Kass and Wasserman, 1995) is used to select the
"optimal" lag based on the data. Therefore, for different data
set, the $p$ value varies. The $F$-test is used to check the statistical
significance. When we test the Granger causality of $x$ and $y$, the
null hypothesis is: $y$ is not Granger caused by $x$ (this is equivalent
to all of the coefficients of $x$ in the regression relation are $0$). The
$F$-test will give us two values: test statistic and critical value. The
test statistic is also called $F$-statistic, giving by:

$$f = \frac{(R_y^2 - R^2_n) / \gamma}{R^2_n / (\theta - \delta)}$$

(5)

In [Eq. (5)], $R^2$ is the coefficient of determination which measures
the strength of the linear relationship in the regression. $R^2_n$
is $R^2$-value from the unrestricted regression model [Eq. (2)];
$R^2_y$ is the $R^2$ value from the restricted regression model [Eq. (1)]. $\gamma$ is
the number of restrictions that depends on the lag order. $\theta$ is the number of observations and $\delta$ is the number of
explanatory variables in the unrestricted model. In the $F$-test,
this test statistic $f$ will follow the $F$-distribution under the
null hypothesis. The critical value can be obtained from the $F$
distribution table.

Another way to use the $F$-test is to compare two values: the
significance level $\alpha$ and the $p$-value $p$. The significance level is
the probability of the study rejecting the null hypothesis; the
$p$-value is the probability of obtaining a result at least as extreme,
giving the null hypothesis were true. When we have $p < \alpha$, we can
conclude the result is statistically significant. In most cases, we
choose the significance level to be 0.05. Therefore, if the $p$-value
we get from the $F$-test is smaller than 0.05, we reject the null
hypothesis which leads to the conclusion that $y$ is Granger caused
by $x$. In fact, when we have the test statistic is greater than the
critical value, we will also have the $p$-value less than $\alpha$. Therefore,
the two approaches match with each other.

**Maximum Lag Correlation**

To compare with and to complement the Granger causality
model, we also calculate the maximum lag correlation (i.e.,
cross correlation) between ENSO index and climate variables. It
provides the maximum correlation coefficients between ENSO
and climate variable and the corresponding lag time. The lag correlation coefficient between two series $x(n)$ and $y(n)$ is
defined by Eq. (6), in which $\tau$ is the lag time, $\bar{x}$ and $\sigma_x$ are
the mean and standard deviation of the series $x$, respectively,
and $\bar{y}$ and $\sigma_y$ are the mean and standard deviation of the
series $y$, respectively.

$$Lag_{corr}[\tau] = \frac{1}{n-\tau} \sum_{k=1}^{n-\tau} \left[ \frac{x(k) - \bar{x}}{\sigma_x} \times \frac{y(k+\tau) - \bar{y}}{\sigma_y} \right]$$

(6)
Global Climate Model

Based on physical hypothesis and sophisticated schemes, climate model is frequently used to find out the impact of a causing factor as effects on other parameters. For this study, series of sensitivity simulations are carried out with the global climate model forced by different simulated ENSO-like SST patterns to see the corresponding responses of atmospheric fields. The climate model we use in this study is the Community Atmospheric Model (version 5.3, CAM5.3) with the CAM5 standard parameterization schemes (Neale et al., 2010). The CAM5.3 uses the finite volume dynamical core at 1.9° latitude × 2.5° longitude resolution with 30 vertical levels and 1800-s time step. Simulations for three ENSO scenarios are carried out: (1) the control run forced with climatological SST; (2) the p2K run forced with climatological SST + 2°C at the Niño 3.4 region and climatological SST + 1°C at the central Pacific (10°S-10°N, 160°E-90°W); and (3) the n2K
FIGURE 9 | (A) Regions where surface precipitation is granger caused by ENSO index (red shaded). (B) Regions where surface precipitation causes ENSO (red shaded).

FIGURE 10 | Maximum lag correlation between ENSO index and precipitation.
FIGURE 11 | (A) Surface precipitation in the CAM5 control run. (B) Anomalies of precipitation in the CAM5 + 2K run with respect to the control run. (C) Anomalies of precipitation in the CAM5-2K run with respect to the control run. Unit of precipitation is mm/day.

run forced with climatological SST $-2^\circ$C at the Niño 3.4 region and climatological SST $-1^\circ$C at the central Pacific ($10^\circ$S-10$^\circ$N and 160$^\circ$E-90$^\circ$W). The global distribution of climatological SST forcing used in the control run is shown in Figure 2A. The anomalies of the SST forcing used in the p2K run and n2K run with respect to the climatological SST are demonstrated in
Figures 2B,C, respectively. In the light red (blue) region, the climatological SST is homogeneously increased (decreased) by 1°C, and in dark red (blue) region, the climatological SST is homogeneously increased (decreased) by 2°C to mimic strong positive (negative) ENSO scenarios (Figures 2B,C). The three simulations are run using MPI with 32 processors at UMBC Maya cluster1. Each simulation is integrated for 36 months, and the last 24-month simulation outputs are used for analysis. We compare the changes in wind, SLP, cloud, precipitation and temperature fields from three simulations to our observation-based results using the statistical methods (i.e., Granger causality method and maximum lag correlation method) for consistency and discrepancy identifications.

1http://hpcf.umbc.edu/

RESULTS

ENSO vs. Surface Air Temperature (SAT)

First, we determine the cause-and-effect relation between ENSO and SAT on the global scale using the VAR method for Granger causality model. As the significant differences between Figures 3A,B are found, the changes in ENSO index clearly leads the changes in SAT in Figure 3A, but not vice versa in Figure 3B. This indicates SAT changes are Granger caused by ENSO, and ENSO is attributable for SAT anomalies, such as extreme heat or cold events, in remote regions such as South America, northwest North America, equatorial South Africa, and northern Australia. But ENSO variation is not caused by surface temperature over land. This result is consistent with the study of McGraw and Barnes (2018).
The global distribution of the maximum lag correlation between ENSO index and surface temperature (Figure 4) shows that ENSO has strong positive relationship with surface temperature in South America and equatorial South Africa, which indicates that El Niño events (i.e., ENSO warm phase) are most likely accompanied with higher surface temperature over these lands. Results of the climate model sensitivity simulations (Figure 5) are consistent with the observational-based analyses. In the ENSO warm-phase events, there are positive anomalies in surface temperature over South America, northwest North America while in the ENSO cold-phase events there are negative anomalies in surface temperature over these regions.

**ENSO vs. Sea Level Pressure (SLP)**

In this study, we also investigate the causality relation between ENSO and SLP on the global scale for their spatio-temporal patterns. Comparing Figures 6A,B, we clearly observe that ENSO changes is leading the SLP changes and causing the SLP anomalies in the local and remote regions such as Pacific Ocean, Indian Ocean, and central Atlantic Ocean in Figure 6A; while ENSO changes are only caused by SLP over eastern Indian Ocean, tropical northern Pacific Ocean and southeastern Pacific Ocean, but at a much less significant level in Figure 6B. This is another indication that ENSO is the modulating factor in the cause-and-effect analysis with SLP, not vice versa.

The global distribution of the maximum lag correlation between ENSO index and SLP (Figure 7) shows that ENSO has strong positive relationship with SLP in the Tropical Western Pacific Ocean and strong negative relationship with SLP in the Eastern Pacific Ocean, which implies that El Niño events (i.e., ENSO warm phase) are most likely accompanied with higher SLP over the Tropical Western Pacific Ocean and lower SLP over the Eastern Pacific Ocean. Results of the climate model sensitivity simulations (Figure 8) are consistent with the observational-based analyses. In the ENSO warm-phase events, there are negative anomalies in SLP over Eastern Pacific Ocean while in the ENSO cold-phase events there are positive anomalies in SLP over Eastern Pacific Ocean and negative anomalies in SLP over Tropical Western Pacific Ocean and Indian Ocean. Such consistency between observational evidence and model simulations give us more confidence that ENSO is modulating SLP remotely as the causing factor, thus the spatio-temporal patterns with ENSO leading SLP can be more readily explained as ENSO causing anomalies in SLP over other parts of the world.

**ENSO vs. Precipitation**

To explore the relationship between extreme flooding and drought with ENSO, we analyze the causality relation between ENSO and surface precipitation on the global scale. As the comparison between Figures 9A,B shows, the ENSO changes are leading the changes in surface precipitation anomalies in many regions such as tropical Ocean and tropical land, with significant Granger causality correlation over broad area in Figure 9A, but not vice versa in Figure 9B.

The global distribution of the maximum lag correlation between ENSO index and surface precipitation (Figure 10) shows that ENSO has strong negative relationship with surface precipitation in Tropical Western Pacific and tropical South American, indicating ENSO’s remote impact on extreme drought events. Figure 10 also shows ENSO has strong positive relationship with surface precipitation in Tropical Central and Eastern Pacific, which means ENSO may potentially result in extreme flooding events over these regions. Similarly, the climate model sensitivity simulations (Figure 11) indicate that in the ENSO warm-phase events, there are positive anomalies (floods) in surface precipitation over Tropical Central and Eastern Pacific, and negative anomalies (droughts) in surface precipitation over Tropical Western Pacific, consistent to what we found from the observations. The patterns of precipitation anomalies in the ENSO cold-phase events are clearly different from those in the ENSO warm-phase events.

**FIGURE 13** | Maximum lag correlation between ENSO index and 500 hPa vertical velocity.
**ENSO vs. Circulation**

Occurrence of different climate events strongly depends on the large-scale atmospheric circulation. Mid-tropospheric (500 hPa) vertical pressure velocity is widely used as a proxy for the large-scale tropical circulation (Bony et al., 2004). Lastly for this study, we explored the causality relation between ENSO and 500 hPa vertical pressure velocity using the same VAR method for Granger causality. As shown in Figures 12A vs. B, ENSO seems to
cause 500 hPa vertical velocity anomalies significantly over very broad areas in most Tropical Pacific Ocean in Figure 12A, but not vice versa in Figure 12B.

The global distribution of the maximum lag correlation between ENSO index and 500 hPa vertical velocity (Figure 13) is almost same as that for surface precipitation (Figure 10) but with opposite signs, i.e., ENSO has strong positive relationship with 500 hPa vertical velocity in Tropical Western Pacific and tropical South American, an indication of ENSO warm phase suppresses deep convection and cold phase invigorates deep convection instead. At the same time, ENSO has strong negative relationship with vertical wind over Tropical Central and Eastern Pacific, which means ENSO warm phase potentially invigorates deep convection over these areas and cold phase suppresses deep convection instead. Results of the climate model sensitivity simulations (Figure 14) are considerably similar to those of the observational-based analyses in Figures 12, 13. In the ENSO warm-phase events, there are positive anomalies in 500 hPa vertical velocity over the Tropical Western Pacific and negative anomalies in 500 hPa vertical velocity over the Tropical Central and Eastern Pacific. Putting the results in the context of Pacific atmospheric circulation, ENSO warm phase weakens Pacific Walker circulation but ENSO cold phase enhances Pacific Walker circulation, consistent to what is reported in Yeh et al. (2017).

DISCUSSION

In this study, we use statistical methods, namely the VAR method for Granger causality model, and global climate model simulations to investigate ENSO causality as one of the modulating climate factors that cause the anomalies in surface air temperature, precipitation, surface pressure, and vertical wind over remote regions through teleconnection with lagged temporal variability. We analyzed different observational data, reanalysis data, and model data to comprehensively investigate the global impacts of ENSO. The Granger causality analysis was able to clearly show ENSO as a cause instead of an effect to influence the remote climate variables and thus cause extreme weather events such as flooding, drought, extreme heat, and cold, etc. Our model simulations using the CAM5.3 also successfully simulated ENSO’s remote impacts on other weather variables, consistent to the findings from observational evidence. Besides, all the source codes used in this study can be found on Github2.

For future work, we will compare the Granger causality on multiple variables for intercomparison, and we will add analysis on the impact of ENSO on clouds and aerosol using NASA satellite remote sensing data. We plan to use the Granger causality methods to predict climate variations and other interesting economic factors, such as crop yield and wheat stock price, under different ENSO backgrounds. At the same time, we plan to explore more efficient use of high performance parallel computing in the studies that use much broader big data of satellite observations with higher spatial and temporal resolutions.
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