Generalized coupled-mode theory for $\chi^{(2)}$ interactions in finite multilayered structures
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1. INTRODUCTION

The nonlinear quadratic response in finite, one-dimensional (1-D), photonic bandgap (PBG) structures with deep gratings can be enhanced by several orders of magnitude with respect to an equivalent length of a bulk material owing to the simultaneous availability of high field localization, i.e., high density of modes (DOM) and exact phase-matching conditions near the photonic band edge.1–7 However, a formal theory that describes nonlinear quadratic interactions in finite, 1-D structures with arbitrary index-modulation depth is still lacking. Therefore our aim is to present a generalized coupled-mode theory that applies to this case.

Current approaches can be summarized as follows: (a) the coupled-mode theory8 or the Green’s function approach9 for finite, periodic, shallow gratings, and (b) Bloch mode expansion10,11 or a generalized coupled-mode theory12 for infinite, periodic, deep gratings that are used mostly within the context of solitonlike pulses (often referred to as gap solitons) in cubic $\chi^{(3)}$ and quadratic $\chi^{(2)}$ media. In the situations studied in Refs. 1–7 the spatial extension of incident pulses exceeds the spatial extension of a typical structure by several orders of magnitude.1,7 In this case, field localization resulting from cavity effects plays a crucial role in the enhancement of the nonlinear response, and boundary conditions at the input and the output interfaces have to be taken into account explicitly. These circumstances are not the same as those that are typically considered in Refs. 10–12, for example, in which the structure is much longer compared with the spatial extension of the pulse.

This paper is organized as follows: In Section 2, we first discuss some key properties of the electromagnetic modes in a linear grating and find a suitable basis of expansion. Then we perform a first-order multiple-scale expansion and derive a set of coupled-mode equations. In Section 3, we use the coupled-mode equations derived in Section 2 to study different regimes under the undepleted pump approximation, namely, (a) second-harmonic generation (SHG), and (b) second harmonics (SHs) generated by counterpropagating pump fields. In Section 4, we apply the theory to the case of SHG in a single material layer. In Section 5, we apply the theory to the case of resonant interaction in nonabsorbing, finite, PBG struc-
tours. We derive simple analytical solutions that show excellent agreement with the full numerical integration of Maxwell’s equations, as verified in Section 6.

2. COUPLED-MODE EQUATIONS

The condition in which an incident pulse may be orders of magnitude longer than the spatial extension of the structure is equivalent to stating that the spectral bandwidth of the pulse is much narrower with respect to any of the transmission resonances of the structure. This relation allows us to neglect the temporal dynamics and to write the solution of the wave equation in the form of monochromatic waves: \( E_j(z, t) = E_j(z) \exp[-i(j \omega t)] \), as outlined at length in Ref. 7. Although at first sight the monochromatic approximation might seem to be a rather severe restriction, in reality for the typical multilayered structures that we consider the monochromatic regime is quickly approached with input pulses that are only a few picoseconds in duration—see Fig. 1.

If we assume the rotating-wave approximation the equations governing nonlinear quadratic interactions of two monochromatic plane waves at the fundamental frequency (FF) \( \omega \) and the SH frequency \( 2\omega \) in a layered, 1-D, finite structure can be written as

\[
\begin{align*}
\frac{d^2 E_{\omega}}{dz^2} + \frac{\omega^2 \varepsilon_{\omega}(z)}{c^2} E_{\omega} &= -2 \frac{\omega^2}{c^2} d^{(2)}(z) E_{\omega}^* E_{2\omega}, \quad (1a) \\
\frac{d^2 E_{2\omega}}{dz^2} + \frac{4 \omega^2 \varepsilon_{2\omega}(z)}{c^2} E_{2\omega} &= -4 \frac{\omega^2}{c^2} d^{(2)}(z) E_{\omega}^2, \quad (1b)
\end{align*}
\]

where \( \varepsilon_{\omega}(z), j = 1, 2 \), are the spatially dependent, dielectric functions for the FF and the SH fields. In general, \( \varepsilon_{\omega}(z) \) are assumed to be complex functions. The condition \( \varepsilon_{\omega}(z) \neq \varepsilon_{2\omega}(z) \) takes into account possible material dispersion. Finally, \( d^{(2)}(z) \) is the spatially dependent quadratic coupling function.

Before considering the full nonlinear problem, we discuss some key properties of the electromagnetic modes in a linear grating. Let us begin with the Helmholtz equation for a monochromatic plane wave oscillating at frequency \( \omega \):

\[
\frac{d^2 E_{j\omega}}{dz^2} + \frac{(j \omega)^2 \varepsilon_{j\omega}(z)}{c^2} E_{j\omega} = 0. \quad (2)
\]

For a finite grating of length \( L \) located between \( z = 0 \) and \( z = L \) the general solution of Eq. (2) between \( z = 0 \) and \( z = L \) can be expressed as a linear superposition of the left-to-right (LTR) and the right-to-left (RTL) propagating modes, as in

\[
E_{j\omega}(z) = A_{j\omega}^{(+)} \Phi_{j\omega}^{(+)}(z) + A_{j\omega}^{(-)} \Phi_{j\omega}^{(-)}(z), \quad (3)
\]

where \( A_{j\omega}^{(+)} \) is the amplitude of the electric field incident from LTR and \( A_{j\omega}^{(-)} \) is the electric field amplitude incident from RTL (see Fig. 2). The LTR and the RTL modes \( \Phi_{j\omega}^{(+)}(z) \) can be calculated by use of the standard matrix-transfer technique and satisfy the usual boundary conditions (see Fig. 2). In what follows, we can define a metric by using the following scalar product:

\[
\langle f | g \rangle = \frac{1}{L} \int_0^L f^*(z) g(z) dz.
\]

In general \( \Phi_{j\omega}^{(+)}(z) \) are not orthogonal. We may redefine a more convenient orthogonal system of functions by using a standard orthogonalization procedure. This approach allows us to express the general solution of the Helmholtz equation in terms of a new orthogonal set of functions \( \Phi_{j\omega}^{(+)}(z), U_{j\omega}^{(-)}(z) \) as

\[
E_{j\omega}(z) = B_{j\omega}^{(+)} \Phi_{j\omega}^{(+)}(z) + A_{j\omega}^{(-)} U_{j\omega}^{(-)}(z), \quad (4)
\]
where

\[ B_{jw}^{(+)} = A_{jw}^{(+)} + \beta_{jw} A_{jw}^{(-)}, \quad (5a) \]
\[ U_{jw}^{(-)}(z) = \Phi_{jw}^{(-)}(z) - \beta_{jw} \Phi_{jw}^{(+)}, \quad (5b) \]
\[ \beta_{jw} = \left( \frac{\Phi_{jw}^{(+)}(z)}{\Phi_{jw}^{(-)}} \right)^2. \quad (5c) \]

We chose to represent the solution of the Helmholtz equation in terms of an orthogonal set of functions because that allows us to perform the projection of the perturbed nonlinear equations in a consistent way.

Now we return to the full nonlinear equations (1). The physical idea that will guide us in looking for solutions of Eqs. (1) can be expressed as follows: We assume that the effect of the nonlinearity in Eqs. (1) is to modulate the solution of the linear problem on a length scale that is much longer with respect to the length scale over which modulation of the linear solution occurs. Therefore we apply a multiple-scale expansion \( \lambda \ll 1 \) by introducing a new set of independent variables: \( z_0 = \lambda z, \) with \( \alpha = 0, 1, 2, \ldots \). The relation \( \lambda \ll 1 \) is a dimensionless expansion parameter that allows us to separate fast and slow scale variations.

At the end of the multiple-scale approach, we formally take the limit \( \lambda \to 1 \) to restore the original space variable \( z \). We point out that the use of the expansion parameter \( \lambda \) does not imply any kind of assumption about the order of magnitude of the nonlinear coefficient \( C^{(2)} \).

The effect of the parameter \( \lambda \) is to allow the separation of fast and slow scale variations in the spatial dynamics of the nonlinear equations. The use of the multiple-scale expansion approach is based on only the hypothesis of the existence of different-length scales of variation as the dynamics evolve.

The linear and the nonlinear dielectric functions, \( \varepsilon_{jw}(z) \) and \( d^2(z)/dz^2 \), respectively, are considered as functions of the fast variable \( z_0 \). The field envelope functions, which we introduce below, are functions of the slowly varying variables \( z_1, z_2, \) and so forth. The multiple-scale procedure calls for the expansion of the derivative operator in terms of the new set of coordinates:

\[ \frac{d}{dz} = \frac{\partial}{\partial z_0} + \lambda \frac{\partial}{\partial z_1} + \lambda^2 \frac{\partial}{\partial z_2} + \ldots. \quad (6) \]

The electric fields are also expanded in powers of the perturbing parameter \( \lambda \) in a self-consistent manner:

\[ E_{jw} = \lambda^j E_{jw}^{(1)}(z_0, z_1, z_2, \ldots) + \lambda^2 E_{jw}^{(2)}(z_0, z_1, z_2, \ldots) + \ldots, \quad j = 1, 2, \quad (7) \]

Substituting Eqs. (6) and (7) into Eqs. (1a) and (1b) and collecting the terms proportional to \( \lambda \), we find

\[ \frac{\partial^2 E_{jw}^{(1)}}{\partial z_0^2} = -\frac{(j \omega)^2}{c^2} \varepsilon_{jw}(z_0) E_{jw}^{(1)}, \quad j = 1, 2. \quad (8) \]

In accord with our discussion above, solutions of Eq. (8) can be expressed [see Eq. (3)] as

\[ E_{jw}^{(1)} = B_{jw}^{(+)}(z_1, z_2, \ldots) \Phi_{jw}^{(+)}(z_0) + A_{jw}^{(-)}(z_1, z_2, \ldots) U_{jw}^{(-)}(z_0), \quad (9) \]

where \( B_{jw}^{(+)}(z_1, z_2, \ldots) \) and \( A_{jw}^{(-)}(z_1, z_2, \ldots) \) are field envelopes that depend on the slow variables \( z_1, z_2, \ldots \). Collecting the terms proportional to \( \lambda^2 \), we find

\[ \frac{\partial^2}{\partial z_0^2} + \left( \omega^2 \varepsilon_{jw}(z_0) \right) E_{jw}^{(2)} + 2 \frac{\partial}{\partial z_0} \frac{\partial}{\partial z_1} E_{jw}^{(1)} = -\frac{\omega}{c} \frac{\partial^2}{\partial z_0^2} d^{(2)}(z_0) E_{jw}^{(1)} E_{jw}^{(1)} \quad (10a) \]

\[ \frac{\partial^2}{\partial z_0^2} + \left( 4 \omega^2 \varepsilon_{jw}(z_0) \right) E_{jw}^{(2)} + 2 \frac{\partial}{\partial z_0} \frac{\partial}{\partial z_1} E_{jw}^{(1)} = -\frac{4 \omega}{c} \frac{\partial^2}{\partial z_0^2} d^{(2)}(z_0) E_{jw}^{(1)} E_{jw}^{(1)} \quad (10b) \]

To solve Eqs. (10a) and (10b), we expand the fields \( E_{jw}^{(2)} \) as

\[ E_{jw}^{(2)} = C_{jw}^{(+)}(z_1, z_2, \ldots) \Phi_{jw}^{(+)}(z_0) + C_{jw}^{(-)}(z_1, z_2, \ldots) U_{jw}^{(-)}(z_0), \quad (11) \]

where \( C_{jw}^{(+)}(z_1, z_2, \ldots) \) and \( C_{jw}^{(-)}(z_1, z_2, \ldots) \) are a new set of envelope functions. Substituting Eqs. (9) and (11) into Eqs. (10), we arrive at the following set of equations:

\[ \frac{\partial \Phi_{jw}^{(+)}(z_0)}{\partial z_0} + \frac{\partial B_{jw}^{(+)}(z_0)}{\partial z_1} + 2 \frac{\partial U_{jw}^{(-)}(z_0)}{\partial z_0} \frac{\partial A_{jw}^{(-)}(z_0)}{\partial z_1} = -\frac{2 \omega}{c} \frac{\partial^2}{\partial z_0^2} \left[ B_{jw}^{(+)} B_{jw}^{(+)}(z_0) \Phi_{jw}^{(+)}(z_0) \right] \]

\[ + B_{jw}^{(+)} A_{jw}^{(-)} \Phi_{jw}^{(+)} U_{jw}^{(-)} \]

\[ + A_{jw}^{(-)} B_{jw}^{(+)} U_{jw}^{(-)} \Phi_{jw}^{(+)} + A_{jw}^{(-)} A_{jw}^{(-)} U_{jw}^{(-)} U_{jw}^{(-)}, \quad (12a) \]

\[ \frac{\partial \Phi_{jw}^{(+)}(z_0)}{\partial z_0} + \frac{\partial B_{jw}^{(+)}(z_0)}{\partial z_1} + 2 \frac{\partial U_{jw}^{(-)}(z_0)}{\partial z_0} \frac{\partial A_{jw}^{(-)}(z_0)}{\partial z_1} = -\frac{4 \omega}{c} \frac{\partial^2}{\partial z_0^2} \left[ B_{jw}^{(+)} \Phi_{jw}^{(+)}(z_0) + A_{jw}^{(-)} U_{jw}^{(-)} \right]^2 \]

\[ + 2 B_{jw}^{(+)} A_{jw}^{(-)} \Phi_{jw}^{(+)} U_{jw}^{(-)} \quad (12b) \]

We now (a) project Eqs. (12) over the orthogonal functions \( \Phi_{jw}^{(+)} \) and \( U_{jw}^{(-)} \), (b) use Eqs. (5) to restore the original envelope functions \( A_{jw}^{(+)}(z_1, z_2, \ldots) \), and (c) take the limit \( \lambda \to 1 \) to restore the original spatial variable \( z \). After straightforward but tedious calculations, we arrive at four coupled nonlinear differential equations,

\[ \sum_{l = +} \frac{p_{ljw}^{(+)}(z_0)}{dz} = \frac{i \omega}{c} \sum_{k \neq l \in \{+,-\}} \Phi_{jw}^{(k)}(z_0) A_{jw}^{(k)}(z_0), \quad (13a) \]

\[ \sum_{l = +} \frac{p_{ljw}^{(-)}(z_0)}{dz} = \frac{i \omega}{c} \sum_{k \neq l \in \{+,-\}} \Phi_{jw}^{(k)}(z_0) A_{jw}^{(k)}(z_0), \quad (13b) \]

\[ \sum_{l = +} \frac{p_{ljw}^{(2)}(z_0)}{dz} = \frac{i \omega}{c} \sum_{k \neq l \in \{+,-\}} \Phi_{jw}^{(k)}(z_0) A_{jw}^{(k)}(z_0), \quad (13c) \]
Fig. 2. Schematic representation of the boundary conditions imposed on: (a) the LTR and (b) the RTL modes. The terms $r_{jw}^{(\pm)}$ are the LTR and the RTL reflection coefficients, respectively, and $t_{jw}^{(\pm)}$ is the transmission coefficient. We find that $t_{jw}^{(\pm)} = t_{jw}^{(-\pm)}$ for a nonabsorbing structure as a consequence of time-reversal symmetry.

\[
\sum_{l=+,-} p_{2\omega}^{(\pm)} \frac{dA_{(l)}^{(\pm)}}{dz} = i \frac{\omega}{c} \sum_{(k,j)=(+,-)} \Gamma_{(2\omega,-)}^{(k,j)} A_{(w)}^{(k)} A_{(w)}^{(l)},
\]  

(13d)

where

\[
p_{jw}^{(k,l)} = \langle \Phi_{jw}^{(k)} | \hat{p}_{jw} | \Phi_{jw}^{(l)} \rangle,
\]

for $j = 1, 2$ and $k, l = +, -$,  

(14a)

\[
\Gamma_{(2\omega,n)}^{(k,l)} = \langle \Phi_{(2\omega)}^{(n)} | d(2) \Phi_{(2\omega)}^{(k)} | \Phi_{(2\omega)}^{(l)} \rangle,
\]

for $n, k, l = +, -$,  

(14b)

\[
\Gamma_{(2\omega,n)}^{(k,l)} = \langle \Phi_{(2\omega)}^{(n)} | d(2) \Phi_{(2\omega)}^{(k)} | \Phi_{(2\omega)}^{(l)} \rangle,
\]

for $n, k, l = +, -$.  

(14c)

The variables $p_{jw}^{(k,l)}$ are the matrix elements of the momentum operator $\hat{p}_{jw} = -i(c / \omega) (d / dz)$ that is calculated for the RTL and the LTR modes, $\{ \Phi_{jw}^{(k)} \}$. The overlap coefficients $\Gamma_{(2\omega,n)}^{(k,l)}$ are effective, complex coupling coefficients that reflect the way in which the LTR and the RTL modes sample the distribution of the nonlinearity $d(2)(z)$ over the structure. The values of $\Gamma_{(2\omega,n)}^{(k,l)}$ are maximized and can be greater than the magnitude of $d(2)(z)$, when the fields interact coherently inside the structure. The phase-matching conditions, therefore, do not appear explicitly in the dynamical equations that govern the interaction. Rather, phase-matching conditions appear in the form of effective, complex coupling coefficients. Because no assumptions were made regarding the type of grating, Eqs. (13) are valid for arbitrary index profiles.

3. UNDEPLETED PUMP APPROXIMATION

A. Second-Harmonic Generation

Let us first consider the case of a field at the FF that is incident at the input surface ($z = 0$) of the structure, and let us assume that the FF field generates a SH signal with negligible depletion. The fact that the pump remains undepleted is equivalent to stating that $A_{(w)}^{(+)}(z) \equiv A_{(w)}^{(+)}(0)$ and $A_{(w)}^{(-)}(z) \equiv 0$. From Eqs. (13) it follows that

\[
p_{2\omega}^{(+)} \frac{dA_{(2\omega)}^{(+)}}{dz} + p_{2\omega}^{(-)} \frac{dA_{(2\omega)}^{(-)}}{dz} = i \frac{\omega}{c} \Gamma_{(2\omega,+)}^{(+)} |A_{(2\omega)}^{(+)}(0)|^2,
\]

(15a)

\[
p_{2\omega}^{(-)} \frac{dA_{(2\omega)}^{(+)}}{dz} + p_{2\omega}^{(+)} \frac{dA_{(2\omega)}^{(-)}}{dz} = i \frac{\omega}{c} \Gamma_{(2\omega,+)}^{(-)} |A_{(2\omega)}^{(+)}(0)|^2.
\]

(15b)

Because we are considering generation, the boundary conditions on the SH field are as follows: $A_{(2\omega)}^{(+)}(0) = 0$ and $A_{(2\omega)}^{(-)}(L) = 0$. Equations (15) can then be easily solved:

\[
A_{(2\omega)}^{(+)}(z) = i \frac{\omega}{c} |A_{(2\omega)}^{(+)}(0)|^2 \frac{\Gamma_{(2\omega,+)}^{(+)} p_{2\omega}^{(-)} - \Gamma_{(2\omega,+)}^{(-)} p_{2\omega}^{(+)}}{p_{2\omega}^{(+)} p_{2\omega}^{(-)} - p_{2\omega}^{(+)} p_{2\omega}^{(-)}} z,
\]

(16a)

\[
A_{(2\omega)}^{(-)}(z) = i \frac{\omega}{c} |A_{(2\omega)}^{(+)}(0)|^2 \frac{\Gamma_{(2\omega,+)}^{(+)} p_{2\omega}^{(-)} - \Gamma_{(2\omega,+)}^{(-)} p_{2\omega}^{(+)}}{p_{2\omega}^{(+)} p_{2\omega}^{(-)} - p_{2\omega}^{(+)} p_{2\omega}^{(-)}} \times (z - L).
\]

(16b)

We note that forward and backward SHG in the undepleted pump regime depends on the product between the matrix elements of the momentum operator and the overlap integrals. In the subsections that follow, we give examples of applications of Eqs. (16) to specific situations.

B. Second-Harmonic Generation by Use of Counterpropagating Beams

Let us consider two pump fields at FF that are injected from the left and from the right of the structure. From Eqs. (13) the undepleted pump approximation imposes
the conditions \( A_{w+}^{(-)}(z) \equiv A_{w+}^{(-)}(0) \) and \( A_{w-}^{(-)}(z) \equiv A_{w-}^{(-)}(L) \). We then obtain the following equations:

\[
p^{(-)}_{2\omega} \frac{dA_{2\omega}^{(+)}(z)}{dz} + p^{(-)}_{2\omega} \frac{dA_{2\omega}^{(-)}(z)}{dz} = i \frac{\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(-)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(-)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(-)}A_{w}^{(+)}(0)A_{w}^{(-)}(L),
\]

(17a)

\[
p^{(+)}_{2\omega} \frac{dA_{2\omega}^{(+)}(z)}{dz} + p^{(+)}_{2\omega} \frac{dA_{2\omega}^{(-)}(z)}{dz} = i \frac{\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(+)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(+)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(+)}A_{w}^{(+)}(0)A_{w}^{(-)}(L).
\]

(17b)

With the initial conditions \( A_{w+}^{(-)}(0) = 0 \) and \( A_{w-}^{(-)}(L) = 0 \), the solutions of Eqs. (17) can be written as

\[
A_{2\omega}^{(+)}(z) = i \left[ \frac{\omega}{c} \right] \frac{\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(+)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(+)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(+)}A_{w}^{(+)}(0)A_{w}^{(-)}(L),
\]

(18a)

\[
A_{2\omega}^{(-)}(z) = i \left[ \frac{\omega}{c} \right] \frac{\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(-)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(-)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(-)}A_{w}^{(+)}(0)A_{w}^{(-)}(L),
\]

(18b)

We note that, when \( A_{w}^{(-)}(L) = 0 \), the solutions of Eqs. (18) reduce to the case of SHG by a single pump beam, as in Eqs. (16). Equations (18) can be recast in a more convenient form. In fact, if we write the input amplitudes of the LTR and the RTL pump fields, respectively, as \( A_{w}^{(+)}(0) = \{2I_{w}^{(+)}\text{pump}/\epsilon c\}^{1/2} \exp[2i\gamma_{w}^{(+)}] \) and \( A_{w}^{(-)}(L) = \{2I_{w}^{(-)}\text{pump}/\epsilon c\}^{1/2} \exp[2i\gamma_{w}^{(-)}] \), we obtain

\[
A_{2\omega}^{(+)}(z) = i \left[ \frac{2\omega}{c} \right] \frac{2\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(+)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(+)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(+)}A_{w}^{(+)}(0)A_{w}^{(-)}(L),
\]

(19a)

\[
A_{2\omega}^{(-)}(z) = i \left[ \frac{2\omega}{c} \right] \frac{2\omega}{c} \left[ \Gamma_{(2\omega,+)p}^{(-)}[A_{2\omega}^{(+)}(0)]^2 + \Gamma_{(2\omega,-)A_{w}}^{(-)}[A_{w}^{(-)}(L)]^2 \right] - 2i \Gamma_{(2\omega,-)A_{w}}^{(-)}A_{w}^{(+)}(0)A_{w}^{(-)}(L),
\]

(19b)

where \( I_{w}^{(+)}\text{pump} \) are the input LTR and RTL pump intensities, \( \gamma_{w}^{(+)} \) are the input phases, \( Q = I_{w}^{(-)}\text{pump}/I_{w}^{(+)}\text{pump} \) is the ratio of the input intensities, and \( \delta\phi_{w} = \gamma_{w}^{(-)} - \gamma_{w}^{(+)} \) is the phase difference between the input fields. Equations (19) suggest that SHG depends on the ratio of the input intensities and their phase difference. The input intensity ratio and the phase difference of the input fields are, in essence, control parameters that allow enhancement or inhibition of the nonlinear process.

4. SECOND-HARMONIC GENERATION FROM A SINGLE LAYER

As a first application of the theory of Sections 2 and 3, we proceed with the simplest possible example: SH generation from a Fabry-Perot etalon. For a nonabsorbing layer it is possible to evaluate the overlap integrals found in Eqs. (12) analytically. For more complicated structures evaluation of the LTR and the RTL modes \( \Phi_{j}^{(+)}(z) \) of the linear problem must be done numerically by use of the matrix-transfer technique. This evaluation is then usually followed up with an evaluation of the overlap integrals of Eqs. (14).

Let us suppose that the single layer is composed of an exactly phase-matched quadratic material such that \( \epsilon_{s} = \epsilon_{2\omega} = \epsilon_{p} \) and that the LTR and the RTL modes for both the pump and the generated signal are tuned to a transmission resonance of the structure. In this case the LTR and the RTL modes can be written as

\[
\Phi_{j}^{(+)} = \frac{1}{2} \left[ 1 + \frac{1}{n} \exp \left( \frac{jm\pi}{L} \right) \right] + \frac{1}{2} \left( 1 - \frac{1}{n} \right) \exp \left( -i \frac{jm\pi}{L} \right), \quad j = 1, 2,
\]

(20a)

\[
\Phi_{j}^{(-)} = \frac{1}{2} \left[ 1 - \frac{1}{n} \exp \left( i \frac{jm\pi}{L} \right) \right] + \frac{1}{2} \left( 1 + \frac{1}{n} \right) \exp \left( -i \frac{jm\pi}{L} \right), \quad j = 1, 2,
\]

(20b)

where \( L \) is the thickness of the layer, \( n = \sqrt{\epsilon} \) is the refractive index, and \( m = 1, 2, ... \) is an integer that counts the order of the transmission resonance and that also deter-
mines the tuning frequency: \( \omega = m \pi c / L n \). Using Eqs. (20), we then calculate the overlap integrals of Eqs. (14); the coupled-mode equations (13) can be written as

\[
\frac{dA_w^{(+)}}{dz} = i \frac{\omega d^{(2)}}{4} \left( \frac{1 + 3}{n^2} A_w^{(+)A_w^{(*)}A_w^{(+)}} + \left( 1 - \frac{1}{n^2} \right) \right)
\times \left[ \exp(-im \pi)A_{2w}^{(+)A_{2w}^{(*)}} + A_{2w}^{(+)A_{2w}^{(*)}} \right],
\]

(21a)

\[
\frac{dA_{w}^{(-)}}{dz} = -i \frac{\omega d^{(2)}}{4} \left( \frac{1 - 1}{n^2} \right) \left[ \exp(-im \pi)A_{2w}^{(+)A_{2w}^{(*)}} + \right.
\]

\[
A_{2w}^{(+)A_{2w}^{(*)}} + \exp(-im \pi)A_{2w}^{(+)A_{2w}^{(*)}} + \left( 1 + \frac{3}{n^2} \right) A_{2w}^{(+)A_{2w}^{(*)}} \right],
\]

(21b)

\[
\frac{dA_{2w}^{(+)}}{dz} = i \frac{\omega d^{(2)}}{4} \left( \frac{1 + 3}{n^2} A_{2w}^{(+)2} + \left( 1 - \frac{1}{n^2} \right) \right)
\times \left[ 2 \exp(im \pi)A_{w}^{(+)A_{w}^{(-)}} + A_{w}^{(+)A_{w}^{(-)}} \right],
\]

(21c)

\[
\frac{dA_{2w}^{(-)}}{dz} = -i \frac{\omega d^{(2)}}{4} \left( \frac{1 - 1}{n^2} \right) \left[ A_{w}^{(+)2} \right.
\]

\[
+ 2 \exp(im \pi)A_{w}^{(+)A_{w}^{(-)}} + \left( 1 + \frac{3}{n^2} \right) A_{w}^{(+)A_{w}^{(-)}} \right],
\]

(21d)

where \( d^{(2)} \) is the nonlinear coupling coefficient of the layer. SH fields generated in the forward and the backward directions are described respectively by the following expressions:

\[
I_{2w}^{(+)} = \frac{2 \omega^2}{c^3 \epsilon_0} \left[ \frac{d^{(2)}}{4} \left( \frac{1 + 3}{n^2} \right) \right]^2 L^2 [I_w^{(+\text{pump})}]^2,
\]

(22a)

\[
I_{2w}^{(-)} = \frac{2 \omega^2}{c^3 \epsilon_0} \left[ \frac{d^{(2)}}{4} \left( \frac{1 - 1}{n^2} \right) \right]^2 L^2 [I_w^{(+\text{pump})}]^2.
\]

(22b)

In Fig. 3, we show the forward and the backward conversion efficiencies plotted versus the intensity for the single layer described in the caption of the figure. From Eqs. (22) we also obtain

\[
\frac{I_{2w}^{(+)}}{I_{2w}^{(-)}} = \left( \frac{n^2 + 3}{n^2 - 1} \right)^2.
\]

(23)

Equation (23) suggests that, in the limit of large \( n \) and strong feedback, forward and backward conversion efficiencies become approximately equal. In the case of SHG by counterpropagating pump beams, we obtain

\[
I_{2w}^{(+\text{pump})} = \frac{2 \omega^2}{c^3 \epsilon_0} \left[ \frac{d^{(2)}}{4} \left( \frac{1 + 3}{n^2} \right) \right]^2 L^2 [I_w^{(+\text{pump})}]^2
\times \left[ 1 + Q \frac{n^2 - 1}{n^2 + 3} \exp(2i \delta \phi_w) \right]
\]

\[
+ 2 \sqrt{\frac{n^2 - 1}{n^2 + 3}} \exp[i(\delta \phi_w + m \pi)]^2,
\]

(24a)

\[
I_{2w}^{(-\text{pump})} = \frac{2 \omega^2}{c^3 \epsilon_0} \left[ \frac{d^{(2)}}{4} \left( \frac{1 - 1}{n^2} \right) \right]^2 L^2 [I_w^{(+\text{pump})}]^2
\times \left[ 1 + Q \frac{n^2 + 3}{n^2 - 1} \exp(2i \delta \phi_w) \right]
\]

\[
+ 2 \sqrt{\frac{n^2 + 3}{n^2 - 1}} \exp[i(\delta \phi_w + m \pi)]^2,
\]

(24b)

where \( Q = I_{2w}^{(-\text{pump})}/I_{2w}^{(+\text{pump})} \) is the ratio between the RTL and the LTR input intensities and \( \delta \phi_w = \gamma_w^{(-)} - \gamma_w^{(+)} \) is the phase difference of the input fields, as in Eqs. (19). From Figs. 4, one can deduce that the SHG process can be inhibited for a wide range of values of the phase difference \( \delta \phi_w \). This inhibition makes it possible to achieve a sensitive phase-controlled, all-optical switching process. We say more about the possibility of controlling SH generation with counterpropagating beams in Section 6.

5. RESONANT INTERACTIONS IN FINITE, NONABSORBING, MULTILAYERED STRUCTURES

In the case of resonant interactions, i.e., when both the FF and the SH modes are tuned to transmission resonances, the coupled-mode equations (13) can be recast in
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parameters are the same as reported in the caption of Fig. 3 and the backward conversion efficiency are equal. All the efficient for at least two reasons: (a) the impossibility of off-resonant quadratic interactions become very ineffi-
cient. The boundary conditions on the LTR and the RTL modes are
\[ \Phi_{jw}^{(+)}(0) = \Phi_{jw}^{(-)}(L) = 1, \]
\[ \Phi_{jw}^{(-)}(0) = \Phi_{jw}^{(+)}(L) = \exp[i \phi(jw)], \]
where \( \phi(jw) \) is the phase of the transmission function, \( t_{jw} = (T_{jw})^{1/2} \exp[i \phi(jw)] \). It can be verified that, for nonabsorbing structures, \( t_{jw} = t_{jw}^{(-)} = t_{jw}^{(+)} \) as a consequence of time-reversal symmetry. From Eqs. (25) and from the boundary conditions [Eqs. (26)], we obtain
\[ p_{jw}^{(+,-)} = (\Phi_{jw}^{(+)} \mathcal{P}_{jw} \Phi_{jw}^{(+)} - \Phi_{jw}^{(-)} \mathcal{P}_{jw} \Phi_{jw}^{(-)}) = 1, \]
\[ p_{jw}^{(-,-)} = (\Phi_{jw}^{(-)} \mathcal{P}_{jw} \Phi_{jw}^{(-)} - \Phi_{jw}^{(+)} \mathcal{P}_{jw} \Phi_{jw}^{(+)}) = -1, \]
\[ p_{jw}^{(-,+)} = [p_{jw}^{(+,-)}]^* + \frac{2c}{j \omega L} \sin[\phi_{j}(jw)]. \]

Fig. 4. Forward (solid curve) and backward (dashed curve) conversion efficiencies for \( \eta_{jw}^{(\pm)} = I_{w}^{(\pm)} / (I_{w,\text{pump}}^{(\pm)} + I_{w,\text{pump}}^{(\pm)}) \) plotted versus the phase difference of the input fields \( \delta \phi_{w} = \phi_{w}^{(-)} - \phi_{w}^{(+)} \) for different pump-intensity ratios \( Q = I_{w,\text{pump}}^{(-)} / I_{w,\text{pump}}^{(+)} \). (a) \( Q = 0.5 \), (b) \( Q = 1 \), (c) \( Q = 2 \). For \( Q = 1 \) the forward and the backward conversion efficiency are equal. All the parameters are the same as reported in the caption of Fig. 3 and \( I_{w,\text{pump}}^{(+)} = 0.1 \text{ GW/cm}^2 \).

a simpler form. Although it may seem draconian to restrict our discussion to transmission resonances, in reality off-resonant quadratic interactions become very inefficient for at least two reasons: (a) the impossibility of finding phase-matching conditions, and (b) poor field localization inside the structure, as outlined in Refs. 1, 2, and 7.

Let us begin by writing the LTR and the RTL modes as \( \Phi_{jw}^{(\pm)}(z) = [\Phi_{jw}^{(\pm)}(z)] \exp[i \delta \phi_{jw}^{(\pm)}] \). Because we are considering real grating profiles, it follows that \( [\Phi_{jw}^{(\pm)}(z)]^2 [\exp[i \delta \phi_{jw}^{(\pm)}]/dz] \) is a conserved quantity\(^{16} \) that can be calculated by one's resorting to the boundary conditions imposed on the LTR and the RTL modes (see Fig. 2). At the peaks of transmission, where \( r_j^{(\pm)} = 0 \), we obtain
\[ |\Phi_{jw}^{(\pm)}| \frac{\exp[i \delta \phi_{jw}^{(\pm)}]}{dz} = \frac{f \omega}{c}. \]
\[ \frac{dA^{(-)}}{dz} = -i \frac{\omega}{c} \sum_{(k,l)=(+,-)} \Gamma^{(k,l)}_{(2\omega,+)} A^{(k,l)}_w. \] (30d)

The solutions for the case of a SH signal generated by counterpropagating pump beams in the undepleted pump regime can be written as

\[ I^{(+)}_{2\omega} = \frac{2\omega^2}{c^3\epsilon_0} \frac{L^2}{2} \left[ I^{(+,-)}_{\omega} \right] \left| \Gamma^{(+,+)}_{(2\omega,+,+)} \right|^2 \]
\[ \times \left[ 1 + Q \exp(2i\delta\phi_w) \frac{\Gamma^{(-,-)}_{(2\omega,+,-)} \Gamma^{(+,+)}_{(2\omega,+,+)}}{\Gamma^{(+,+)}_{(2\omega,+,+)}} \right]^2 \]
\[ + 2 \sqrt{Q} \exp(i\delta\phi_w) \left[ \frac{\Gamma^{(-,-)}_{(2\omega,+,-)}}{\Gamma^{(+,+)}_{(2\omega,+,+)}} \right]^2. \] (31a)

\[ I^{(-)}_{2\omega} = \frac{2\omega^2}{c^3\epsilon_0} \frac{L^2}{2} \left[ I^{(+,-)}_{\omega} \right] \left| \Gamma^{(+,+)}_{(2\omega,+,+)} \right|^2 \]
\[ \times \left[ 1 + Q \exp(2i\delta\phi_w) \frac{\Gamma^{(-,-)}_{(2\omega,+,-)} \Gamma^{(+,+)}_{(2\omega,+,+)}}{\Gamma^{(+,+)}_{(2\omega,+,+)}} \right]^2 \]
\[ + 2 \sqrt{Q} \exp(i\delta\phi_w) \left[ \frac{\Gamma^{(-,-)}_{(2\omega,+,-)}}{\Gamma^{(+,+)}_{(2\omega,+,+)}} \right]^2. \] (31b)

In the case of generation by a single pump beam, i.e., \( Q = 0 \), the SH signal generated in the forward direction depends on the effective coupling coefficient

\[ \Gamma^{(+,+)}_{(2\omega,+,+)} = \frac{1}{L} \int_0^L \Phi^{(+,+)}_{2\omega}(z) \left[ \Phi^{(+)}_{\omega}(z) \right]^2 dz, \]

as is also predicted in Ref. 17 through more heuristic arguments and later experimentally verified in Refs. 6 and 7. The coupling coefficient \( \Gamma^{(+,+)}_{(2\omega,+,+)} \) is a phase-dependent overlap integral whose magnitude is maximized when the fields overlap well inside the nonlinear material, i.e., when the fields coherently interact inside the structure.17

The perfect phase-matching conditions studied in Ref. 2 correspond to the case in which the effective coupling coefficient becomes an approximately real quantity, and its value is

\[ \Gamma^{(+,+)}_{(2\omega,+,+)} \approx \frac{1}{L} \int_0^L d^2 \Phi^{(+,+)}_{2\omega}(z) \left[ \Phi^{(+)}_{\omega}(z) \right]^2 dz. \]

At the transmission resonance the DOM can be expressed as \(^7\)

\[ \rho_w = \frac{1}{Lc} \int_0^L \epsilon_w(z) \left[ \Phi^{(+)}_{\omega}(z) \right]^2 dz. \]

It follows that \( \Gamma^{(+,+)}_{(2\omega,+,+)} \) is enhanced by a factor proportional to the DOM when the LTR linear mode is localized inside the nonlinear layers, namely, \( \Gamma^{(+,+)}_{(2\omega,+,+)} \propto \rho_w d^2 \text{layer} \), where \( d^2 \text{layer} \) is the actual second-order susceptibility of the nonlinear layer.17 This situation means that the conversion efficiency during a SHG process in a PBG structure is enhanced by a factor proportional to \( \rho_w^2 \) with respect to an equivalent length of perfectly phase-matched bulk material. The DOM is proportional to \( N^2 \), where \( N \) is the number of periods \(^18\); this condition leads to SH conversion efficiencies proportional to factor of \( N^2 \) better when compared with an equivalent length of phase-matched bulk material. The conversion efficiency in a perfectly phase-matched PBG structure follows the scaling law \( \eta \)

---

Fig. 5. (a) Generic \( N \)-period stack composed of two-layer unit cells of thicknesses \( a \) and \( b \) and constant, real indices \( n_1 \) and \( n_2 \), respectively. (b) Symmetry is restored to the structure by removing the last layer.
\( \propto (\rho d^{2}\mu_{\text{layer}} L)^2 = N^6 \), as was analytically demonstrated first in Ref. 17. On the basis of these considerations it should be evident that the high DOM and the particular phase conditions that are available near the photonic band edge make PBG structures the best candidates for highly efficient, micrometer-sized devices based on quadratic nonlinearities.

C. Periodic Structures

The simplest example of a 1-D, periodic multilayered structure is that made by the repetition of a unit cell composed of two layers of refractive indices \( n_1 \) and \( n_2 \) taken \( N \) times the unit cell. The structure is illustrated in Fig. (5a). The optical properties of the periodic structure depicted in Fig. (5a) are approximately the same as those of the symmetric structure depicted in Fig. (5b), provided that the optical path of the last layer is negligible compared with the total optical path of the structure. More quantitatively, this relation means that \( N(1 + n_1 a / n_2 b) \gg 1 \). If this condition is satisfied both the LTR and the RTL linear modes possess approximately the same symmetry properties, as in Eq. (28): \( \Psi_{jw}^{(+)} \approx \Psi_{jw}^{(+)} \times \exp[i \phi(j \omega)] \). Therefore the off-diagonal elements of the momentum operator can be estimated as follows:

\[
p_{jw}^{(+,-)} = -[p_{jw}^{(+,-)}] \approx \frac{c}{j \omega L} \sin[\phi(j \omega)].
\]

Once again, in the regime in which \( \lambda \ll 2 \pi L \), the off-diagonal elements of the momentum operator become negligible with respect to its diagonal elements, and the coupled-mode equations can be formally written in the same way as for symmetric structures:

\[
\frac{dA_{jw}^{(+)}}{dz} = i \frac{\omega}{c} \sum_{(k,l)=(+,-)} \Gamma_{(jw),+}^{(k,l)} A_{2w}^{(k,l)} A_{jw}^{(i,n)} \quad \text{(33a)}
\]

\[
\frac{dA_{jw}^{(-)}}{dz} = -i \frac{\omega}{c} \sum_{(k,l)=(+,-)} \Gamma_{(jw),-}^{(k,l)} A_{2w}^{(k,l)} A_{jw}^{(i,n)} \quad \text{(33b)}
\]

\[
\frac{dA_{2w}^{(+)}}{dz} = i \frac{\omega}{c} \sum_{(k,l)=(+,-)} \Gamma_{(2w),+}^{(k,l)} A_{2w}^{(k,l)} A_{jw}^{(i,n)} \quad \text{(33c)}
\]

\[
\frac{dA_{2w}^{(-)}}{dz} = -i \frac{\omega}{c} \sum_{(k,l)=(+,-)} \Gamma_{(2w),-}^{(k,l)} A_{2w}^{(k,l)} A_{jw}^{(i,n)} \quad \text{(33d)}
\]

In the undepleted pump regime, we obtain

\[
I_{2w}^{(+)} = \frac{2 \omega^2}{c^2 \epsilon_0} \exp[2L(\Gamma_{(2w),+}^{(i,pump)})^2 - \Gamma_{(2w),+}^{(+,i)}]^2 \times \left[ 1 + Q \left( \exp(2i \delta \phi_{\text{dom}}) - 1 \right) \right] + 2 \sqrt{Q} \exp(i \delta \phi_{\text{dom}}) \quad \text{(34a)}
\]

6. SECOND-HARMONIC GENERATION IN A FINITE, NONABSORBING PHOTONIC BANDGAP STRUCTURE: COMPARISON WITH NUMERICAL RESULTS

Alternative options to the numerical integration of Eqs. (1) also exist in the form of more approximate solutions for the case of shallow gratings.8,9 In this paper, we propose a simple and elegant approach that makes it possible to find analytical solutions for Eqs. (1) in many dynamical situations. Furthermore, the method that we propose can be applied to any generic linear index profile, provided the monochromatic regime is approached.

To test the validity of the model, we compare in Fig. 6 the conversion efficiency for the SH signal generated with a single pump beam, i.e., \( Q = 0 \), as calculated from Eqs. (31), with the results of the conversion efficiency calculated by numerical integration of the nonlinear coupled Maxwell equations in the time domain.19 The structure under consideration is symmetric, and the details are described in the caption. The pump field at the wavelength of \( \lambda = 1.69 \mu m \) is tuned at the first transmission resonance near the first-order bandgap, and the SH field is tuned at the second transmission resonance near the...
second-order bandgap. Under these tuning conditions the SH field is exactly phase matched with the FF field. The nonlinear coefficient of the high index layer is $d^{(2)} = 80 \text{ pm/V}$. Figure 6 suggests that both the forward and the backward conversion efficiencies predicted by Eqs. (31) are nearly indistinguishable from the numerical results in the undepleted regime—or at least for total conversion efficiencies that do not exceed approximately 10%. Therefore we conclude that, when pump depletion is negligible, one may describe the dynamics by straightforward numerical integration of the coupled-mode equations, i.e., Eqs. (30), by a shooting algorithm\cite{20} for example.

In Fig. 7, we plot the SH signal generated by counterpropagating beams as a function of the phase difference between the input pump fields and for different ratios of the input intensities. We note an interesting phenomenon: SH emission can be severely disrupted with a proper choice of the relative input phases of the incident beams. In particular, we point out that, even though the interaction takes place under exact phase-matching conditions, SH emissions are practically switched off when the phase differences are $0 \leq \delta \phi \equiv \pi/4$ and $7/4 \pi \leq \delta \phi \equiv 2 \pi$ (see Fig. 7). The contrast between the ON and the OFF states can be 2 to 4 orders of magnitude with respect to the maximum SH emission that occurs when $\delta \phi = \pi$. The possibility of controlling high-harmonic generation in gases by use of counterpropagating beams has recently been addressed in the literature\cite{21} Pattern-formation and -modulation instabilities resulting from the interaction of counterpropagating beams have recently been investigated for quadratic nonlinear media\cite{22}. A comprehensive study of nonlinear interactions in PBG structures that are due to counterpropagating fields is beyond the scope of this study but will be given more attention in future investigations.

7. CONCLUSIONS

In summary, we have presented a generalized coupled-mode theory for quadratic interactions in multilayered structures of finite length. Because no assumptions have been made with regard to the type of grating, Eqs. (13) and (14) are valid for gratings of arbitrary depth and profile. We have exploited different interaction regimes and have derived simple analytical solutions for the case of SH generation under resonant conditions in nonabsorbing structures, as exemplified by our Eqs. (31). The results predicted by this theory are in excellent agreement with those obtained by use of a numerical integration of the nonlinear, coupled equations in the time domain. We believe that it may be possible to extend the present results to include at least one transverse dimension, which would make it possible to study diffraction and diffraction effects in general.
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REFERENCES AND NOTE


19. The numerical calculations were performed by use of a fast Fourier transform beam-propagation method that integrates the equations of motion in the time domain, as outlined in Ref. 1. Incident pulses are assumed to be 2 ps in duration and have the following intensity profile in time:

\[
I(t) = I_\text{peak} \exp\left(-\frac{t^2}{2\sigma^2}\right),
\]

where \(I_\text{peak}\) is the peak intensity of the pump. A comparison with plane-wave results by use of pulses is possible because the spatial extension of these pulses is nearly 3 orders of magnitude greater than the structure length. As far as the structure is concerned, this incident pulse is nearly monochromatic, and the dynamics yield results that are nearly identical to the plane-wave results, provided the intensity of the plane wave is properly averaged over the pulse width. The average intensity of an incident plane-wave pump field is defined as

\[
I_\text{pump} = \frac{I_\text{peak}}{4\sigma} \int_{-\infty}^{+\infty} \exp\left(-\frac{t^2}{2\sigma^2}\right) dt = \frac{\pi}{8} I_\text{peak}^2.
\]

