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An empirical study examining the perceptions and behaviours of security-
conscious users of mobile authentication
Flynn Wolfa, Ravi Kubera and Adam J Avivb

aUMBC, Baltimore, MD, USA; bUSNA, Annapolis, MD, USA

ABSTRACT
The purpose of this study is to better understand, from an explorative qualitative perspective, the
motivations and practices of highly security-conscious users of mobile authentication, and their
underlying mental models of those behaviours. Mobile authentication studies have largely
overlooked the mindset of these users in the upper bound of security experience, who have
considered their behaviour in terms of detailed knowledge of mobile authentication risk. Twenty
IT professionals who self-identified as security-conscious mobile device users, many with decades
of intensive security-specific experience, were interviewed for this study regarding their opinions
and experiences with mobile device authentication and security. These users described usability
and situational impairment issues, as well as a deep concern for their identity and data security
arising from highly contextual combinations of distrust towards underlying technologies and
situational risk. Derived implications for development of security methods adapted to these
informed perspectives are discussed and will be the basis for follow-on research comparing
these findings with everyday users.
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1. Introduction and motivation

As more data-driven functions of everyday life transfer
onto mobile platforms, authentication of user credentials
becomes more important to protecting sensitive user
information and maintaining trust in mobile systems.
Furthermore, the user’s understanding of how their cre-
dentials are verified and protected from compromise is
a key aspect of that trust relationship, given the broad
array of financial, social, and communication tasks
often entrusted tomobile technology. That highly variable
understanding forms users’ mental models of the under-
lyingmechanisms of authentication, the threat of data loss
and theft, the risks inherent in different types of data-dri-
ven work, and mobile communication functionality.
Advanced models of these aspects of authentication
held by security-conscious users may be a significant
influence in how security is chosen and applied onmobile
platforms such as smartphones, tablets, or wearables as
part of their personal and professional activities.

Many authentication studies effectively summarise
available ‘everyday’ populations that may, however, be
skewed towards knowledge of IT and comfort with
mobile consumer services (Adams and Sasse 1999; De
Luca, von Zezschwitz, and Hussman 2009; Harbach
et al. 2014; Beautement et al. 2016; Fagan and Khan
2016; Forget et al. 2016; Mare, Baker, and Gummeson

2016), but not necessarily include the experiences of
security-focused participants with important aspects of
their personal mobile authentication outlook. These
aspects include knowledge of mobile IT vulnerabilities,
consequences of authentication compromise, and under-
standing of the technical architectures that support
authentication on mobile platforms. These are all likely
to be involved in managing a complex series of personal
transaction types across multiple networks, services, and
devices. Generally, usability needs for authentication
have been found to either differ between experts and
non-experts in a domain like mobile computing (Whit-
ten and Tygar 1999; Asgharpour, Liu, and Camp 2007;
Bravo-Lillo et al. 2010; Schaub, Deyhle, and Weber
2012; von Zezschwitz, Dunphy, and de Luca 2013), or
to be inadequate for both populations (Friedman et al.
2002; Ion, Reeder, and Consolvo 2015; Kang et al.
2015). A Consumer Reports survey of 1656 everyday
smartphone users found that 64% did not use device
authentication at all (Consumer Reports Magazine
2013). We cannot simply infer insights for how authen-
tication may better serve the needs of everyday users
from the behaviour of threat-conscientious users influ-
enced by detailed knowledge of these worries. However,
this picture of the mental models from a highly security-
informed cohort may be both valuable in its own right,
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regardless of transferability to everyday users, as well as
suggestive of how to improve design in this domain for
an increasing population of more security-aware users.

1.1. Contribution

The intent of this inquiry is to elicit perspectives on
mobile authentication and security, specifically from an
under-researched cohort of security-conscious partici-
pants who have engaged in a deliberate balancing act
between usability and security in accessing networked
personal data. It is directly motivated by the limited
focus to date on the specific challenges and needs of
security-conscious mobile users by the research commu-
nity overall, and particularly to capture these perspec-
tives using a qualitative methodology. The themes
derived from these informed users’mental models firstly
describe the outlook of an important population of
mobile users, and secondly offer insight that should
improve the design considerations for relevant authenti-
cation methods. The increasing public profile of cyberse-
curity issues, combined with broadening public
acceptance of mobile applications using sensitive per-
sonal data (i.e. for communication and banking), may
very well provoke broader awareness and demand for
greater customisable control of mobile authentication.
Certainly, both within the findings of this study, and in
broad public concern over data security, the integrity
of these processes is a subject of concern. For example,
a recent survey found that the percentage of 18–26-
year-olds in the United States who recalled reviewing
news of a cyberattack in 2016 had almost doubled in
one year from 34% to 64%. In the United States, 53%
reported that cybersecurity policy mattered in choosing
political candidates. Worldwide, the percentage of
young adults having received some formal cyber security
training increased over the same period from 16% for
men to 59%, and increased 40% for women to 51%
(Raytheon and National Cyber Security Alliance 2016).
Alternatively, semi-autonomous methods that limit
user interaction, such as continuous authentication,
may propagate (instead verifying a user signature based
on historical sensor data and location data, as high-
lighted by Micallef et al. 2015). In either scenario, insight
derived from the mobile authentication experiences of
security informed users, like those of this cohort, could
help identify needed improvements for the broader,
non-expert market of mobile devices and applications,
and an increasing population of more security-aware
users. A recent industry survey projected as many as 2
million unfilled cybersecurity jobs by 2019 (Intel Security
and the Center for Strategic and International Studies
2016), and the United States Bureau of Labor Statistics

projects 18% growth in information security jobs from
2014 to 2024, compared to 12% for IT generally and
7% for all types of employment (Bureau of Labor Stat-
istics, U.S. Department of Labor 2015).

The study described in this paper was initiated with a
broad set of research questions for users with perspec-
tives on mobile authentication issues including: (a)
how risk is defined and managed (Section 4.1), (b) how
usability drawbacks-associated advanced security
approaches are dealt with (Section 4.2), (c) how such
users see their habits interacting with mobile software
and hardware (Section 4.3), and (d) what types of chal-
lenges security-conscious users face (Section 4.4). To
ensure the novelty of this research, these questions
focused upon motivations for the security consciousness
these participants described, as well as how more recent
authentication mechanisms, such as biometric device
unlocking, were being incorporated into their behaviour.
In response, users offered rich description of their
authentication experiences and motivations. Based on
those responses, two challenges to mobile authentication
are defined. Firstly, participants identified authentication
as part of a larger effort to control access to their data,
which was hampered by doubt in two forms. Firstly,
doubt regarding the underlying mobile technology, and
secondly, towards the intentions of major mobile tech-
nology providers that supply devices and software.
While some of these findings align well with existing
qualitative security studies in related domains (described
in Section 4.5), we believe documenting them specifically
with regard to mobile authentication, with this method
and qualified cohort, offers a novel and useful perspec-
tive. The participants’ challenges are the basis for several
design implications for authentication (described in Sec-
tion 4.6), such as how authentication might better adapt
to relevant users’ task-related data sensitivity and cir-
cumstantial usability and security needs.

2. Related work

2.1. Mental models and IT security

Mental models, such as those held by security-conscious
users regarding the use of their mobile devices, were
made a central concept to human factors research by
Donald Norman. They are an important framework for
describing user behaviour in complex domains such as
mobile security (Norman 2013). Several studies have
explored how users of IT conceptualise its functionality
and vulnerabilities (e.g. Friedman et al. 2002; Asgharpour,
Liu, and Camp 2007; Karatzouni et al. 2007; Bravo-Lillo
et al. 2010; Lin et al. 2012; Ion, Reeder, and Consolvo
2015; Kang et al. 2015; Ur et al. 2016). Volkamer and
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Renaud identified the potential value in aligning users’
mental models of security-enhanced systems with key
interaction points, but noted the difficulties in discovering
and describing those security models (2013). Similarly,
Asgharpour, Liu, and Camp evaluated expert and naïve
mentalmodels of computer security froma risk communi-
cation viewpoint, and concluded that those models dif-
fered distinctly with expertise, and that security models
in the form of common metaphors (e.g. ‘viruses,’ ‘zom-
bies,’ or ‘keys’) did not reconcile well with understanding
in either group (2007). Bravo-Lillo et al. defined ‘expert’
users as having taken a graduate-level security course or
worked for at least a year in the field, differed fromnovices
in how they interpreted the context of a set of common
security warnings, and how they chose to respond, based
upon their more detailed expert models of risk (2010).
Similarly, Ion et al. also compared security expert (mini-
mum five years of experience) and non-expert computer
users, via online surveys, finding divergence in both prac-
tice and opinion regarding many basic security practices.
Experts favoured methods such as software updating,
two-factor authentication, and password managers,
whichwere dislikedbynon-experts in favour of using anti-
virus software and making frequent password changes
(Ion, Reeder, and Consolvo 2015). In comparison, Rader
et al. surveyed 301 stories about home computer security,
focusing on non-expert full-time students. These users
found anecdotal security stories, often heard and retold
among family and friends, to have persuasive influence
on their security practices (Rader, Wash, and Brooks
2012). Rader andWash later elaborated on this, examining
differences in security information from three sources,
news articles, peer stories, and web-based security gui-
dance articles. The sources differed in focus when describ-
ing threat scenarios. For example, peer stories focused on
malicious actors, guidance articles on the details of attack
methods, and news articles on consequences for users
(Rader and Wash 2015).

Researchers have also examined the ways in which
mental models of the Internet differ between expert
and non-expert users. Examples include Kang et al.,
who estimated motivations for security-conscious behav-
iour, and compared their basis in the mental models in
IT-expert and non-expert users. Processing advanced
mental models of Internet processes, such as making
an online purchase, was found to impart more awareness
of privacy risks from government, hackers, or ISPs, but
did not translate into more secure habits (Kang et al.
2015). Similarly, Friedman et al. surveyed Internet
users from rural, suburban, and high-tech sectors of
the United States regarding web security features, such
as firewalls and encryption, finding all three were gener-
ally poor at both interpreting security features and

articulating accurate models of security technologies
(Friedman et al. 2002). Ur et al. reached similar con-
clusions about typical user perceptions of password
strength, concluding that many weaknesses were not
well understood, and suggested improving password
strength during authoring as a useful affordance
(2016). Stobert and Biddle (2014, July) interviewed uni-
versity non-security expert internet users (n = 27) on
their password use, applying grounded theory to create
a model capturing a gap between user behaviour and
tool support. A subsequent study (2015) more specifi-
cally used thematic analysis of semi-structured inter-
views to describe academic and industrial security
experts’ (n = 15) password management. These users
were found to split their approach between laxness and
caution in password use, based on awareness of risk
towards their more sensitive accounts (Stobert and Bid-
dle 2015, December). Ferreira et al. also surveyed univer-
sity Android users, finding poor understanding of app
security issues (2015).

To address these disparities in mobile security aware-
ness, Egelman et al. performed a qualitative study of
everyday users recruited through social media, particu-
larly their perception of their screen locking and pass-
word use, and the sensitivity of data on their mobile
devices. In contrast to other findings described here,
security feature adoption was found to be rationally cor-
related to risk perception. However, users were found to
underestimate the data sensitivity of their devices, and
29% did not use device authentication at all. An online
survey of 2518 smartphone users found similar results,
with 58% using PIN or pattern authentication (Egelman
et al. 2014). Adams and Sasse also examined the user
mental models that impact password-based authentica-
tion, finding many approaches much less secure than
assumed. Users circumvented security procedures due
to misunderstanding or because of issues such as recall,
indicating that greater human factors consideration
would mitigate some usability problems (Adams and
Sasse 1999). In contrast, Renaud, Volkamer, and
Renkema-Padmos (2014) found that university-aged
Computer Science students had incomplete models of
email security risks and encryption methods, suggesting
that relevant mental models would need reform before
users would use safeguards.

2.2. Expert and non-expert risk perception of
networked and mobile computing

Looking at everyday users, Imgraben et al. surveyed uni-
versity smartphone users (n = 250), finding limited
awareness of mobile-specific security risks, and
occasional unknowing actions that actually compounded
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risk (e.g. jailbreaking their devices, then loading unveri-
fied applications) (Imgraben, Engelbrecht, and Choo
2014). Mylonas et al. also looked at smartphone usage,
and carried out short, structured interviews about mobile
app usage with smartphone users recruited in public (n
= 458), and categorised participants by their security sav-
viness (having had university information security
courses or industrial security certifications). While
security experience had a slight impact on caution in
app usage, users with and without that perspective
were found to have unsafe behaviours such as ignoring
privacy controls and prompts, and harbouring miscon-
ceptions about app systems. Mylonas et al. point out
that in recommendation-based app ecosystems, this
type of user behaviour can have harmful effects on
other users (2013, August). A number of studies discuss
potentially regionally based differences in perception and
behaviour towards network and mobile security risk.
Diesner, Kumaraguru, and Carley et al. used map analy-
sis techniques to visualise relationships between key con-
structs present in the transcripts of 29 interviews with
Indians, regarding their opinions on security and priv-
acy, finding associations between terms for comparison
( 2005, May). Brooks used similar mapping analysis to
explore the content of expert security courses. Key sub-
ordinate themes related to expert security risk manage-
ment were identified and concept mapped. The
concept of threat was found to have high centrality,
while important constructs for vulnerability were absent
(Brooks 2011). Looking further at non-expert mental
models, Wash described eight folk models of hackers
and viruses gathered from 33 qualitative interviews con-
ducted in three mid-western cities. These models, gath-
ered from non-security expert home computer users,
were found to have potential effects in how those partici-
pants might misapply network security advice (Wash
2010, July). Blythe and Camp later explored how these
eight models functioned as agent models for simulations
of non-expert security behaviour. Adoption of simulated
security-conscious behaviours by agents, such as virus
scanning or updating software, was found to basically
align with responses of people reporting the same models
(Blythe and Camp 2012, May).

Looking more specifically at user security behaviour
within the context of hierarchical organisations, Safa
et al. used structural equation modelling within a theor-
etical framework to assess the relationship between secur-
ity-conscious behaviour and organisational policy by
information security experts (those with extensive experi-
ence) and IT professionals, based on a questionnaire (n =
212), finding that personal experience and knowledge
positively influenced behaviour more than external con-
trol (2015). Posey et al. also used a theoretical view of

the relationship between organisational security pro-
fessionals and insider IT users on security measure adop-
tion, using semi-structured interviews and thematic
coding (n = 33). The authors identify differences between
security experts’ probabilistic analytic view of risk, versus
users emotional and intuitive experiential view. Users
were found to be aware of network computing risk
from their actions in terms organisational resentment
and financial vulnerability imposed on their employer.
However, they were less susceptible to fear appeals to bet-
ter personal security habits than to appeals to shared
responsibility with their peers (Posey et al. 2014).

In contrast, Camp surveyed research on the difficulty
in transferring that knowledge of security risk. Mental
models of risk in medical, physical, criminal, military,
or market metaphorical forms are limited in their ability
to educate users and produce rational behavioural
approaches, such as adopting risk-proportional privacy
measures online (Camp 2009). Brase et al. also found
that users, when offered a network security scenario pre-
sented in terms of common domain metaphors (crime,
disease, and physical security), demonstrated similar
Bayesian reasoning and responses. This suggested that
the design of security warnings and interventions should
focus on communicating actual risk and reward issues,
rather than use metaphors which are not likely to be pre-
dictive of user reactions (Brase, Vasserman, and Hsu
2017). Chin et al. used structured interviews and surveys
(n = 60) to review average smartphone users’ perception
of risk in their mobile device usage. Mobile devices were
deemed more risky than other networked computing,
and users consequently reported more caution about
financial and privacy-sensitive applications. However,
the concern was directed mostly at physical loss or
damage of the device, with some worry over making mis-
takes with interfaces. Concern with underlying technical
vulnerability was attributable to common misconcep-
tions about network connectivity (Chin et al. 2012, July).

2.3. Threats of observational attacks

Shoulder surfing is frequently cited as a motivating factor
for more secure forms of usable interaction in studies
dealing with mobile authentication. Worries relating to
third parties viewing and recreating passcodes have
resulted in researchers investigating this area. Studies
have aimed to characterise the real-world prevalence of
shoulder surfing (Harbach et al. 2014), which was
found to be rarely perceived by mobile users. Studies
have also tested novel interaction schemes that might
deter observer attacks, such as gesture recognition and
tactile cues for distraction gestures (De Luca, von
Zezschwitz, and Hussman 2009; De Luca et al. 2012;

BEHAVIOUR & INFORMATION TECHNOLOGY 323



Hang, De Luca, and Hussmann 2015). Also, the inter-
action of usability and security in the passcode entry
phase of authentication has been identified as a key
relationship and studied (Yee 2002; Aviv and Fichter
2014; Wiese and Roth 2015; Mare, Baker, and Gumme-
son 2016), including lab-based comparisons of shoulder
surfing susceptibility between different types of virtual
keyboards (Schaub, Deyhle, and Weber 2012), field
studies of grid and PIN passcode entry (von Zezschwitz,
Dunphy, and de Luca 2013), as well as cognitive walk-
through studies of encryption software usability (Whit-
ten and Tygar 1999; Warshaw, Taft, and Woodruff
2016). More broadly, research has examined password
management habits (Schaub, Deyhle, and Weber 2012;
Stobert and Biddle 2014; Melicher et al. 2016, July, Ur
et al. 2016; Wash et al. 2016).

While prior mobile authentication-related research
offers critical insight into the relationship between security
and usability, a need has been identified for further inves-
tigation specifically examining the mental models and
behaviours of security-consciousmobile ITusers. By better
understanding the needs of security-conscious users (i.e.
those at the upper bound of awareness regarding the integ-
rity of their authentication behaviours), systems can be
designed to better support their needs, and all users
encountering the need to balance the conveniences of
mobile computing with protecting their data. We con-
ducted an explorative qualitative study into this line of
inquiry.

3. Methodology

Data collection for this study was conducted using semi-
structured interviews and direct observation (detailed in
Section 3.2). Transcripts of these interviews were then
reviewed with inductive thematic analysis to discern
prevalent themes in the discussions (described in Section
3.3). These methods were chosen to afford more flexible,
in-depth questioning of participants regarding a very
broad subject matter that was deemed likely to elicit
detailed and heterogeneous answers.

3.1. Participant sampling

To address security-conscious perspectives on mobile
authentication, our study drew upon a sample of indus-
try, government, and academic practitioners. These
included highly experienced government and military
information security professionals and cyber security
educators. We also recruited from researchers and pre-
senters at the 2015 Annual Computer Security Appli-
cations Conference (ACSAC). For this study, ‘security
conscious’ includes those who have learnt about mobile

security in those professional and academic venues,
and then modified or reconsidered their own authentica-
tion behaviour. A more specific definition of an ‘expert
user’ is limited by several issues. Many of the participants
had individual histories that crossed between pro-
fessional domains. With this disparate and blended
range of backgrounds, defining expertise with a simple
comparison of rank or years of experience was deemed
insufficient for qualifying the authority of participant
responses. Furthermore, four highly technically literate
participants volunteered that they were essentially self-
taught within the field, suggesting that years or level of
formal education would also be an incomplete qualifier
for expertise. As such, an inclusive definition of ‘security
conscious’ was used in defining the type of participants
solicited for participation. Comparable definitions for
security expert or security-conscious technology users
are described in Section 2.1, such as Bravo-Lillo et al.
(those having taken a graduate-level security course or
having one year’s work experience in the field) (2010),
and Ion et al. (a minimum of five years’ work experience)
(Ion, Reeder, and Consolvo 2015). All but one of the
cohort for this study (a security-focused undergraduate
university student) would comply with all of these defi-
nitions, and the majority far exceed the minimums, sev-
eral having decades-long careers in penetration testing
and network security. In part, this may reflect recruit-
ment in geographic proximity to the Baltimore-
Washington area, which has a large and long-standing
IT and cybersecurity industrial focus.

Given this study’s attention to security-conscious
users (versus users with an average sense of mobile tech-
nology security issues), sampling participants with rel-
evant experience was a priority. A key sampling
approach to address this challenge was ‘snowballing’
from one participant to their colleagues by direct referral.
Participants were also recruited from professional infor-
mation security associations, speakers at campus infor-
mation security student group events, ads placed on
campus IT security groups, and through direct solicita-
tion and introductions facilitated through the Los
Angeles Information Systems Security Association
(ISSA) chapter at ACSAC 2015. These participants
included highly experienced government and industry
security developers and researchers. Twenty participants
were interviewed, primarily between the ages of 35 and
44 years, including 3 females (Table 1). All self-identified
as being security-conscious mobile device users.

3.2. Semi-Structured interviews

Semi-structured interviews were chosen as the primary
data collection method in this study to afford open-
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ended discussion on a defined set of questions, which we
felt better suited the subject matter than other related
qualitative methods, such as surveys and either informal
or highly structured interviews (Merriam and Tisdell
2015). This in-depth questioning was assumed to be
important to fairly assessing complex and variable
authentication behaviours and their underlying mental
models of risk and technical functionality. An interview
question instrument was piloted, and then iterated over
the course of the interview process to improve the effi-
cacy of knowledge elicitation, based on responses and
initial themes. For example, several questions that
addressed prior experiences that influenced authentica-
tion behaviour and outlook were reordered in the ques-
tion instrument to reduce redundancy and support
exploratory questioning. Member check questions were
also added as themes emerged, to bolster the internal val-
idity of conclusions regarding complex opinions. Ques-
tioning included information about participants’ basic
demographics (age and gender) and mobile authentica-
tion usage; the types of mobile devices owned (including
‘dumb’ phones, smartphones, tablets, laptops, fitness
wearables, and gaming devices), choice of authentication
methods (including PINs, passwords, biometric signa-
tures such as face or fingerprint recognition, and
Android grid patterns), and use of other types of mobile
security software. Questions also focused on authentica-
tion attitudes and goals, confidence in their own security
habits, experience and concern and with different types
of threats, rationales for habits differing between places
and devices, and perceived downsides to security-con-
scious behaviour. Follow-up questions were used fre-
quently in all interviews conducted for this study.
These were essential to clarifying meanings and motiv-
ations behind answers with otherwise confounding

characteristics (Merriam and Tisdell 2015). Analysis
memos were recorded regularly while conducting inter-
views, to note ideas for improving the efficacy of the
interview instrument and any emergent codes (Merriam
and Tisdell 2015). As themes were identified, member
check questions were also added to support cross-inter-
view thematic comparison.

3.3. Analysis methods

Using inductive thematic analysis (Braun and Clarke
2013), we adopted open coding and a sequential
approach to the data analysis of the interviews. During
the interviews, analysis memo, and transcription phases,
initial codes were established. Deconflicting and combin-
ing the codes derived from the transcripts, memos, and
notes led to mutually exclusive descriptive themes,
which were also iterated by our two reviewers. The
final thematic observations are described in the findings.

Interview data were first reviewed as handwritten
notes recorded during the interview, to sensitise to any
themes or observations that were apparent at the time
of the conversation. In many cases, observations were
gathered as analysis memos, with the intent of summar-
ising an internal record of the research process, ratio-
nales for changes, and to compel continual reflection
on emerging themes. Following those steps, interviews
were then transcribed. Two researchers independently
evaluated a subset of responses to derive a relevant cod-
ing taxonomy. After a comparative review of several of
the initial transcripts, a choice was made to open code
at a moderate level of granularity that would support
focus on the research questions that mostly closely
related to the motivations of security-conscious users.
The large initial set of research questions, although

Table 1. Participant demographics.
Participant Age Sex Experience

1 35–44 F Career government information security (IS), academic IT researcher
2 >65 M Career government IS officer, industry IS developer, IT educator
3 45–54 M Security developer, academic IT security educator
4 35–44 M Career government IS officer, academic IS researcher
5 <21 F IT security student
6 35–44 M Government network security researcher, academic IS researcher
7 35–44 M Academic cybersecurity educator, IS developer
8 35–44 M Industry mobile security researcher, university IS educator, industry IS developer
9 22–34 M Academic IS researcher
10 45–54 M Government IT security researcher
11 45–54 M Government IT security researcher
12 22–34 M Academic IT security researcher, government information security officer
13 35–44 M Industry chief technology officer (CTO) and mobile IS researcher
14 >65 M Military and government IS developer, academic IS educator, industry IS researcher and developer
15 55–64 M Government and industry researcher and developer
16 22–34 M Government IS researcher, academic IS student
17 45–54 M Government IS developer, academic IS educator and researcher
18 22–34 F Government IS researcher
19 >65 M Government and industry IS researcher and developer
20 45–54 M Mobile security app developer, academic IT security researcher
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relevant to the broad task of qualitative discovery, intro-
duced many responses that did not pertain to motiv-
ations or behaviours related directly to authentication.
As stated in Merriam and Tisdell, an overly long list of
open codes can be suggestive of analysis too rooted in
‘concrete description,’ rather than descriptive abstraction
that may more easily be communicated to an audience
(Merriam and Tisdell 2015). Considering this, a shorter,
more abstract set of codes was deemed appropriate.
These open codes were then compared for a combinative
set of axial codes which would coalesce the common
themes between participants (Merriam and Tisdell
2015). A second researcher independently coded 15%
of all the interviews. This analysis showed a good
inter-coder agreement between the two researchers
(Cohen’s Kappa coefficient (κ) = 0.74), Table 2.

4. Discussion

Themes arising from the analysis include risk management,
drawbacks to secure behaviour, and password strategies.
These are described below. A subset of preliminary findings
are briefly described in (Wolf, Kuber, and Aviv 2016), but
are discussed in greater detail in this paper. Other findings
which were not covered have also been added.

4.1. Highly contextualised risk management
(n = 19)

While all participants regularly authenticated to gain
entry to their mobile devices to access applications and
data, 19 described assessing risks taking into account
the device hardware being used (also discussed in
4.4.1), involvement of sensitive data, and the situation
or environment that the interactions would be made

in, prior to utilising the device. If risk was thought to out-
weigh the reward, participants were only too aware of the
negative consequences, which were described in detail.
Most participants highlighted a balance they try to estab-
lish between adherence to strict security procedures
when authenticating, which impose penalties in time
and convenience, and the need to permit network
accesses to perform work (including responses coded
for limiting concern about low value data exposure, eval-
uating risk/benefit trade-offs, and maintaining ongoing
models of data security threats). This negotiation of pri-
orities was often carried out in context of a well-articu-
lated mental model of vulnerability in mobile
authentication, with participants (n = 10) stating that
ultimately, against determined adversaries, ‘no device is
secure’ and that ‘everything can be hacked (P19).’ ‘ … I
never believe there’s total security anywhere,’ stated Par-
ticipant 7 (an academic cybersecurity researcher with
extensive industry and government information security
experience), ‘ … so I’ll never say my security practices are
perfect.’ The balance was itself often poised by partici-
pants upon a mental model of the threat to their data
security. These threat models were described in detail,
and with abundant context, including common risks
such as shoulder surfing or theft of a physical device
that would likely be familiar to all mobile users.

However, in almost all cases, the individual model of
risks to mobile authentication also included more soph-
isticated concepts that reflected the experience of secur-
ity professionals, such as keyloggers from email-attached
malware, compromised applications downloaded from
app stores, spoofed cell towers and password manager
sites, and intrusion into in-car systems or public wireless
connections (Code: modified authentication method due
to situational context, κ: 0.92). Additionally, the severity

Table 2. Sample codes and excerpts.
Code Cohen’s kappa (κ)

Avoids single point of failure 1.00
‘The idea of a single sign on, where you go to places and sign on with your Facebook or Google Plus credentials: that scares me. I don’t like having that single
point of failure, or vulnerability, so to speak.’ (P07)
‘Don’t use password managers. Never felt a strong enough need to do it, and I’ve looked around at them and they’re nice, but I look at password manager as a
single point of failure.’ (P07)

Has modified authentication method due to situational context 0.92
‘I’mmuch more conscious of where I access my home banking, whether its home or the network of my organization at my work. I tend not to do it outside unless
I’m really forced. On public networks… For sure, I never do it when I’m traveling, like through airports. You can have dodgy wifi hotspot around.’ (P08)

Not expecting authentication improvements 0.84
‘I think it’s going to be a case of everybody fend for themselves, so stay the same or get worse. So the government has demonstrated with its ham-fisted response
to the OPM breach that they don’t have the best most efficient, most knowledgeable way of dealing with cyber security concerns, and there were too many
special interests competing for limited dollars and resources to make any broad stroke improvements meaningful.’ (P07)
‘I don’t see any changes actually. What I’ve seen people talking about is that privacy more and more is going to disappear. We as consumer and user are going
to be…We are willing to start to provide more and more information out in order to get a good deal.’ (P08)

Desire quick change in authentication method 1.00
‘So the device has a lot of sensors so there are smarter ways of identifying the user, so if my phone can talk with my laptop. They easily could understand that it’s
still me interacting with the device, and that I’ve entered the password five minutes ago, and never left the device. Then there is no reason to ask me again.
Maybe if there was some way of streamlining all this and getting some information from the environment.’ (P08)

Distrust/doubt in major mobile providers 0.84
‘And for certain types of environments I will not see too many changes. So for Google I don’t think they will change the operating systems or the way the security
model is implemented at the moment.’ (P08)

326 F. WOLF ET AL.



of these threats was modulated for participants by their
knowledge of the types of potentially sensitive data
access required to carry out tasks on their mobile devices,
and how dire the potential consequences of compromise
of that data could be. Participant 20, an application
development security researcher, stated ‘I just thought,
well, I only have a half dozen, a handful of web services
where I actually care if somebody breaks in, and the
other two hundred, three hundred, there’s not much
damage they can actually do if they do break in.’ This
participant explained his decision to forego more strin-
gent security on most accounts, due to onerous usability
penalties, also stating

So, I think to some extent the perfect solution is paying a
bit much, for the benefits that you get,’ and, ‘there’s a
limit to the value beyond a certain point of my improv-
ing my authentication strategy. Yes, it makes certain
sorts of attacks less likely, but so what? It’s got lost in
the noise compared with all the other possible attacks.

One participant (P17), a career industry and govern-
ment information assurance practitioner, referred to a
‘risk spectrum,’ alluding to the range of data security
issues that could apply to a mobile user. This spectrum
included being inadvertently ‘swept up’ in large data
breaches related to a vendor or service provider, without
making obvious security missteps, to operating in risky
shared network environments like hotels or airports
where insecure practices could be exploited, to the
extreme of being specifically targeted by resourceful
criminal or nation state adversaries with advanced tech-
nical capability. The level of threat to any individual user
was understood to reflect the ‘value proposition’ their
data presented to these various types of hostile actors.
This awareness of data context is clearly not likely to
be exclusive to security professionals. Information sys-
tems specialists, for example, would likely maintain simi-
larly detailed and stateful mental models of their systems
usage. However, the additional step of comparing that
model of work-driven system and data dependencies
with further consideration (occasionally termed para-
noia by participants) of the types of vulnerabilities and
frequency of compromise may be the result of security-
focused experience. For example, Participant 7 was
specifically concerned with any devices that combined
network access and sensitive data storage. He stated,
‘The phone doesn’t have all my entire life on it. I don’t
store sensitive files on my phone, but the laptop is tied
into other secure storage mediums.’ This overlapping
series of mental models, constructing understanding of
how a task and its associated personal data might relate
to security threats, forms the basis of a design impli-
cation, discussed later (Section 4.6), that suggests consid-
ering authentication as a layered process informed by the

same view of contextual risk. How this model might be
interpreted was often situationally based. For example,
Participant 17 described ‘lowering the attack surface’ of
his smartphone and laptop at security and hacker-related
professional conferences, by shutting off network ser-
vices and not leaving devices unattended (even in a lock-
able room safe), because of the perceived elevated risk of
more aggressive targeting for malicious compromise.

4.2. Perceived drawbacks noted to security-
conscious mobile device authentication
behaviours (n = 20)

Participants reported numerous frustrations with their
personal authentication experiences (including
responses coded for using higher authentication rigour
on mobile devices with sensitive data, and controlling
sensitive data allowed on mobile devices). These adverse
consequences related to overlapping aspects of their
mental models of situational risk and the usability of
their mobile devices. For example, Participant 14, a gov-
ernment information security developer, explained that
he had researched the strength of the biometric device
lock he used on his smartphone, and was only comforta-
ble with the method if he also fully encrypted the drive,
in case the authentication could be spoofed. This encryp-
tion, however, made rebooting the device much slower.
Participants also disliked the usability impacts imposed
by frequently entering long, complex passcodes, as well
as the penalties associated with limiting the number of
authentication tries allowed before locking an account
(P17). These frustrations, with the burdens imposed by
frequent complicated authentication schemes, on the
one hand, and the potential consequences of data com-
promise, on the other, were the basis for several design
implications, discussed later (Section 4.6).

Participants described strictly limiting storage of per-
sonal data on their mobile devices. They also avoided
entirely many common mobile activities to satisfy their
desire to more fully protect their user credentials. Avoid-
ing conveniences such as password manager sites, single
sign-on, and browser password-caching (P17), or the use
of location services (P14) were reported, as well as gen-
erally trying to compartmentalise (P16) by not tying
mobile accounts to services (Code: Avoids single point
of failure, κ:1.00). Similarly, in pursuit of ‘security
through obscurity’ (P16), participants frequently
described limiting or avoiding use of social media. The
motivations for this included not publically exposing
personal information, hiding references to their geo-
graphic location, and not allowing mobile applications
that harvested user data. One participant (P16), a gov-
ernment security researcher, noted regretfully that not
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using his real name as a username in social media would
prevent making some social connections with old class-
mates, but felt that was a necessary cost of limiting his
security exposure. While perfectly security-conscious
users might avoid mobile services entirely – ‘bury gold
and live off the grid’ (P17), accepting some risk was
also frequently acknowledged.

4.3. Imperfect password strategies (n = 8)

Several studies have documented difficulty in getting
even sophisticated IT users to adopt secure authentica-
tion habits, particularly password management (Wash
2010; Schaub, Deyhle, and Weber 2012; Imgraben,
Engelbrecht, and Choo 2014; Renaud, Volkamer, and
Renkema-Padmos 2014; Micallef et al. 2015; Fagan and
Khan 2016; Forget et al. 2016; Melicher et al. 2016; Ur
et al. 2016, July). However, in this study, when asked if
possible to recall an instance of new information influen-
cing a change in their authentication behaviour, several
participants (n = 8) volunteered that they had tried to
strengthen their password authoring approach over
time. One participant (P17) related that ‘back in the
Nineties’ he would have been comfortable using diction-
ary words as passwords, but had felt compelled over time
by reports of more pervasive and sophisticated threats to
progressively strengthen his strategies, making terms
longer and more alphanumerically complex. To make
these more variable passwords memorable, he had
arrived at using passphrases he could easily recall, some-
times up to 30 characters in length. Recalling and enter-
ing these phrases, however, was complicated and made
frustrating by stringent security rules for password age,
length, and character type requirements. Although the
participant had not described externalising the data
(i.e. writing down passwords) to support accurate
entry, the cognitive demands were noted to pose strong
challenges to the user.

Another participant (P15) described a similar change
over time, also driven by knowledge of data security
risks, and the need to recall numerous passwords
which he did not want to cache in mobile device appli-
cations that he deemed insecure. This led to using simple
geometric or arithmetic algorithms that he could men-
tally generate based upon an easily recalled alphanu-
meric seed. Participant 20 acknowledged deliberately
using an imperfect approach that deviated from expert
advice he had sought out, stating ‘So I rejected that
piece of advice from our experts, to use something like
one password but don’t have it talking to the Internet
at all. That clearly is secure, but it’s also not usable.’ He
also described choosing to ignore regular passcode
updates to accounts deemed less important. Passcodes

to these accounts were changed if they were shared to
circumvent work sharing obstacles. He stated,

I have to admit, except for my work one [account],
[passcode updates are made] not at all. The only reason
I have shifted them around is if I’ve told it to someone
else, which is usually because of some unfortunate
thing in the way they manage sharing forces me to do
that. So, in general, I have never made a habit of chan-
ging my less-used passwords.

Similar to observations made by Adams and Sasse
(1999) and Forget et al. (2016) in their studies of pass-
word behaviour, several of these participants volunteered
that they kept physical cheat sheets of some of their pass-
words, in addition to their complex coping strategies for
recalling strong mobile passwords. Both were well aware
that this cheat sheet behaviour violated common security
advice, but deemed it necessary to maintain the large
volume of passwords they required.

4.4. Challenges to mobile authentication

Security-conscious users described numerous concerns
regarding their mobile authentication which were rooted
in their own behaviours, such as how they managed
untrusted network connections or authored strong pass-
codes (such as choice in their length, character types, and
recall cues). However, 17 participants also related at
length their worries over how underlying weaknesses
in the security of the device or network architectures
might undermine the protection their authentication
approaches were intended to provide. These weaknesses
were often deemed beyond the control of their own
choices or behaviour, and led participants to strictly
limit their usage of mobile technology rather than trust
authentication. For example, Participant 2, a career
information security manager, split his work between
two laptops, one ‘trash’ device never touching sensitive
data but permitted to connect with many networks,
and another with work data that never touched
untrusted networks. The same participant related that
several professional information security colleagues
would regularly reinstall operating systems, or dispose
entirely of their networked devices every six months
out of concern for zero-day vulnerabilities, if they main-
tained a public persona that might make them a target of
sophisticated hacking attempts. Other participants
described similar ‘air gap’ methods to protecting data
such as tax records. Participant 7 also expressed this
risk evaluation challenge when considering the constant
trade-off between new mobile device functionality and
securing his private information, stating, ‘That’s great
but what are we sacrificing, or what are we exposing our-
selves to?’ Furthermore, participants often expressed
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distrust of major hardware and software makers to sup-
port trusted authentication via mobile technologies.

4.4.1. Concern with vulnerable mobile devices and
network technology (n = 18)
Eighteen participants concurred, based upon varying
aspects of their individual model of authentication’s
role in security, that they were concerned for the under-
lying technical architectures of their mobile devices
(including responses coded for having responded to
new threat information by changing authentication
methods and passcodes, and maintaining tight control
over wireless connections). This finding reconciles with
existing research on the functional focus of expert mental
models of security (Imgraben, Engelbrecht, and Choo
2014; Ion, Reeder, and Consolvo 2015). This concern
was exacerbated in several cases by common situational
impairments and physical threats, such as worry over
shoulder surfing attacks. For example, Participant 3, a
university instructor with industry and teaching experi-
ence with network security, had experienced losing a
password to shoulder surfing, and recalled seeing others’
vulnerability when riding on trains, stating, ‘many times
you can have a not-so-bad view of their mobile device,
the reflection.’ However, the participant expressed
greater worry regarding allowing his laptop browser to
store his passwords, because of his detailed doubts
about the underlying software’s connectivity. ‘There is
a lot of stuff connected to the browser. The browser is
really a complicated piece of equipment and my trust
level is not as high… ’ he stated, and, ‘ … complicated
systems are more likely to contain unnoticed vulnerabil-
ities, and with the browser there are many, many com-
ponents.’ Furthermore, this distrust extended to the use
of software-based password managers, to the extent of
avoiding available commercial solutions and instead
writing his own code to generate 512-bit hash passwords,
to have a trusted source. The participant stated that this
approach was, firstly, trustworthy in the sense that he felt
he knew enough about computer science and cryptogra-
phy to rely more on software he developed himself than
obtained elsewhere, and, secondly, both secure and
usable in its ability to regenerate memorable pass
phrases.

Participant 20 also modified the frequency with which
he changed passwords, based on the potential for the
device with account passwords to be exposed through
regular use, stating,

It’s because I have quite a number of devices that know
my work password. My Samsung, my phone, my iPad,
etcetera, etcetera. And that kind of proliferation of
knowledge is itself a security issue. So, if I change my
password fairly regularly I can ensure only the devices

I’m using that regularly actually have access to my
accounts.

Similarly, Participant 8, a mobile security researcher,
was concerned over the vulnerability underlying the
Android operating system in his smartphone, stating,

No, it’s the whole stack… [as the basis for security flaws
in the Android architecture] … the kernel itself [the
underlying Linux kernel upon which Android runs],
but Google has simplified the security model compared
to the Linux model. It’s kind of concerning.

While the participant was still willing to authenticate
entry to the device to perform necessary tasks, he was
uneasy about the potential impact of these security
flaws. Participant 7 also expressed greater concern for
the authentication security of his laptop than his other
mobile devices. Not because of its value or the authenti-
cation methods it supported, but instead because it was
configured to connect to more networked accounts
than his other devices. Participant 2 found this concern
to be compounded by typical situational impairment
issues. He found it disconcerting to have the phone
locked while driving, but also felt use an in-car hands-
free Bluetooth was highly insecure (‘eleven,’ on a
hypothetical risk scale of 1–10) because of a perceived
lack of security in its network architecture.

4.4.2. Distrust of major software and hardware
companies’ commitment to authentication (n = 11)
Eleven participants also shared pointed doubts about the
motivations of commercial mobile software and hard-
ware makers involved in authentication and security,
such as Apple and Google, to fully protect their custo-
mers’ credentials and data (including responses coded
for distrust of technology providers, κ: 0.84). This
resulted in a reluctance to authenticate using mobile
devices to undertake tasks while on-the-go. Participant
3, alluding to his frustration with the practices of anti-
virus protection providers, ‘I don’t have trust in those
companies… so I figured, if that’s how they want to
play, then why bother?’ Participant 8 closely echoed
this sentiment, regarding security flaws in the Android
mobile operating system he used, stating,

… so it’s insecure by design almost. And I think this
openness is OK for Google. If we look at the threats
we can see, its concerning, relating to privacy. It’s
quite easy to leak data from this device, but I think,
for Google, this is the name of the game, right?

Participant 4 also shared this concern regarding how
authenticated data from his Garmin wearable exercise
watch might be stored. He placed trust in the device’s
authentication, based on detailed knowledge of how
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the device carried out its low power Bluetooth connec-
tion and device verification with his laptop, but was
dubious of the security of that personal information
once it was cloud-stored.

Another participant (P15) felt that rather than major
mobile technology companies deliberately weakening
user control of personal information for profit, wide-
spread authentication failures and data loss were instead
attributable to short-sighted reluctance in many indus-
tries to make costly security investment a business pri-
ority. Publicised data breaches might make companies
and customers ‘wake up for a week,’ (P17) but substan-
tive improvement in mobile data security was deemed
unlikely (Code: Not expecting authentication improve-
ments, κ: 0.84). Another participant (P20) differed, see-
ing potential mobile authentication schemes based on
personal behavioural and computing signatures as
‘slightly scary,’ but also so promising in their potential
to reduce usability burdens as to merit trust in major
technology providers.

4.5. Comparison of findings with prior research

Researchers have examined numerous technology-
related issues faced by informed users. Examples include
Kang et al. (2015), Ion, Reeder, and Consolvo (2015),
and Bravo-Lillo et al. (2010) who found that these groups
of users, who were likely to have commensurately more
informed models of security and privacy risks, did not
directly demonstrate that knowledge in their adoption
of secure behaviours. Stobert and Biddle’s thematic
analysis of security experts’ password approaches also
found that informed users made a personal assessment
of risk which determined how strictly they maintained
security for their accounts. This would align with the
security-conscious risk evaluation behaviours we relate
(Section 4.1), but we also captured the underlying
doubt about the intentions of technology providers (Sec-
tion 4.4.2) motivating that caution (Stobert and Biddle
2015, December). Forget et al. (2016) also noted that
engagement with security, in the form of proactive main-
tenance and information seeking behaviours, did not
necessarily translate to more secure computing states.
Our findings described in this paper, with a cohort that
is both technical and specifically security conscious,
have some similarity. Like Kang et al., these security-con-
scious mobile users varied in their approaches to secur-
ing their devices. However, that variation did not stem
from a lack of regard for vulnerabilities and risk in this
domain. Some simply opted not to use mobile devices
at all for tasks that required data they deemed too sensi-
tive to place at risk. Whether engaged in this purposeful
avoidance of mobile authentication risk, or highly active

in controlling it, these users were carefully considering
the contextual and situational risk parameters they
were willing to accept.

Additionally, several participants were consistently
mindful enough of their secure authentication habits
that they could describe when they accepted breaking
their own rules. Motivations as disparate as being ‘on
the couch and wanting a pizza’ (P16) or needing to
send a bill payment (P7) were cited as reasons for accept-
ing more risk. However, like the richly contextual
decisions made by security experts in Bravo-Lillo et al.,
these deviations from typical authentication behaviour
were described as thoughtful actions that involved evalu-
ations of a familiar low-risk environment or task
urgency. Forget et al. suggested that actions taken by
users motivated to maintain their home computing
security might incidentally introduce unsafe states, and
that engagement also did not predict either security
knowledge or concern with protecting personal compu-
ters (2016). Furthermore, Kang et al. suggested develop-
ing policy and technology that would not rely on users’
engagement with security, given that the relationship
appeared unreliable. Trewin et al. also found that non-
security-conscious users, including doctors, online bank-
ing customers, and IT workers, were not mindful of risks
beyond the scope of shoulder surfing and accessing mal-
icious content, compared to a cohort of computer secur-
ity experts. A lack of awareness of numerous potential
types of network-based attacks risks was found in non-
experts. This suggested a need for tailored notification,
and for software applications to adjust tolerance for
security non-compliance based upon the sensitivity of
involved data (Trewin et al. 2016).

Existing research has also explored novel authentica-
tion smartphone methods which monitor user beha-
viours in the background, developing a profile which is
used as a risk threshold for automatically adjusting
device locking (De Luca et al. 2012; Micallef et al.
2015). These studies have largely dealt with better sup-
porting everyday users, who have been found to resist
adopting security practices with usability penalties. We
suggest extending this view, by acknowledging that
highly security-informed users presented highly variable
responses to everyday scenarios, based on their richly
modelled contextual and situational understanding. We
suggest supporting that type of awareness, with authen-
tication methods intuitively adjusting their rigour and
usability to those contexts and situation.

4.6. Implications for mobile authentication

Participants described several aspects of their device
security and authentication which they would like to
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see improved (Section 4.4.1). Participant 7 indicated that
when he was in what he considered to be a more threa-
tening environment, such as a public space with
untrusted wireless networks, he chose to elevate the
number of notifications provided by monitoring soft-
ware he installed on his mobile device. Similarly, he sta-
ted that his wish for improved mobile authentication
would include being able to quickly toggle from a con-
venient low-security mode, such as a biometric method,
to a more rigorous high-security mode, such as a pass-
word, when he felt threats were increasing.

These observations carry several implications for
authentication developers. Firstly, and most basically,
all security-conscious users interviewed saw threats
to their mobile-based identity and data authentication
as a real problem, that strongly influenced their
decision-making and everyday behaviour. Again, we
do not assert that this foreshadows changes in behaviour
or attitude towards authentication management among
the broad base of consumers of mobile services. Instead,
we note the scepticism found towards long-term
improvement in mobile security (Section 4.4.2), which
may influence adherence to secure practices and demand
for security controls in this cohort. This may be por-
trayed in either informed buying choices, based on con-
cern for the security of operating systems (Section 4.4.2),
or choices in selecting and using applications (Sections
4.2, 4.4.1). Secondly, as discussed in Section 4.1, risks
to mobile authentication, as articulated by the partici-
pants, were seen as a frequently changing product of
multiple risk factors, such as device hardware, user
behaviour, sensitive data involvement, and situational
circumstances. Participant 8, for instance, reflected this
in choosing to be more careful with his online banking
habits, stating, ‘My security conscience kicks in depend-
ing on the type of information [being used on his
Android mobile device]. I usually try more to protect
my economic side.’

To manage their own mobile authentication risk,
based upon the type of data exposure, some security-
conscious users wanted more granular insight and con-
trol of processes on their devices. For example, Partici-
pant 3 demonstrated using a network analysis
application on his tablet to characterise the dozens of
open wireless connections in his surroundings, and to
observe the connections made by other apps he had
installed. He explained that being able to see this extra
information motivated his desire to use strong authenti-
cation and to control the individual service permissions
given to applications, as well as his refusal to load
many common mobile applications that he felt would
risk his credentials. Participant 13, a CTO for a security
systems integration company, predicted a similar

response to authentication challenges in the future for
himself and other security-conscious users. He felt that
these users would ‘dig in their heels’ to be the ‘back of
the pack’ in adopting new technology that might under-
mine their ability to control their own devices and the
information they collect, so as to ‘dilute’ the ‘correlatable
ability between platforms.’ As an implication, security-
conscious users in this regard might well be suggestive
of users who may want more ability to configure
‘under the hood’ of their device processes, such as what
specifically the device tells the user about changes in
the use of their persona-based services or stored auth-
enticated data. This desire may be a challenge to ‘walled
garden’ approaches that would instead restrict user con-
trol. As stated previously (Section 1.1), the transferability
of this finding to everyday users is an important con-
sideration. While studies of security experts have found
differing outlook and behaviour from everyday users, it
appears that this informed demographic itself is growing,
and that greater concern for mobile computing risks may
be spreading to everyday users.

Additionally, as discussed in Section 4.2 and in (Wolf,
Kuber, and Aviv 2016), several participants described
their interest in context-sensitive authentication,
which would allow them to either manually toggle to a
higher level of security (with an assumed penalty of
less convenience) when in riskier circumstances (i.e.
changes in situation, context, and environment), or to
have this process automated. In the case of automation,
participants described mobile devices potentially using
behavioural or network analysis to establish when the
device was in a safe place, and then switch automatically
to less rigorous but more convenient authentication
methods to avoid interrupting the user. Interestingly,
this contradicts a general aversion to location-based ser-
vices. Several participants related turning off GPS-based
services when not in use, and avoiding social media
location features entirely. Similarly, several participants
also described their existing layered approaches to
authentication, in which use of sensitive services or
data on their mobile devices required entering additional
passcodes, besides the device locking method. In this
case, the context sensitivity would be to the type of access
being requested by the user, rather than the environ-
mental circumstances, but the participants again wanted
to apply adaptive authentication methods.

For designers ofmobile services, and especially for new
authentication methods, these informed perspectives
suggest that authentication may better be thought of as
a series of responsive controls, layered throughout ser-
vices, and responsive to auditing needs derived from the
type of work being performed on a device, rather than a
single method just for unlocking it. Developers would
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need to consider the usability impact ofmodal shifts based
upon the user’s activity and circumstances (such as situa-
tional impairments or network connections). These find-
ings offer valuable insight into how security-conscious
users address their mobile computing, and how those
needs may diverge from everyday users.

5. Conclusion and future work

Many difficult trade-offs were described by the partici-
pants interviewed in this study regarding their mobile
authentication behaviour, between ease of use and the
desire to protect their important data. This group of
security-conscious users elaborated on the frustrations
this introduced. Although some of these observations
date to 2015, and the security implications of underlying
technology (such as operating systems and prevalence of
biometric unlocking methods) have shifted, the insights
drawn from these perspectives suggest for mobile
authentication researchers and developers that passcode
methods should more fully reflect and adapt to the situ-
ations and activities of users with informed models of
data security risk. As previous research has suggested
(Asgharpour, Liu, and Camp 2007; Camp 2009; Bravo-
Lillo et al. 2010; Ion, Reeder, and Consolvo 2015), our
findings indicate that security-conscious users want
enhanced mobile security features (i.e. warning and con-
trol dialogs) that are detailed and accurate enough to
develop and inform their models of mobile data security.
We also contribute a picture of how these users are likely
to modify their expectations of these types of feature,
based upon their interpretation of situational risk. This
risk appears as a function of their assessment of the
data sensitivity of their current mobile work, and the
threats of compromise posed by their current network
environment. Further qualitative research of this topic
will more fully characterise answers to how security-con-
scious users develop and maintain their models of this
risk, overcome situational impairments to authentica-
tion, and extrapolate how these experiences could be
transferred to other users of mobile technology. Specifi-
cally, we are undertaking a follow-on study which will
compare our findings on the mental models and adop-
tion of authentication methods of these security-con-
scious users with everyday users with a less defined
sense of mobile computing risk. Existing research into
mental models has made positive use of diagramming
as a tool for extracting and comparing mental models.
This method was deemed outside the scope of the collec-
tion and analysis portions of this explorative study, but
may be applied in follow-on studies utilising the themes
established here, directed at participants with those vary-
ing levels of security exposure. Our intent is to better

define and understand differences between these groups
to characterise how design recommendations regarding
security can address wider audiences.
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