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Abstract

Semi-continuous data comes from a distribution that is a mixture of the point mass at zero and a continuous distribution with support on the positive real line. A clear example is the daily rainfall data. In this paper, we present a novel algorithm to estimate the density function for semi-continuous data using the principle of maximum entropy. Unlike existing methods in the literature, our algorithm needs only the sample values of the constraint functions in the entropy maximization problem and does not need the entire sample. Using simulations, we show that the estimate of the entropy produced by our algorithm has significantly less bias compared to existing methods. An application to the daily rainfall data is provided.
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1 Introduction

Random variables that feature a point mass at zero and are continuous on the positive real line are sometimes known as semi-continuous random variables1 and their distributions are known as semi-continuous distributions. A clear example of such random variables is the daily rainfall data. Figure 1.1 shows the histogram of the observed daily precipitation between years 1949 and 2000 at a location in the Midwest USA. Since it did not rain every single day at this location during this period, there are many zero values in the data. For the days it rained, a positive continuous number (e.g.: mm/day) is reported. The red dot on the histogram represents the proportion of zeros in the data. Suppose \( Y \) is a semi-continuous random variable with a point mass of \( \gamma \) at zero and has the density function \( g_\theta(y) \) on the positive real line, where \( \theta \) is the parameter governing the distribution. Then, the probability density function (pdf) of \( Y \) is given by (Popuri (2017))

\[
f_\theta(y) = \gamma \delta(y) + (1 - \gamma) \delta^*(y) g_\theta(y), \tag{1.1}
\]

*For Correspondence: saiku1@umbc.edu. Much of the research in this paper was carried out when the first author was a graduate student at the Department of Mathematics and Statistics, University of Maryland, Baltimore County.

1In the literature, the terms ‘semi-continuous’ and ‘semicontinuous’ seem to have been used interchangeably. In this paper, we use the term ‘semi-continuous.’
where $\delta(y)$ is the indicator function of $y$ taking value 1 if $y$ is 0 and 0 when $y$ is positive, and $\delta^*(y) = 1 - \delta(y)$.

In the literature, the distribution in (1.1) is sometimes known as the ‘two-part’ model owing to Cragg (1971), who has used it to analyse sales data for durable goods. The density function in (1.1) can be modified by restricting $\gamma$ to depend on $\theta$, thereby inducing a dependency between the probability of observing a zero and the distribution of the continuous component, $g$. Let $\gamma$ be defined as a one-one function of $\theta$ with the range in $(0, 1)$. The pdf of $Y$ can now be written as

$$f_\theta(y) = \gamma(\theta)\delta(y) + (1 - \gamma(\theta))\delta^*(y)g_\theta(y).$$  

(1.2)

When the density function $g$ in (1.2) is taken to be truncated normal with mean $\mu$ and variance $\sigma^2$, and $\gamma(\theta)$ is set equal to $1 - \Phi\left(\frac{\mu}{\sigma}\right)$, we get the density function in (1.3), which is known as the Tobit model (Tobin (1958), Takeshi (1985)), widely used in Econometrics,

$$f_\theta(y) = \left(1 - \Phi\left(\frac{\mu}{\sigma}\right)\right)\delta(y) + \delta^*(y)\frac{1}{\sigma}\phi\left(\frac{y - \mu}{\sigma}\right),$$  

(1.3)

where $\phi$ and $\Phi$ are the pdf and cumulative distribution function (cdf) of a standard normal random variable, respectively.

Estimation of probability density functions for semi-continuous data can be done using parametric, Bayesian, and non-parametric methods. Parametric methods consist of assuming a parametric distribution for the data and using methods like maximum likelihood estimation to estimate the unknown parameters. These methods provide efficient estimates but could be heavily model dependent with limited parametric forms. Estimation of the Tobit model in (1.3) is studied in detail in
Takeshi (1985). Several authors have applied Bayesian methods to analyze semi-continuous data. For example, Gibbs sampling and the data augmentation method has been used for independent semi-continuous data in Chib (1992). Neelon et al. (2016) provides a detailed overview of various estimation methods, including Bayesian, applied for semi-continuous data in Biostatistics. Some of the non-parametric estimation methods include kernel density estimation, k-nearest neighbors etc. These methods are often computationally expensive and depend on choosing values for tuning parameters like bandwidth size.

Estimation using entropy maximization is a non-parametric method that searches for a density function that maximizes the entropy value subject to certain constraints (Cover and Thomas (2006)). This approach is attractive in situations where we want the density function to satisfy certain properties but are otherwise non-committal with regard to other features. Estimates of density functions using this method are sometimes known as ‘MaxEnt’ distributions. Depending on the choice of the constraint functions, this method could be computationally expensive. However, for certain standard choices of constraints, the MaxEnt distributions have closed forms. This could be useful, especially in the context of Bayesian estimation. In general, the posterior predictive distributions for semi-continuous data do not have closed forms and one needs a Markov Chain Monte Carlo (MCMC) like scheme to perform analysis (Popuri (2017)). Even if they have closed forms, they are often not in recognizable classes of distributions and therefore not amenable to sampling in an automated programmatic fashion. As a result, such predictive distributions are often not suitable as inputs to systems that take distributions that are easy to sample from as input. For example, in hydrological studies, in order to assess the impact of changes in climate on water and crop yields, some researchers use a hydrological model called Soil and Water Assessment Tool (SWAT; Gassman et al. (2007)). Currently, SWAT takes point estimates of predictions of various climate variables, including daily precipitation, as inputs. However, it is conceivable that future versions of SWAT might take distributions of predictions as inputs instead. Such systems might not accept conditional distributions from a Bayesian fit and an MCMC scheme to sample predictions from posterior distributions as inputs. It would then be desirable to approximate the complicated predictive distributions to simpler forms, for example, using entropy maximization.

Literature on entropy maximization for semi-continuous data is sparse. Politis (1994) have presented a general form for the distribution estimated by entropy maximization for a mixture of discrete and continuous distributions when the MaxEnt distributions for the discrete and continuous parts are known. However, they do not provide a constructive algorithm to estimate density functions for mixture data, of which semi-continuous data is a special case. Density estimation by entropy maximization is widely used in hydrology. In hydrological studies, semi-continuous data is typically modelled by ignoring the point mass at zero and focusing exclusively on the positive continuous part (Rho and Kim (2019)). This is true for density estimation using entropy maximization as well. Papalexiou and Koutsoyiannis (2012) have applied various continuous distributions to model the positive continuous part of daily rainfall datasets but have set the unknown probability of observing a dry day (zero rainfall) to the proportion of zeros in the data before estimating density functions using entropy maximization for the positive continuous part alone. While this is convenient, the resulting MaxEnt density function is not the true MaxEnt solution and is often only a crude approximation, possibly with a substantial bias. In this paper we develop the theory of entropy maximization for semi-continuous data in a comprehensive way. Specifically, we do not set the point mass at zero to the proportion of zeros in the data. We further present a novel algorithm that maximizes entropy using alternating estimation steps in an iterative fashion.
We also extend the analysis in Politis (1994) into an algorithm where the point mass at zero and
the continuous parts are estimated in alternating steps. Rest of the paper is organized as follows.
Section 2 provides a brief discussion of the method of entropy maximization, presents the theory
suitably extended to semi-continuous data with examples, and provides an algorithm to estimate
the density function for semi-continuous data. In section 3, we evaluate our algorithm and compare
it with two methods based on existing literature using simulations and a real-world dataset of daily
rainfall at several locations in the Midwest US. We conclude with some comments on future work
in section 4.

2 Entropy maximization for semi-continuous data

The principle of maximum entropy is a method of estimation of probability distribution functions by
maximizing the entropy of the distribution or the lack of information, subject to a set of constraints.
Often, the constraints are on the moments of the distribution. The entropy (Cover and Thomas
(2006)) of a distribution $p(y)$ with support on a subset $\mathcal{I}$ of the real line is defined as

\[ H(p) = -\int_{\mathcal{I}} p(y) \log p(y) \mu(dy). \]

The density function $p$ is estimated by maximizing $H(p)$ subject to a set of constraints on
functions of $Y$, often the moments of $Y$. Suppose we impose $K$ number of constraints given by

\[ \mathbb{E}(h_j(y)) = \int_{\mathcal{I}} h_j(y)p(y)\mu(dy) = \alpha_j, \quad j = 0, \ldots, K. \tag{2.1} \]

where $\mathbb{E}()$ is the Expectation operator, $j = 0, \ldots, K$, $h_0(y) = 1$; $\forall y \in \mathcal{I}$, $\alpha_0 = 1$, and $\alpha_j \in (-\infty, \infty)$,
$j = 1, \ldots, K$. Note that the first constraint ensures that the desired density function integrates
to 1. The problem of estimating the density $p(y)$ using the principle of maximum entropy can be
formulated as the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad H(p) \\
\text{subject to} & \quad \int_{\mathcal{I}} h_j(y)p(y)\mu(dy) = \alpha_j, \quad j = 0, \ldots, K. \tag{2.2}
\end{align*}
\]

The solution using the method of Lagrange multipliers is given by

\[ p(y) = \exp\left\{ -\left(1 + \sum_{j=0}^{K} \lambda_j h_j(y)\right) \right\}. \tag{2.3} \]

The probability density function in (2.3) is then substituted in the $K + 1$ constraints in (2.1) to
solve for the Lagrange multipliers $\lambda_j$’s. The solution in (2.3) is sometimes known as the ‘MaxEnt’
distribution. A well-known example of a MaxEnt solution is the normal distribution when the
constraints are on the mean and variance for continuous distributions with support on the real line
(Conrad (2005)). Another example is the exponential distribution when the constraint is on the
mean for continuous distributions with support on the positive real line (Conrad (2005)). A third
elementary is the gamma distribution when the constraints are on the mean and on the logarithm of
the random variable for continuous distributions with support on the positive real line (Singh and
Singh (1985)).
Let \( \mathcal{P} \) be the set of all density functions of semi-continuous random variables with support on \( \mathcal{I} = [0, \infty) \), that is, continuous on the positive real line with a point mass at 0. Recall that the density \( p \in \mathcal{P} \) of a semi-continuous random variable \( Y \) is given by

\[
p(y) = \gamma \delta(y) + (1 - \gamma) \delta^*(y) g(y),
\]

which is same as (1.1) but the parameter \( \theta \) is dropped for convenience in the notation. It turns out that the entropy function for semi-continuous random variables with density function in (2.4) is a function of the entropy of the constituent continuous part, as shown in the following result.

**Proposition 2.2.** The entropy function of the semi-continuous distribution in (2.4) is given by

\[
H(p) = -\gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) H(g),
\]

where \( H(g) \) is the entropy function of \( g \), the continuous component of the distribution.

**Proof.** It is convenient to write the pdf in (2.4) as

\[
p(y) = \gamma \delta(y)(1 - \gamma) \delta^*(y) \left( g(y) \right)^{\delta^*(y)}.
\]

Taking log of the density function, we get

\[
\log p(y) = \delta(y) \log \gamma + \delta^*(y) \log(1 - \gamma) + \delta^*(y) \log \left( g(y) \right).
\]

Substituting the density function in (2.6) and its log in (2.7) in the definition of entropy in (2.1) and noting that the dominating measure for semi-continuous random variables is the sum of the counting and Lebesgue measures, and that their support is \( \mathcal{I} = \{0\} \cup (0, \infty) \), we get

\[
H(p) = -\int_{\mathcal{I}} p(y) \log p(y) \mu(dy)
\]

\[
\quad = - \left( \int_{\mathcal{I}} \delta(y) \gamma \delta(y)(1 - \gamma) \delta^*(y) \left( g(y) \right)^{\delta^*(y)} \log \gamma \mu(dy)
\]

\[
\quad + \int_{\mathcal{I}} \delta^*(y) \gamma \delta(y)(1 - \gamma) \delta^*(y) \left( g(y) \right)^{\delta^*(y)} \log(1 - \gamma) \mu(dy)
\]

\[
\quad + \int_{\mathcal{I}} \delta^*(y) \gamma \delta(y)(1 - \gamma) \delta^*(y) \left( g(y) \right)^{\delta^*(y)} \log g_\theta(y) \mu(dy) \right)
\]

\[
\quad = - \left( \gamma \log \gamma + (1 - \gamma) \log(1 - \gamma) + \int_0^\infty (1 - \gamma) g(y) \log g_\theta(y) dy \right)
\]

\[
\quad = - \gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) H(g).
\]

\[
\quad = - \gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) H(g).
\]

\[
\quad = - \gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) H(g).
\]

Density function estimation using entropy maximization for semi-continuous data involves maximizing the entropy function in (2.8), similar to the problem in (2.2). Consider the following optimization problem: maximize the entropy \( H(p) \) in (2.8) over all probability density functions \( p \in \mathcal{P} \) satisfying

\[
\int_{\mathcal{I}} h_j(y)p(y) \mu(dy) = \alpha_j, j = 0, \ldots, K,
\]
where \( h_0(y) = 1; \forall y \in \mathcal{I}, \alpha_0 = 1, \) and \( \alpha_j \in (0, \infty), j = 1, \ldots, K. \) The corresponding Lagrange function is given by

\[
\mathcal{L} = H(p) - \lambda_0 \left( \int_{\mathcal{I}} h_0(y)p(y)\mu(dy) - \alpha_0 \right) - \ldots - \lambda_K \left( \int_{\mathcal{I}} h_K(y)p(y)\mu(dy) - \alpha_K \right)
\]

\[
= -\gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) \left\{ \gamma h_j(0) + (1 - \gamma) \int_0^\infty h_j(y)g(y)dy - \alpha_j \right\}.
\]

Setting the derivatives of \( \mathcal{L} \) with respect to \( \gamma \) and \( g \) to 0 and solving the Lagrange equations, we obtain the following maximizing density function

\[
p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) g^*(y),
\]

where

\[
g^*(y) = \exp \left\{ - \left( 1 + \sum_{j=0}^K \lambda_j h_j(y) \right) \right\},
\]

and

\[
\gamma^* = \frac{1}{1 + \exp\{H(g^*) + \sum_{j=0}^K \lambda_j h_j(0) - \sum_{j=0}^K \lambda_j \int_0^\infty h_j(y)g^*(y)dy\}}.
\]

The Lagrange multipliers \( \lambda \)'s are obtained by substituting the density in (2.11) in the constraints in (2.9) and solving for \( \lambda \)'s.

Some of the results for standard choices of constraints for continuous data extend to the semi-continuous case.

**Example 1.** (Semi-continuous Exponential distribution)

We know that

\[
g^*(y) = \frac{1}{\alpha_1} \exp \left( - \frac{y}{\alpha_1} \right)
\]

is the distribution that maximizes the entropy in the class of density functions for continuous random variables with support on the positive real line and the constraint on the first moment with \( \int_0^\infty yg(y)dy = \alpha_1 \). In particular, suppose the data generating process (DGP) is assumed to be the exponential distribution \( g(y) = \theta \exp(-\theta y) \) and \( \alpha_1 \) is set to the expected value \( 1/\theta \), then the MaxEnt distribution is \( g(y) \), the DGP that we started with.

Extending to the semi-continuous case, we will see that when the constraint is on the first moment, the MaxEnt distribution is a semi-continuous density function where the continuous component is the exponential distribution. However, the MaxEnt distribution when the DGP is a two-part exponential distribution ((1.1), where \( g_\theta(y) \) is exponential), is not the DGP, unlike the continuous case.

The constraint on the first moment is given by

\[
\int_{\mathcal{I}} h_1(y)p(y)\mu(dy) = \alpha_1,
\]

where \( h_1(y) = y; \forall y \in \mathcal{I} \). Then the MaxEnt distribution \( p \) in (2.11) is given by

\[
p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) g^*(y),
\]
where
\[ g^*(y) = \exp(-1 - \lambda_0 - \lambda_1 y) \]
and
\[ \gamma^* = \frac{1}{1 + \exp\{H(g^*) - \lambda_1 \int_0^\infty yg^*(y)dy\}}. \tag{2.17} \]
Substituting \( p(y) \) from (2.16) into the first constraint \( \int x p(y) \mu(dy) = 1 \) and the second constraint in (2.15), and solving for \( \lambda_0 \) and \( \lambda_1 \), we get
\[ g^*(y) = \frac{1 - \gamma^*}{\alpha_1} \exp\left(-\frac{1 - \gamma^*}{\alpha_1} y\right). \tag{2.18} \]
Substituting \( g^* \) from (2.18) in (2.17) simplifies to the quadratic equation in \( x \)
\[ x^2 - x(2 + \alpha_1) + 1 = 0, \tag{2.19} \]
whose solution is \( \gamma^* \). Since \( \gamma^* \in (0, 1) \), the only feasible solution is \( \frac{(2 + \alpha_1) - \sqrt{(2 + \alpha_1)^2 - 4\alpha_1}}{2\alpha_1} \). Suppose the DGP is assumed to be the following two-part exponential distribution
\[ p(y) = \gamma \delta(y) + (1 - \gamma) \delta^*(y) \exp(-\theta y), \tag{2.20} \]
where \( \gamma \in (0, 1) \) and \( \theta > 0 \) are known. Further suppose we set \( \alpha_1 \) to \( E(Y) = (1 - \gamma)^{\frac{1}{\theta}} \). By the analogy in the case of the continuous data with exponential distribution as the DGP, one would expect the MaxEnt distribution to be (2.20). However, the MaxEnt distribution is given by
\[ p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) g^*(y), \]
where
\[ g^*(y) = \frac{\theta(1 - \gamma^*)}{(1 - \gamma)} \exp\left(-\frac{y\theta(1 - \gamma^*)}{(1 - \gamma)}\right), \]
and \( \gamma^* \) is the solution to the quadratic equation in variable \( x \)
\[ \theta x^2 - x(1 - \gamma + 2\theta) + \theta = 0, \]
where the only feasible solution is \( \frac{(1 - \gamma + 2\theta) - \sqrt{(1 - \gamma + 2\theta)^2 - 4\theta^2}}{2\theta} \). Notice that even though the MaxEnt solution is not the DGP two-part exponential distribution, it still belongs to the class of two-part exponential distributions. \( \square \)

**Example 2.** (Semi-continuous Gamma distribution)
The two parameter Gamma distribution maximizes the entropy in the class of density functions with support on the positive real line and constraints on the first moment and the logarithm of the variable (Singh and Singh (1985)). Suppose the DGP is given by the following gamma distribution
\[ g(y) = \frac{1}{\Gamma(\kappa)\theta^\kappa} y^{\kappa-1} e^{-y/\theta}, \tag{2.21} \]
where \( \kappa > 0 \) and \( \theta > 0 \) are the shape and scale parameters, respectively. Further suppose that in the entropy maximization problem,
\[ h_1(y) = y, \]
\[ \alpha_1 = \kappa\theta = E(Y) \]
and
\[ h_2(y) = \log(y), \]
\[ \alpha_2 = \log(\theta) + \psi(\kappa) = E(\log(Y)). \]

Then the MaxEnt distribution is the DGP in (2.21).

Consider the semi-continuous case with support on \([0, \infty]\) and suppose we choose the following \(h_j\) functions
\[ h_1(y) = y, \]
\[ h_2(y) = \begin{cases} 0 & y = 0 \\ \log(y) & y > 0. \end{cases} \]
The corresponding \(\alpha_1\) and \(\alpha_2\) are typically empirical averages of the above functions based on a sample and therefore, are known. Then the MaxEnt distribution \(p\) in (2.11) is given by
\[ p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) g^*(y), \tag{2.22} \]
where
\[ g^*(y) = \exp(-1 - \lambda_0 - \lambda_1 y - \lambda_2 I(y > 0) \log(y)) \]
and
\[ \gamma^* = \frac{1}{1 + \exp\left( H(g^*) - \lambda_1 \int_0^{\infty} y g^*(y) dy - \lambda_2 \int_0^{\infty} \log(y) g^*(y) dy \right)}. \tag{2.23} \]

Following the algebra in Singh and Singh (1985), we substitute the density function in (2.22) in the constraints and solve for the Lagrange multipliers.

First, we equate the integral of the density function in (2.22) over the support of the semi-continuous random variable to 1 to get
\[ \int_I p(y) \mu(dy) = 1 \]
\[ \implies \gamma^* + (1 - \gamma^*) \int_0^{\infty} \exp\left\{ -1 - \lambda_0 - \lambda_1 y - \lambda_2 \log(y) \right\} dy = 1 \tag{2.24} \]
\[ \implies \int_0^{\infty} \exp\{-\lambda_1 y - \lambda_2 \log(y)\} dy = \exp\{1 + \lambda_0\} \]
\[ \implies \lambda_0 = \log(\Gamma(1 - \lambda_2)) - (1 - \lambda_2) \log(\lambda_1) - 1. \]
The second constraint yields
\[ \int_I y p(y) \mu(dy) = \alpha_1 \]
\[ \implies (1 - \gamma^*) \int_0^{\infty} y \exp\left\{ -1 - \lambda_0 - \lambda_1 y - \lambda_2 \log(y) \right\} dy = \alpha_1 \tag{2.25} \]
\[ \implies \int_0^{\infty} y \exp\{-\lambda_1 y - \lambda_2 \log(y)\} dy = \frac{\alpha_1 \exp\{1 + \lambda_0\}}{1 - \gamma^*}. \]
and the third constraint gives
\[
\int_{x} I(y > 0) \log(y) p(y) \mu(dy) = \alpha_2
\]
\[
\implies \int_{0}^{\infty} \log(y) \exp\{-\lambda_1 y - \lambda_2 \log(y)\} dy = \frac{\alpha_2 \exp\{1 + \lambda_0\}}{1 - \gamma^*}. \tag{2.26}
\]
Differentiating \(\exp\{1 + \lambda_0\}\) in (2.24) with respect to \(\lambda_1\), we get
\[
\exp\{1 + \lambda_0\} \frac{\partial \lambda_0}{\partial \lambda_1} = -\int_{0}^{\infty} y \exp\{-\lambda_1 y - \lambda_2 \log(y)\} dy
\]
\[
= -\alpha_1 \exp\{1 + \lambda_0\} \text{ (from (2.25))} \tag{2.27}
\]
\[
\implies \frac{\partial \lambda_0}{\partial \lambda_1} = -\frac{\alpha_1}{1 - \gamma^*}.
\]
Differentiating \(\lambda_0\) in (2.24) with respect to \(\lambda_1\), we get
\[
\frac{\partial \lambda_0}{\partial \lambda_1} = -\frac{1 - \lambda_2}{\lambda_1}. \tag{2.28}
\]
From (2.27) and (2.28), we get
\[
\frac{1 - \lambda_2}{\lambda_1} = \frac{\alpha_1}{1 - \gamma^*}. \tag{2.29}
\]
Differentiating \(\exp\{1 + \lambda_0\}\) in (2.24) with respect to \(\lambda_2\), we get
\[
\exp\{1 + \lambda_0\} \frac{\partial \lambda_0}{\partial \lambda_2} = -\int_{0}^{\infty} \log(y) \exp\{-\lambda_1 y - \lambda_2 \log(y)\} dy
\]
\[
= -\alpha_2 \exp\{1 + \lambda_0\} \text{ (from (2.26))} \tag{2.30}
\]
\[
\implies \frac{\partial \lambda_0}{\partial \lambda_2} = -\frac{\alpha_2}{1 - \gamma^*}.
\]
Differentiating \(\lambda_0\) in (2.24) with respect to \(\lambda_2\), we get
\[
\frac{\partial \lambda_0}{\partial \lambda_2} = \log(\lambda_1) - \psi(1 - \lambda_2). \tag{2.31}
\]
From (2.30) and (2.31), we get
\[
\psi(1 - \lambda_2) - \log(\lambda_1) = \frac{\alpha_2}{1 - \gamma^*}. \tag{2.32}
\]
Substituting \(\lambda_0\) from (2.24) in (2.22), we get
\[
p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) \exp\{-\log(\Gamma(1 - \lambda_2)) + (1 - \lambda_2) \log(\lambda_1) - \lambda_1 y - \lambda_2 I(y > 0) \log(y)\}
\]
\[
= \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) \frac{\lambda_1^{1 - \lambda_2}}{\Gamma(1 - \lambda_2)} \exp\{-\lambda_1 y \} y^{-\lambda_2 I(y > 0)}
\]
\[
= \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) \frac{1}{\Gamma(a) b^a} \exp\{-y/b\} y^{a-1}, \tag{2.33}
\]
where $a = 1 - \lambda_2$, $b = 1/\lambda_1$, and
\[
\gamma^* = \frac{1}{1 + \exp \left\{ H(g^*) - 1 + \lambda_2 + \lambda_2 \log(\lambda_1) - \lambda_2 \psi(1 - \lambda_2) \right\}}
\]
\[
= \frac{1}{1 + \exp \left\{ 1 - \lambda_2 - \log(\lambda_1) + \log \Gamma(1 - \lambda_2) - 1 + \lambda_2 + \lambda_2 \log(\lambda_1) - \lambda_2 \psi(1 - \lambda_2) \right\}}
\]
\[
= \frac{1 + \exp \left\{ -(1 - \lambda_2) \log(\lambda_1) + \log \Gamma(1 - \lambda_2) \right\}}{\lambda_1^{1-\lambda_2} + \Gamma(1 - \lambda_2)}.
\]
\[(2.34)\]

The unknown Lagrange multipliers are found by solving (2.29), (2.32), and (2.34). Notice that unlike the semi-continuous exponential distribution in Example 1, there is no closed form solution here. Similar to the semi-continuous exponential distribution in Example 1, suppose DGP is a semi-continuous gamma distribution with known parameter values and suppose $\alpha_1$ and $\alpha_2$ are set to the respective true expected values. Because the closed form solution does not exist here, the DGP cannot be recovered as the MaxEnt solution. However, notice that the MaxEnt distribution in (2.33) belongs to the class of semi-continuous gamma distributions. \(\square\)

### 2.1 An alternating entropy maximization algorithm for semi-continuous data

Suppose that the functions $h_j(y)$’s are known and differentiable on $S$ where $[0, \infty) \subseteq S$, and scalars $\alpha_j$, for $j = 1, \ldots, K$, are given. Further, assume that there exists $p \in \mathcal{P}$ such that it satisfies the following constraints:
\[
\int_I h_j(y)p(y)\mu(dy) = \alpha_j, \quad \text{for} \quad j = 0, \ldots, K \quad \text{with} \quad h_0 = \alpha_0 = 1. \quad (2.35)
\]

Then, our goal is to identify the properties of the distribution maximizing the entropy of a semi-continuous random variable with density in $\mathcal{P}$ subject to the above constraints. The constraints in (2.35) are expanded as
\[
\int_I h_j(y)p(y)\mu(dy) = \gamma h_j(0) + (1 - \gamma) \int_0^\infty h_j(y)g(y)dy = \alpha_j,
\]
which give us the following constraints:
\[
\int_0^\infty h_j(y)g(y)dy = \frac{\alpha_j - \gamma h_j(0)}{1 - \gamma}, \quad j = 0, \ldots, K. \quad (2.36)
\]

In particular, the function $g^*$ must satisfy
\[
\int_0^\infty h_j(z)g^*(z)dz = \frac{\alpha_j - \gamma^* h_j(0)}{1 - \gamma^*}, \quad j = 0, \ldots, K \quad (2.37)
\]

Note that for the first constraint, the quantity $\int_0^\infty h_0(y)g(y)dy$ evaluates to 1 since $\alpha_0 = h_0 = 1$. For capturing the properties of $\gamma^*$ and $g^*$, we bring three definitions as follows:
\[
H(\gamma, g) := -\gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma)H(g),
\]
so that $H(p) = H(\gamma, g)$ based on (2.8), and

\[ \left\{ \begin{array}{l}
\mathcal{G} := \{ g \mid g \text{ is the density function of a continuous random variable supported on } (0, \infty) \}; \\
\mathcal{G} \mid \gamma := \{ g \in \mathcal{G} \mid g \text{ satisfies (2.36) for } \gamma \}. 
\end{array} \right. \]  

(2.38)

We now divide the optimization problem into two interdependent sub-problems, as given in the following result. This decomposition will allow our algorithm to estimate the density function in an alternating iterative procedure.

**Proposition 2.3.** The problem of maximization of $H(p)$ in (2.5) can be solved using the following equivalent problem:

\[
\max_{p \in \mathcal{P}} \{ H(p) \mid p \text{ satisfies (2.35)} \} = \max_{\gamma \in (0,1), g \in \mathcal{G}} \left\{ -\gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) \max_{g \in \mathcal{G}} H(g) \right\}.
\]

**Proof.** We clearly have

\[
\max_{p \in \mathcal{P}} \{ H(p) \mid p \text{ satisfies (2.35)} \} = \max_{\gamma \in (0,1), g \in \mathcal{G}} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \}.
\]

Next, we demonstrate that

\[
\max_{\gamma \in (0,1), g \in \mathcal{G}} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \} = \max_{\gamma \in (0,1)} \max_{g \in \mathcal{G}} H(\gamma, g).
\]

(2.39)

By defining

\[
h(\gamma) := \left\{ \begin{array}{l}
\max_{g \in \mathcal{G} \mid \gamma} H(\gamma, g) \quad \text{if } \exists g \text{ that satisfies (2.36) for } \gamma; \\
-\infty \quad \text{if } \nexists g \text{ that satisfies (2.36) for } \gamma,
\end{array} \right.
\]

(2.40)

the equality (2.39) is equivalent to

\[
\max_{\gamma \in (0,1), g \in \mathcal{G}} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \} = \max_{\gamma \in (0,1)} h(\gamma).
\]

To prove the equality above, we first fix some $\gamma \in (0,1)$ and let $g$ be a maximizer of $h(\gamma)$. Then, let $\tilde{\gamma} \in \text{Argmax} h(\gamma)$ over $\gamma \in (0,1)$ and $\tilde{g} \in \text{Argmax} H(\gamma, g)$ such that $g$ satisfies (2.36) for $\tilde{\gamma}$. Notice that $h(\tilde{\gamma}) \neq -\infty$, by the assumption on the existence of $p \in \mathcal{P}$ satisfying (2.35). Clearly, the pair $(\tilde{\gamma}, \tilde{g})$ satisfies (2.36) and

\[
\max_{\gamma \in (0,1), g \in \mathcal{G} \mid \gamma} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \} \geq H(\tilde{\gamma}, \tilde{g}) \]

This shows that

\[
\max_{\gamma \in (0,1), g \in \mathcal{G} \mid \gamma} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \} \geq \max_{\gamma \in (0,1)} h(\gamma). \]

Conversely, suppose that $\gamma \in (0,1)$ and $(\gamma, g)$ satisfies the constraints (2.36), then by definition, we have $h(\gamma) \geq H(\gamma, g)$. Hence, $\max_{\gamma \in (0,1), g \in \mathcal{G} \mid \gamma} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \} \leq \max_{\gamma \in (0,1)} h(\gamma)$.

By taking advantage of the proved equality (2.39), the problem of maximization of the entropy in (2.5) can be broken down as

\[
\max_{p \in \mathcal{P}} \{ H(p) \mid p \text{ satisfies (2.35)} \} = \max_{\gamma \in (0,1), g \in \mathcal{G}} \{ H(\gamma, g) \mid \gamma, g \text{ satisfy (2.36)} \}
\]

\[
= \max_{\gamma \in (0,1)} \max_{g \in \mathcal{G} \mid \gamma} H(\gamma, g)
\]

\[
= \max_{\gamma \in (0,1)} \left\{ -\gamma \log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma) \max_{g \in \mathcal{G} \mid \gamma} H(g) \right\}.
\]

(2.41)
Under the assumption that for each $\gamma \in (0, 1)$, the corresponding set $\mathcal{G} | \gamma$ defined in (2.38) is nonempty, for each $\gamma \in (0, 1)$, the set $\mathcal{G} | \gamma$ is a nonempty convex feasible set so that the concave maximization problem $\max_{g \in \mathcal{G}} H(g)$ has a unique solution due to Cover and Thomas (2006); in the sense that the optimums do not differ except from a measure zero set. Theorem 12.1.1 in Cover and Thomas (2006) establishes that the unique optimum $g | \gamma$ is in hand, we numerically solve the following equation to update the $\gamma$.

Thus, under such assumptions and by Proposition 2.3, we have

$$\max_{p \in \mathcal{P}} \{ H(p) \mid p \text{ satisfies } (2.35) \} = \max_{\gamma \in (0, 1)} \left\{ -\log \gamma - (1 - \gamma) \log(1 - \gamma) + (1 - \gamma)h(\gamma) \right\}.$$ 

This further implies that $\gamma^*$ optimizing the right-hand side of an equality above must satisfy the implicit equation as follows:

$$\log \left( \frac{1 - \gamma}{\gamma} \right) - h(\gamma) - (\gamma 1)h'(\gamma) = 0. \quad (2.42)$$

Since the closed-form representations of $h(\gamma)$ and its derivative are not available in practice, motivated by the equation (2.42), we propose a two-step iterative procedure. The Algorithm 1 aims to determine the MaxEnt distribution for semi-continuous data alternatively in which

$$h'(\gamma^{(k)}) = \frac{h(\gamma_k) - h(\gamma_{k-1})}{\gamma_k - \gamma_{k-1}}, \quad (2.43)$$

based on the backward difference idea for numerically approximating derivatives. Thus, once $h(\gamma_k)$ is in hand, we numerically solve the following equation to update the $\gamma_{k+1}$:

$$\log \left( \frac{1 - \gamma_{k+1}}{\gamma_{k+1}} \right) - h(\gamma_k) - (\gamma_{k+1} - 1) \frac{h(\gamma_k) - h(\gamma_{k-1})}{\gamma_k - \gamma_{k-1}} = 0. \quad (2.44)$$

**Algorithm 1** Alternating Entropy Maximization for Semi-continuous Data (AEM)

- **Step 1a:** Choose small positive real values as tolerance error $\epsilon$, and a maximum number of iterations $M$.
- **Step 1c:** Choose initial values $\gamma^{(0)}$ and $\gamma^{(-1)}$ for $\gamma$ and calculate $H(g^{(0)})$ and $H(g^{(-1)})$, respectively, where $g^*$ is the MaxEnt distribution with constraints in (2.36) with $\gamma^{(0)}$ (or $\gamma^{(-1)}$) substituted for $\gamma$. Set $\epsilon$ to $H(p^{(0)})$. Set $k = 1$.
- **Step 2:**
  - **while** $k \leq M$ OR $\epsilon > \epsilon$ **do**
    - Calculate $h'(\gamma^{(k)})$ using (2.43).
    - Set $\gamma^{(k)}$ using the equality in (2.44) and compute $H(g^{(k)})$ and $H(p^{(k)})$.
    - Set $\epsilon$ to $| H(p^{(k)}) - H(p^{(k-1)}) |$.
- **end while**

$p(y) = \gamma^{(k)} \delta(y) + (1 - \gamma^{(k)}) \delta^*(y)g^{(k)}(y)$ is the desired MaxEnt distribution.
Estimation of density functions for mixture distributions, which are a mixture of discrete and continuous distributions, using entropy maximization was studied by Politis (1994). By applying their method to semi-continuous data, it can be shown that $\gamma^*$ in the MaxEnt density function in (2.11) is given by

$$\gamma^* = \frac{1}{1 + \exp(H(g^*))},$$

where $g^*$ is the MaxEnt distribution for the continuous part and $H(g^*)$ is the corresponding maximized entropy value. The trouble with applying this method is that $g^*$ is not known and must be estimated. However, notice that if $\gamma^*$ is known, then $g^*$ can be found by maximizing the entropy subject to the constraints in (2.37). This suggests an alternating maximization algorithm similar to Algorithm 1 given by

**Algorithm 2** Alternating Entropy Maximization for Semi-continuous data based on Politis (1994) (AEM-Politis)

Step 1a: Choose small positive real values as tolerance error $\epsilon$, and a maximum number of iterations $M$.
Step 1c: Choose an initial value $\gamma(0)$ for $\gamma$ and calculate $H(g^*(0))$, where $g^*(0)$ is the MaxEnt distribution with constraints in (2.36) with $\gamma(0)$ substituted for $\gamma$. Set $e$ to $H(p^*(0))$, respectively. Set $k = 1$.
Step 2:
while $k \leq M$ OR $e > \epsilon$ do.
    Determine $H(g^{(k)})$ by setting $\gamma$ to $\gamma^{(k-1)}$.
    Set $\gamma^{(k)}$ using the equality in (2.45).
    Set $e$ to $|H(p^{(k)}) - H(p^{(k-1)})|$.
end while

$p(y) = \gamma^{(k)}\delta(y) + (1 - \gamma^{(k)})\delta^*(y)g^{(k)}(y)$ is the desired MaxEnt distribution.

Hydrological studies on daily rainfall data typically focus only on the positive part of the semi-continuous distribution (Rho and Kim (2019)) and set the probability of observing a zero to the proportion of zeros in the data. For example, Papalexiou and Koutsoyiannis (2012) have focused on the MaxEnt solution of the continuous part alone and explored various distributions including a generalized gamma distribution, generalized beta distribution etc with applications for the daily rainfall data. More recently, Popuri and Boukouvalas (2019) too set the probability of observing a zero to the sample value and apply the entropy maximization method to the blind source separation problem for semi-continuous data. Notice that while fixing $\gamma^*$ to sample values will simplify the problem, the resulting solution is not the MaxEnt distribution. Furthermore, the real application of the entropy maximization approach is when only the sample values of the constraint functions are known and not the entire data samples to estimate the distribution. As far as we know, there is no method in the literature that can estimate the density function for semi-continuous data using values of the constraint functions alone. As far as we know, Algorithm 1 is the first such method.

### 3 Numerical Examples

We evaluate Algorithm 1 using three examples. The first two use simulated data and in the last example, we apply the methods in section 2 to daily rainfall data in a region in the Midwest US.
In these examples, we refer to Algorithm 1 as the AES method, Algorithm 2 as the AES-Politis method, and the method where the probability of observing a zero is set to the proportion of zeros in the sample as the ‘Two-part EM’ method.

**Example 3.** (Semi-continuous exponential distribution) In this example, we evaluate our method in Algorithm 1 on various sets of simulated data from the two-part exponential distribution given by

\[ p(y) = \gamma^* \delta(y) + (1 - \gamma^*)\delta^*(y)\lambda \exp(-\lambda y), \quad (3.1) \]

where \( \lambda > 0 \) is the rate parameter. As shown in Example 1, if the only constraint is on the first moment, then the MaxEnt solution has a closed form and it belongs to the class of semi-continuous exponential distributions. Therefore, we could exactly compute the entropy value and other properties of the true solution. This helps us to evaluate how well our algorithm is able to recover the entropy value of the true MaxEnt solution. We simulate datasets for a set of choices for parameters \( (\gamma, \lambda) \) and calculate the percentage deviation of the entropy and the variance of the estimated MaxEnt solution from the corresponding true values. Specifically, for each choice of \( (\gamma, \lambda) \), we simulate data of size 1000 from (3.1) and estimate the MaxEnt distribution using the three methods: AES, AES-Politis, and Two-part EM. We replicate the simulation 100 times and compute the percentage deviation values, averaged over the replications. We also compute the convergence path averaged over 100 replications to study the convergence of our algorithm. Table 3.1 shows the percentage deviations in the estimates of the true \( H(p) \) and variance values for the three models for a selected choice of parameter values. Clearly, estimates by AEM are significantly closer to the true values compared to those from the AEM-Politis and the Two-part EM methods. Figure 3.1 shows the convergence behavior of the three methods. These plots show that the AEM method converges fast to the true entropy value. These results show that the AEM method estimates the MaxEnt distribution with the least bias among the three methods.

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( \lambda )</th>
<th>AEM</th>
<th>AEM-Politis</th>
<th>Two-part EM</th>
<th>AEM</th>
<th>AEM-Politis</th>
<th>Two-part EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>0.0</td>
<td>-3.2</td>
<td>-6.2</td>
<td>4.5</td>
<td>-24.6</td>
<td>-31.6</td>
</tr>
<tr>
<td>0.1</td>
<td>1.5</td>
<td>-0.2</td>
<td>-6.8</td>
<td>-33.8</td>
<td>-1.1</td>
<td>-33.5</td>
<td>-56.4</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5</td>
<td>-0.1</td>
<td>-4.5</td>
<td>-0.5</td>
<td>-0.3</td>
<td>-28.5</td>
<td>11.6</td>
</tr>
<tr>
<td>0.4</td>
<td>1.5</td>
<td>-0.1</td>
<td>-7.9</td>
<td>-5.2</td>
<td>-0.2</td>
<td>-34.9</td>
<td>-29.5</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>-0.3</td>
<td>-8.1</td>
<td>-22.8</td>
<td>0.4</td>
<td>-34.7</td>
<td>171.4</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>0.0</td>
<td>-11.1</td>
<td>-7.4</td>
<td>1.5</td>
<td>-37.1</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Table 3.1: Percentage deviation in \( H(p) \) and Variance of the estimated MaxEnt distribution \( p \) for various parameter choices.
Example 4. (Semi-continuous gamma distribution) In this example we estimate the density function using the three methods: AEM, AEM-Politis, and Two-part EM on datasets simulated from the two-part gamma distribution given by

$$p(y) = \gamma^* \delta(y) + (1 - \gamma^*) \delta^*(y) \frac{1}{\Gamma(\kappa) \theta^\kappa} y^{\kappa-1} e^{-y/\theta}$$  \hspace{1cm} (3.2)
for a set of fixed parameters $\gamma$, $\kappa$, and $\theta$. Unlike the semi-continuous exponential distribution in Example 3, there is no closed form MaxEnt solution here. Therefore, it is not possible to study the performance of the three algorithms relative to the true entropy value. Instead, we report the maximum entropy values attained by each algorithm. Table 3.2 shows the entropy of the MaxEnt solutions computed by the three algorithms. The entropy values shown are averaged over 100 replications. For each replication, a sample of size 1000 was generated from the distribution in (3.2). The results show that the solution computed by the AEM algorithm has the maximum entropy value compared to the two other algorithms for the selected parameter values. Our implementations of AEM and AEM-Politis encountered numerical problems while solving the nonlinear equations in Example 2 for larger values of $\gamma$ and therefore, we do not report more results but we expect the behavior of the estimated entropy values to be similar.

Table 3.2: Entropy (averaged over replications) of the estimated MaxEnt distribution $p$ for various parameter choices.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\kappa$</th>
<th>$\theta$</th>
<th>AEM</th>
<th>AEM-Politis</th>
<th>Two-part EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>0.5</td>
<td>0.89</td>
<td>0.82</td>
<td>0.65</td>
</tr>
<tr>
<td>0.1</td>
<td>3.0</td>
<td>0.5</td>
<td>1.76</td>
<td>1.62</td>
<td>1.36</td>
</tr>
<tr>
<td>0.1</td>
<td>3.0</td>
<td>1.0</td>
<td>2.08</td>
<td>2.01</td>
<td>1.98</td>
</tr>
<tr>
<td>0.1</td>
<td>5.0</td>
<td>0.5</td>
<td>1.85</td>
<td>1.76</td>
<td>1.63</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0</td>
<td>1.5</td>
<td>1.51</td>
<td>1.38</td>
<td>1.50</td>
</tr>
<tr>
<td>0.4</td>
<td>5.0</td>
<td>1.0</td>
<td>2.17</td>
<td>2.13</td>
<td>1.96</td>
</tr>
<tr>
<td>0.4</td>
<td>5.0</td>
<td>1.5</td>
<td>2.63</td>
<td>2.59</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Example 5. (Daily Precipitation data)

In this example, we use the observed daily rainfall data from about 500 locations in a region in the Missouri river basin (MRB), one of the largest river basins in the US. Figure 3.2 shows the study region, which spreads across several states in the Midwest US. The daily rainfall data shown in Figure 1.1 is from a particular location in that region. Since the true data generating processes are not known, we do not know the true entropy value. In hydrological studies, daily precipitation data is typically analyzed using a two-part gamma distribution (Papalexiou and Koutsoyiannis (2012)). Therefore, we use constraints on the mean and logarithm of the positive data in the entropy maximization problem and apply the AEM method and compare it with the AEM-Politis and Two-part EM methods. We selected around 500 locations in the study region where the proportion of zeros in the observed data is less than 0.6, in order to avoid numerical problems. At each of these locations, the three algorithms are run to obtain three entropy values. We take the percentage difference between the entropy value from the AEM method and the maximum of entropy values from the AEM-Politis and the Two-part EM methods. In our analysis, entropy values estimated by the AEM method were greater than the maximum of entropy values estimated by the AEM-Politis and Two-part EM methods by 1% to 10% with at around 125 out of 500 of the locations the difference was greater than 5%. This clearly shows that our method was able to maximize the entropy for the two-part gamma distribution consistently better than the rest of the methods when applied to the observed daily rainfall datasets.
4 Conclusion

In this paper, we have presented a new algorithm to estimate the density function for semi-continuous data using entropy maximization. The novelty in our method lies in the fact that it is applied to the entire distribution of semi-continuous data without assuming that the probability of observed a zero is known. The algorithm only needs the values of the constraint functions from the observed data and not the entire data, unlike current methods in the literature. We have also provided a theoretical justification for our algorithm and presented a comprehensive development of entropy maximization theory for semi-continuous data. Using simulations, we have demonstrated that our method converges to the true entropy value and the existing methods in literature produce biased solutions. A useful application of our algorithm is in approximating posterior predictive distributions, for example, in Bayesian weather generators that need predictive distributions as input for climate variables instead of point estimates. We would like to explore this practical application in future. We would also like to conduct a comprehensive assessment of how well the distributions estimated by our method model the observed daily rainfall patterns.
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