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In applications of state estimation involving data assimilation over a spatial region, it is often convenient, and sometimes necessary, to confine the state correction to a prescribed subspace of the state space that corresponds to the measurement location. This is the injection-constrained state-estimation problem, where the injection of the output-error is constrained to a specified subspace of the state space. Unlike full-state output-error injection, which is the dual of static full-state feedback, constrained output-error injection is the dual of static output feedback. To address the injection-constrained state-estimation problem, this paper develops the injection-constrained unscented Kalman filter (IC-UKF) and the injection-constrained retrospective cost filter (IC-RCF). The performance of these filters is evaluated numerically for linear and nonlinear state-estimation problems in order to compare their accuracy and determine their suboptimality relative to full-state output-error injection. As a benchmark test case, IC-UKF and IC-RCF are applied to the viscous Burgers equation for state and parameter estimation.

Nomenclature

\[ e_{k+1|k} = \text{prior error at step } k + 1 \]
\[ e_{k+1|k+1} = \text{posterior error at step } k + 1 \]
\[ u_k = \text{measured input} \]
\[ v_k = \text{measurement noise} \]
\[ w_k = \text{process noise} \]
\[ x_k = \text{state} \]
\[ \hat{x}_{k+1|k} = \text{prior state estimate at step } k + 1 \]
\[ \hat{x}_{k+1|k+1} = \text{posterior state estimate at step } k + 1 \]
\[ y_k = \text{measured output} \]
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\[ z_{k+1|k} = \text{prior output error at step } k + 1 \]
\[ z_{k+1|k+1} = \text{posterior output error at step } k + 1 \]
\[ G_f = \text{filter} \]
\[ q = \text{forward-shift operator} \]
\[ I_n = \text{identity matrix of size } n \times n \]
\[ e_i = i\text{th column of the } n \times n \text{ identity matrix} \]
\[ K_k = \text{filter gain} \]
\[ N_i = \text{filter coefficient} \]
\[ P_{k+1|k} = \text{prior error covariance at step } k + 1 \]
\[ P_{k+1|k+1} = \text{posterior error covariance at step } k + 1 \]
\[ \eta_k = \text{injection signal} \]
\[ \Gamma_k = \text{injection-constraint matrix} \]
\[ \lambda = \text{forgetting factor} \]
\[ 1_{n \times m} = n \times m \text{ matrix of ones} \]

Subscripts

\( f \) = filter

\( k \) = iteration step

Acronyms

ICSE = Injection-constrained state estimation

IC-UKF = Injection-constrained unscented Kalman Filter

IC-RCF = Injection-constrained retrospective cost filter

I. Introduction

The classical Kalman filter and its variants, such as the extended Kalman filter (EKF) [1], unscented Kalman filter (UKF) [2, 3], and ensemble Kalman filter (EnKF) [4], construct state estimates by injecting the output error into a model of the system dynamics. In EKF, the state estimates are first propagated using the nonlinear dynamics of the system, and the propagated state is then corrected using the measurement data. The first step is referred to as the \textit{physics update} or the \textit{prediction step}, while the second step is referred to as \textit{data assimilation} or the \textit{correction step}. The Kalman gain used in the data-assimilation step is computed using the Jacobian of the dynamics along the estimated trajectory. In contrast, ensemble-based estimation methods, such as EnKF, UKF, and particle filters, propagate an ensemble of estimation models to compute the Kalman gain and the state estimate.
As the complexity of the system increases, both of these approaches become intractable. An example of such a system is the upper atmosphere of a planet. The global ionosphere-thermosphere model (GITM) is a model of the upper atmosphere that propagates the state of the atmosphere by solving coupled continuity, momentum, and energy equations in the computational domain comprising the atmosphere between the altitude of 100 km and 600 km [5]. In a typical simulation, GITM propagates approximately 10 million states. EKF, EnKF, and UKF are thus not practical in this application.

Furthermore, large-scale complex models such as GITM often depend on parallel computing for simulation. In such cases, the computational domain is divided into blocks, and each block is solved on one processor. The processors propagate the states in each block independently of the other blocks except at the boundaries where constraints are imposed to maintain continuity. The application of the Kalman filter and its variants requires the collection of all of the states in the estimation model at a single processor to compute the Kalman gain and facilitate communication of the correction term to all of the processors. In addition to time and memory requirements, such an implementation also requires considerable programming expertise and effort. Thus, for high-dimensional models that depend on parallel computing for simulation, it is convenient to restrict the data injection to a subset of the processors, thus reducing the computational cost and programming effort.

Furthermore, in applications that encompass large spatial regions, such as in weather forecasting, the measurement data may be correlated with states within only a localized region. In such cases, it may be sufficient to confine the output-error injection to a subspace of the state space [6–10]. Finally, for ensemble-based estimation methods, localized subspace injection can also reduce the size of the ensemble.

For applications with linear dynamics, an injection-constrained Kalman filter was derived in [11]. This estimator uses a modified Riccati difference equation to update the error covariance, where an additional term involving an oblique projector accounts for the injection constraint.

Although [11] can be applied to the linearized dynamics as in the case of the extended Kalman filter, the present paper focuses on alternative injection-constrained state-estimation techniques that are applicable to nonlinear systems without requiring linearized dynamics. To address this problem, the present paper develops two injection-constrained state estimators, namely, the injection-constrained unscented Kalman filter (IC-UKF) and the injection-constrained retrospective cost filter (IC-RCF). IC-UKF is an extension of UKF, where the data injection is constrained to a specified subspace. This constraint allows the filter gain to be computed using a smaller ensemble size, thus reducing the computational cost. In particular, IC-UKF requires propagation of an ensemble of $2l_\eta + 1$ copies of the model instead of the $2l_x + 1$ copies propagated by UKF, where $l_\eta$ and $l_x$ are the dimensions of the subspace used for output-error injection and the state, respectively. Like IC-UKF, IC-RCF constrains the data injection to a specified subspace, however, the filter gain is computed using retrospective cost optimization. A similar technique was used for state estimation in [12]. The goal of the present paper is thus to assess the performance of IC-UKF and IC-RCF for injection-constrained
state estimation.

A special case of injection-constrained state estimation is addressed by the Schmidt-Kalman filter (SKF) [13–15]. In its original form, SKF distinguishes between uncertain parameters and dynamic states, where the covariance of the parameters and states is propagated, but the output injection is confined to the dynamic states. A UKF extension of SKF is presented in [16].

The local ensemble Kalman filter (LEKF), which was motivated by atmospheric data assimilation, also localizes the effect of the measured data by restricting the data assimilation step to a subset of states [7, 17, 18]. In LEKF, the word local implies that the states to be updated are selected as the physical variables in the spatial vicinity surrounding the observation location. In this sense, LEKF can be interpreted as a special case of injection-constrained state estimation, where the injection constraint is motivated by the physical proximity of observation locations and states.

A key distinction between IC-UKF and IC-RCF is the fact that IC-UKF requires propagation of an ensemble of $2\eta + 1$ copies of the model. In contrast, IC-RCF requires only the output error, which can be computed using the propagation of only a single copy of the system model. Furthermore, implementing IC-UKF requires that the entire state be collected and assembled in order to propagate the ensemble and compute the filter gain. The programming effort required to implement IC-UKF can thus be prohibitively large for high-dimensional models consisting of numerous submodels. In contrast, IC-RCF is a modular scheme, which uses the past computed error but does not require the state of the model. Consequently, the programming effort required to implement IC-RCF is independent of the complexity of the application.

As a special case of injection-constrained state estimation for nonlinear systems, this paper considers the problem of estimating unknown parameters. By viewing the unknown parameters as constant states, the data injection is confined to the subspace corresponding to the unknown parameters. For the case of linear systems with unknown coefficients, this problem is typically addressed by means of the extended Kalman filter [19].

The main contribution of the present paper is the development of injection-constrained state estimators for nonlinear systems, namely, the injection-constrained UKF and the injection-constrained retrospective cost filter. The extension of UKF to injection-constrained state estimation facilitates implementation of UKF and reduces the required ensemble size, whereas the injection-constrained retrospective cost filter provides an ensemble-free technique for injection-constrained state estimation in nonlinear systems. A numerical comparison of the performance of these filters is presented. A preliminary version of some of the results in the present paper appeared in [20].

The paper is organized as follows. The injection-constrained state estimation problem (ICSE) is described in Section II and a general form of injection-constrained filter is introduced. Section III presents the optimal injection-constrained filter for linear systems and Sections IV and V present the injection-constrained UKF and retrospective cost filter for nonlinear systems. Numerical examples comparing the performance of the various filters are presented in Section VI. Finally, conclusions are discussed in Section VIII.
II. Injection-Constrained State Estimation Problem

Consider the system

\[ x_{k+1} = f_k(x_k) + w_k, \]  
  \[ y_k = g_k(x_k) + v_k, \]

where, for all \( k \geq 0 \), \( x_k \in \mathbb{R}^{l_x}, y_k \in \mathbb{R}^{l_y} \), \( f_k : \mathbb{R}^{l_x} \rightarrow \mathbb{R}^{l_x} \), and \( g_k : \mathbb{R}^{l_x} \rightarrow \mathbb{R}^{l_y} \). Furthermore, let \( x_0 \sim \mathcal{N}(\bar{x}_0, P_{00}) \), and, for all \( k \geq 0 \), let \( w_k \sim \mathcal{N}(0, Q_k) \) and \( v_k \sim \mathcal{N}(0, R_k) \) denote the disturbance and sensor noise, respectively. The goal is to estimate \( x_k \) using knowledge of the functions \( f \) and \( g \) as well as the measurement \( y_k \); this is the injection-constrained state estimation (ICSE) problem. A special case of (1), (2) is the linear system

\[ x_{k+1} = A_k x_k + w_k, \]  
  \[ y_k = C_k x_k + v_k, \]

where, for all \( k \geq 0 \), \( A_k, C_k \) are real matrices.

Now consider the injection-constrained state estimator

\[ \hat{x}_{k+1|k} = \tilde{f}_k(\hat{x}_{k|k}), \]  
  \[ \hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + \Gamma_k \eta_{k+1}, \]

where \( \hat{x}_{k+1|k} \) is the prior estimate of \( x_{k+1} \), \( \hat{x}_{k+1|k+1} \) is the posterior estimate of \( x_{k+1} \), \( \eta_{k+1} \in \mathbb{R}^{l_\eta} \), where \( l_\eta < l_x \), is the injection signal, and, for all \( k \geq 0 \), \( \Gamma_k \in \mathbb{R}^{l_x \times l_\eta} \) is the injection-constraint matrix that constrains the injection of \( \eta_{k+1} \) to a specified subspace. In ensemble-based filters,

\[ \tilde{f}_k(x) = \sum_{i=1}^{n} \sigma_i f_k(x + \epsilon_i), \]

where \( n \) is the ensemble size, \( \sigma_i \) is a scalar, and \( \epsilon_i \) is the state perturbation, otherwise, \( \tilde{f}_k = f_k \). For all \( k \geq 0 \), \( \Gamma_k \) is assumed to have full-column rank. For example, the \( l_x \times l_\eta \) injection-constraint matrix

\[ \Gamma_k = \begin{bmatrix} I_{l_\eta} \\ 0_{l_x - l_\eta \times l_\eta} \end{bmatrix}, \]

where \( l_\rho = l_x - l_\eta \), constrains the injection of \( \eta_{k+1} \) to the first \( l_\eta \) components of \( x_k \). Note that the injection-constraint
matrix can always be expressed in the form (8) by permuting the components of state \( x_k \). In this paper, the columns of \( \Gamma_k \) are assumed to be selected from the columns of the \( l_x \times l_x \) identity matrix. Consequently, with appropriate permutation of the state in (1), \( \Gamma_k \) can always be transformed into the form given by (8). Finally, when \( \Gamma_k \) is constant, it is written as \( \Gamma \) for convenience.

The injection signal \( \eta_{k+1} \) is given by

\[
\eta_{k+1} = \hat{K}[y_{k+1} - g_k(\hat{x}_{k+1|k})],
\]

(9)

where \( \hat{K} \) is determined by optimization below and \( g_k(\hat{x}_{k+1|k}) \) is the predicted output based on the prior estimate \( \hat{x}_{k+1|k} \).

Note that the notation \( \eta_{k+1} \) for the injection signal reflects the fact that the signal is injected at step \( k+1 \).

III. Optimal Injection-Constrained Filter for Linear Systems

This section reviews the optimal injection-constrained filter presented in [11] to establish notation for the development of injection-constrained state estimators. For the linear system (3), (4), consider the injection-constrained filter

\[
\hat{x}_{k+1|k} = A_k \hat{x}_k|k,
\]

(10)

\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + \Gamma_k \hat{K}(y_{k+1} - C_k \hat{x}_{k+1|k}),
\]

(11)

where the gain matrix \( \hat{K} \in \mathbb{R}^{l_y \times l_x} \) is determined by optimization below. For all \( k \geq 0 \), define the prior error \( e_{k+1|k} \) and the posterior error \( e_{k+1|k+1} \) by

\[
e_{k+1|k} \overset{\Delta}{=} x_{k+1} - \hat{x}_{k+1|k},
\]

(12)

\[
e_{k+1|k+1} \overset{\Delta}{=} x_{k+1} - \hat{x}_{k+1|k+1},
\]

(13)

and the corresponding covariances of \( e_{k+1|k} \) and \( e_{k+1|k+1} \) by

\[
P_{k+1|k} \overset{\Delta}{=} E[e_{k+1|k}e_{k+1|k}^T],
\]

(14)

\[
P_{k+1|k+1} \overset{\Delta}{=} E[e_{k+1|k+1}e_{k+1|k+1}^T].
\]

(15)

The following result is given in [11]. For completeness, an abbreviated proof is given.

**Proposition III.1.** For all \( k \geq 0 \), let the prior covariance \( P_{k+1|k} \) and the posterior covariance \( P_{k|k} \) be given by (14), (15), respectively. Let \( K_{k+1} \) denote the minimizer of \( \text{tr} P_{k+1|k+1} \). Then, for all \( k \geq 0 \), the optimal injection-constrained
Filter gain $K_{k+1}$ is given by

$$ K_{k+1} = (\Gamma_k^T \Gamma_k)^{-1} \Gamma_k^T P_{k+1|k} C_{k+1}^T \overline{R}_{k+1}, $$

(16)

where

$$ \overline{R}_{k+1} \triangleq C_{k+1} P_{k+1|k} C_{k+1}^T + R_{k+1}, $$

(17)

and the corresponding posterior covariance at step $k+1$ is given by

$$ P_{k+1|k+1} = P_{k+1|k} - P_{k+1|k} C_{k+1}^T \overline{R}_{k+1}^{-1} C_{k+1} P_{k+1|k} + \pi_k P_{k+1|k} C_{k+1}^T \overline{R}_{k+1}^{-1} C_{k+1} P_{k+1|k} \pi_k, $$

(18)

where

$$ P_{k+1|k} = A_k P_k A_k^T + Q_k $$

(19)

and

$$ \pi_k \triangleq I - \Gamma_k (\Gamma_k^T \Gamma_k)^{-1} \Gamma_k^T. $$

(20)

**Proof.** Note that the prior and posterior errors satisfy

$$ e_{k+1|k} = A_k e_{k|k} + w_k, $$

$$ e_{k+1|k+1} = (I - \Gamma_k \hat{K} C_{k+1}) e_{k+1|k} - \Gamma_k \hat{K} v_{k+1}, $$

and thus the prior and posterior covariances satisfy

$$ P_{k+1|k} = A_k P_k A_k^T + Q_k, $$

$$ P_{k+1|k+1} = P_{k+1|k} + \Gamma_k \hat{K} \overline{R}_{k+1} \hat{K}^T - \Gamma_k \hat{K} C_{k+1} P_{k+1|k} - P_{k+1|k} C_{k+1}^T \hat{K} \Gamma_k^T. $$

(21)

To minimize $\text{tr} \ P_{k+1|k+1}$, note that

$$ \frac{d}{d \hat{K}} \text{tr} \ P_{k+1|k+1} = 2 \Gamma_k^T \Gamma_k \hat{K} \overline{R}_{k+1} - 2 \Gamma_k^T P_{k+1|k} C_{k+1}^T. $$

(22)

Setting (22) to zero yields the optimal injection-constrained filter gain (16), and setting $\hat{K} = K_{k+1}$ in (21) yields (18).
In the case where $\Gamma_k \equiv I_{l_x}$, note that $\pi_k \equiv 0$ and Proposition III.1 thus yields the classical Kalman filter. The following result shows that the OICF posterior covariance is larger than the posterior covariance obtained by the classical Kalman filter.

**Proposition III.2.** Let $k \geq 0$. Let $P_{k|k}$ be the posterior covariance of $e_{k|k}$. Let $\Gamma_k \neq I_{l_x}$ and let $P_{ICF_{k+1}|k+1}$ denote the posterior covariance at step $k+1$, which is given by (18). Let $P_{KF_{k+1}|k+1}$ denote the posterior covariance at step $k+1$ given by the Kalman filter, which is obtained by setting $\pi_k = 0$ in (18). Then,

$$\text{tr} \ P_{KF_{k+1}|k+1} \leq \text{tr} \ P_{ICF_{k+1}|k+1}. \quad (23)$$

**Proof.** Note that

$$P_{k+1|k+1} - P_{ICF_{k+1}|k+1} = -\pi_k P_{k+1|k} C_{k+1}^T R_{k+1}^{-1} C_{k+1} P_{k+1|k} \pi_k \leq 0.$$

The fact that trace is a linear operator yields (23).

If $A_k, C_k, \Gamma_k$ are constant, then the posterior error satisfies

$$e_{k+1|k+1} = (I - \Gamma \hat{K} C) A e_{k|k} + (I - \Gamma \hat{K} C) w_k - \Gamma \hat{K} v_{k+1}. \quad (24)$$

The stability of (24) depends on the existence of a gain $\hat{K}$ such that $A_{f} \hat{K} = A - \Gamma \hat{K} C A$ is asymptotically stable; when such a gain exists, the triple $(A, \Gamma, CA)$ is called static-output-feedback stabilizable. Various necessary and/or sufficient conditions for static-output-feedback stabilizability are given in [21–23]. It is easy to see that, if $(A, \Gamma, CA)$ is static-output-feedback stabilizable, then $(A, \Gamma)$ is stabilizable and $(A, CA)$ is detectable. The converse is not true, that is, if $(A, \Gamma)$ is stabilizable and $(A, CA)$ is detectable, then $(A, \Gamma, CA)$ may or may not be static-output-feedback stabilizable. However, if $(A, \Gamma)$ is not stabilizable, then $(A, \Gamma, CA)$ is not static-output-feedback stabilizable.

Furthermore, as shown by the next example, static-output-feedback stabilizability of $(A, \Gamma, CA)$ is not a sufficient condition for the OICF to be asymptotically stable.

**Example III.1.** Consider (3), (4) with the Lyapunov-stable LTI dynamics

\[
A = \begin{bmatrix} 1.1 & -0.2 & -0.5 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0.9 & 0.1 & -0.9 \end{bmatrix}.
\]
For $\Gamma = e_1$ and $K = 0.2$, the spectral radius of $A_f$ is 0.87, and, for $\Gamma = e_2$ and $K = -0.2$, the spectral radius of $A_f$ is 0.95. The triple $(A, \Gamma, CA)$ is thus static-output-feedback stabilizable for both choices of $\Gamma$.

For all $k \geq 0$, let $Q_k = 10^{-4}I_3$ and $R_k = 10^{-3}$. Let $\bar{x}_0 = [1 \ 1 \ 1]^T$ and $P_{0|0} = 10I_3$. Figure 1 shows the norm of the posterior error $e_{k|k}$, the trace of the posterior covariance $P_{k|k}$, and the filter gain $K_k$ for two choices of $\Gamma$. For $\Gamma = e_1$, OICF is stable as shown in the subplots on the left by the decrease in the posterior error and the convergence of the posterior covariance. However, for $\Gamma = e_2$, OICF is unstable as shown in the subplots on the right by the diverging posterior error and posterior covariance. Note that OICF gain converges for both choice of $\Gamma$.

![Fig. 1 Example III.1. OICF posterior error, posterior covariance, and the filter gain for two choices of the injection-constraint matrix $\Gamma$.](image)

Example III.1 shows that the stability of the error system (24) is not guaranteed for the OICF gain given by (16) and, unlike the Kalman filter, OICF is not necessarily asymptotically stable. However, as shown in Example VI.2, IC-RCF converges to a stabilizing gain in this particular case.

Next, to facilitate the development of IC-UKF, the OICF gain and the posterior covariance are reformulated in terms of covariance matrices. For all $k \geq 0$, define the prior output error $z_{k+1|k}$ and the posterior output error $z_{k+1|k+1}$ by

$$z_{k+1|k} \triangleq C_{k+1}e_{k+1|k},$$

$$z_{k+1|k+1} \triangleq C_{k+1}e_{k+1|k} + v_{k+1},$$

(26)

(27)
and define the covariance of $z_{k+1 | k+1}$ and the cross-covariance of $e_{k+1 | k}$ and $z_{k+1 | k}$ by

\begin{align}
P_{z_{k+1 | k+1}} & \triangleq \mathbb{E}[z_{k+1 | k+1}z_{k+1 | k+1}^T], \quad (28) \\
P_{e, z_{k+1 | k}} & \triangleq \mathbb{E}[e_{k+1 | k}z_{k+1 | k}^T], \quad (29)
\end{align}

which, for all $k \geq 0$, satisfy

\begin{align}
P_{z_{k+1 | k+1}} &= C_{k+1} P_{k+1 | k} C_{k+1}^T + R_{k+1}, \quad (30) \\
P_{e, z_{k+1 | k}} &= P_{k+1 | k} C_{k+1}^T. \quad (31)
\end{align}

Note that $P_{z_{k+1 | k+1}} = \overline{R}_{k+1}$.

Next, substituting (30) and (31) in (21), (16) and (18), the posterior covariance for any value of $\hat{K}$ can be written as

\begin{equation}
P_{k+1 | k+1} = P_{k+1 | k} + \Gamma_k \hat{K} P_{z_{k+1 | k+1}} \hat{K}^T - \Gamma_k \hat{K} P_{e, z_{k+1 | k}} \hat{K}^T.
\end{equation}

The optimal gain can be written as

\begin{equation}
K_{k+1} = (\Gamma_k^T \Gamma_k)^{-1} \Gamma_k^T P_{e, z_{k+1 | k}} \hat{K}.
\end{equation}

and the corresponding posterior covariance can be written as

\begin{equation}
P_{k+1 | k+1} = P_{k+1 | k} - P_{e, z_{k+1 | k}} P_{z_{k+1 | k+1}} P_{e, z_{k+1 | k}}^T + \pi_k P_{e, z_{k+1 | k}} P_{z_{k+1 | k+1}} P_{e, z_{k+1 | k}}^T \pi_k.
\end{equation}

The posterior covariance and the optimal filter gain in (32)-(34) are written in terms of covariance matrices instead of the matrices $A_k$ and $C_k$ to facilitate presentation in the later sections. As shown in the next section, UKF approximates these covariance matrices using ensembles.

**IV. Injection-Constrained Unscented Kalman Filter**

This section briefly reviews the unscented Kalman filter to establish notation and terminology used in the development of the injection-constrained filters. The UKF algorithm is formulated using a compact matrix-based notation and is based on the algorithm presented in [2].

Let $x \in \mathbb{R}^{l_x}$ and $P \in \mathbb{R}^{l_x \times l_x}$ be positive definite. The ensemble $X(x, P) \in \mathbb{R}^{l_x \times (2l_x + 1)}$ is the matrix

\begin{equation}
X(x, P) \triangleq \begin{bmatrix} x & x + p_1 & \cdots & x + p_{l_x} & x - p_1 & \cdots & x - p_{l_x} \end{bmatrix}.
\end{equation}
Let $\alpha > 0$. Define

$$W \triangleq \frac{1}{2\alpha^2 l_x} \begin{bmatrix} 2(\alpha^2 - 1) l_x \\ 1_{2l_x \times 1} \end{bmatrix} \in \mathbb{R}^{2l_x+1}. \quad (36)$$

The weighted mean of the ensemble $X$ is $\hat{x} \triangleq XW$, and the ensemble perturbation is

$$\tilde{X} \triangleq X - H(\hat{x}), \quad (37)$$

where, for $v \in \mathbb{R}^n$,

$$H(v) \triangleq 1_{1 \times 2l_x+1} \otimes v \in \mathbb{R}^{n \times 2l_x+1}. \quad (38)$$

Note that $\otimes$ is the Kronecker product [24].

### A. Summary of the Unscented Kalman Filter

In order to compute the filter gain $K_{k+1}$, UKF approximates the covariance matrices $P_{x_{k+1}|k}$, $P_{z_{k+1}|k+1}$, and $P_{e_{z_{k+1}|k}}$ in (33) and (34) by propagating an ensemble of $2l_x + 1$ sigma points. For all $k \geq 0$, the $i$th sigma point $\hat{x}_{\sigma_i,k}$ is defined as the $i$th column of the $l_x \times (2l_x + 1)$ ensemble matrix

$$X_{k|k} \triangleq X \left( \hat{x}_{k|k}, \alpha \sqrt{l_x P_{k|k}} \right). \quad (39)$$

Then, for all $i = 1, \ldots, 2l_x + 1$, the sigma points are propagated as

$$\hat{x}_{\sigma_i,k+1} = f_k(\hat{x}_{\sigma_i,k}), \quad (40)$$

The prior estimate and the prior covariance at step $k + 1$ are given by

$$\hat{x}_{k+1|k} = X_{k+1|k} W, \quad (41)$$

$$P_{k+1|k} = X_{k+1|k} W d \tilde{X}_{k+1|k}^T + Q_k, \quad (42)$$

where

$$X_{k+1|k} \triangleq \begin{bmatrix} \hat{x}_{\sigma_1,k+1} & \cdots & \hat{x}_{\sigma_{2l_x+1},k+1} \end{bmatrix} \in \mathbb{R}^{l_x \times 2l_x+1}. \quad (43)$$
Note that the prior estimate is the weighted sum of the columns of the propagated ensemble $X_{k+1|k}$. The prior ensemble $X'_{k+1|k}$, generated using the prior estimate and the prior covariance, is given by

$$X'_{k+1|k} \doteq X \left( \hat{x}_{k+1|k}, \alpha \sqrt{I_x P_{k+1|k}} \right).$$

(44)

and, for $i = 1, \ldots, 2l_x + 1$, the corresponding outputs are given by

$$\hat{y}_{er, k+1} = g_{k+1} (X'_{k+1|k} e_i),$$

(45)

where $e_i$ is the $i$th column of $I_{2l_x+1}$. The covariance matrices $P_{z_{k+1|k+1}}$ and $P_{e,z_{k+1|k}}$ are then given by

$$P_{z_{k+1|k+1}} = \tilde{Y}_{k+1} W_d \tilde{Y}^T_{k+1} + R_{k+1},$$

(46)

$$P_{e,z_{k+1|k}} = \tilde{X}'_{k+1|k} W_d \tilde{Y}^T_{k+1},$$

(47)

where

$$Y_{k+1} \doteq \begin{bmatrix} \hat{y}_{er_1, k+1} & \cdots & \hat{y}_{er_{2l_x+1}, k+1} \end{bmatrix} \in \mathbb{R}^{l_y \times 2l_x+1}.$$  (48)

Finally, the posterior estimate at step $k+1$ is

$$\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_{k+1} (y_{k+1} - Y_{k+1} W),$$

(49)

and the posterior covariance at step $k+1$ is

$$P_{k+1|k+1} = P_{k+1|k} - K_{k+1} P_{e,z_{k+1|k}}^T,$$

(50)

where

$$K_{k+1} = P_{e,z_{k+1|k}} P_{z_{k+1|k+1}}^{-1}.$$  (51)

UKF is summarized in Algorithm 1. Note that, as in the case of the Kalman filter, the output-error injection in (49) is unconstrained, that is, $\Gamma = I_{l_x}$. 
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Algorithm 1: Unscented Kalman Filter

<table>
<thead>
<tr>
<th>Input</th>
<th>𝑦_{𝑘+1}, 𝛼</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>𝑃_{𝑘+1</td>
</tr>
<tr>
<td>Data</td>
<td>𝑃_{𝑘</td>
</tr>
</tbody>
</table>

for 𝑘 > 0 do

Build 2𝑙_𝑥 + 1-member ensemble using (39);
Propagate ensemble using (40);
Compute prior estimate and prior covariance using (41) and (42);
Build 2𝑙_𝑥 + 1-member ensemble using (44) and compute ensemble output using (45);
Compute output covariance using (46) and cross-covariance using (47);
Compute UKF gain using (51), the posterior covariance using (50), and the posterior update using (49);
end

B. Injection-Constrained Unscented Kalman Filter

In order to constrain the injection of 𝑛_𝑘 to a subspace, 𝑥_{𝑐,𝑘} is partitioned as

\[
\hat{x}_{k|k} = \begin{bmatrix}
\hat{x}_{c,k|k} \\
\hat{x}_{c⊥,k|k}
\end{bmatrix},
\]

(52)

where \(\hat{x}_{c,k|k} \in \mathbb{R}^{l_\eta}\) is the portion of \(\hat{x}_{k|k}\) in the subspace specified by \(\Gamma_k\) given by (8). The form of (52) implies that \(\Gamma_k\) has the form given by (8). This assumption entails no loss of generality as long as it is feasible to change the basis of (1) if needed.

Since the output error is injected into the subspace corresponding to \(\hat{x}_{c,k}\), IC-UKF uses \(\hat{x}_{c,k}\) to construct a 2\(l_\eta\) + 1-member ensemble to compute the filter gain and the corresponding posterior covariance. This approach is analogous to the unconstrained UKF, which uses a 2\(l_x\) + 1-member ensemble to obtain a filter gain for output-error injection. Note that each member of the reduced-order ensemble is of dimension \(l_x\), and thus includes information from the full state of the system.

The IC-UKF is computed as follows. Let the \(i\)th sigma point \(\hat{x}_{cσ_i,k}\) be given by the \(i\)th column of the \(l_x \times (2l_\eta + 1)\) matrix

\[
X_{k|k} \triangleq \begin{bmatrix}
X_k (\Gamma_k^T \hat{x}_{k|k}, \sigma \sqrt{l_\eta P_{c,k|k}}) \\
H(\hat{x}_{c⊥,k})
\end{bmatrix},
\]

(53)

where \(P_{c,k|k} \triangleq \Gamma_k^T P_k|k \Gamma_k\). Note that \(P_{c,k|k}\) is the covariance of \(\hat{x}_{c,k|k}\). For all \(i = 1, \ldots, 2l_\eta + 1\), the sigma points are
propagated as
\[ \hat{x}_{\sigma_{i},k+1} = f_{k}(\hat{x}_{\sigma_{i},k}). \] (54)

The prior estimate and the prior covariance at step \( k + 1 \) are given by
\[ \hat{x}_{k+1|k} = X_{k+1|k} W, \] (55)
\[ P_{c,k+1|k} = \Gamma_{k}^{T} \hat{X}_{k+1|k} W_{d} \hat{X}_{c,k+1|k}^{T} \Gamma_{k} + \Gamma_{k}^{T} Q_{k} \Gamma_{k}, \] (56)

where
\[ X_{k+1|k} \triangleq \left[ \hat{x}_{\sigma_{1},k+1} \cdots \hat{x}_{\sigma_{2l_{x}+1},k+1} \right] \in \mathbb{R}^{l_{x} \times 2l_{x}+1}. \] (57)

Note that \( P_{c,k+1|k} \in \mathbb{R}^{l_{y} \times l_{y}} \) is the covariance of the partitioned state. The prior ensemble \( X'_{k+1|k} \), generated using the prior estimate and the prior covariance, is given by
\[ X'_{k+1|k} \triangleq \left[ X \left( \Gamma_{k}^{T} \hat{X}_{k+1|k} W_{d} \hat{Y}_{k+1|k}^{T} P_{c,k+1|k} \right) \right], \] (58)

and, for \( i = 1, \ldots, 2l_{x}+1 \), the output corresponding to the propagated sigma points are given by
\[ \hat{y}_{\sigma_{i},k+1} = g_{k+1}(X'_{k+1|k} e_{i}), \] (59)

where \( e_{i} \) is the \( i \)th column of \( I_{2l_{x}+1} \). The covariance matrices \( P_{z,k+1|k} \) and \( P_{c,z,k+1|k} \) are then given by
\[ P_{z,k+1|k} = \tilde{Y}_{k+1} W_{d} \tilde{Y}_{k+1}^{T} + R_{k+1}, \] (60)
\[ P_{c,z,k+1|k} = \Gamma_{k}^{T} \tilde{X}_{k+1|k} W_{d} \tilde{Y}_{k+1}^{T}, \] (61)

where
\[ Y_{k+1} \triangleq \left[ \hat{y}_{\sigma_{1},k+1} \cdots \hat{y}_{\sigma_{2l_{y}+1},k+1} \right] \in \mathbb{R}^{l_{y} \times 2l_{y}+1}. \] (62)
Finally, the posterior estimate at step $k+1$ is

$$\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + \Gamma_k K_{k+1} (y_{k+1} - Y_{k+1} W),$$

(63)

and the posterior covariance of the partitioned state at step $k+1$ is given by

$$P_{c,k+1|k+1} = P_{c,k+1|k} - K_{k+1} P_{c,e,z_{k+1}|k}^T,$$

(64)

where the IC-UKF gain is

$$K_{k+1} = P_{e,z_{k+1}|k} P_{z_{k+1}|k+1}^{-1}.$$

(65)

Note that, since $X_{k+1|k}, X'_{k+1|k}$, and $Y_{k+1}$ have $2l_\eta + 1$ in contrast to $2l_x + 1$ columns, the computation of $P_{c,k+1|k+1}$ requires a smaller ensemble in contrast to UKF, but each ensemble member is still the full state.

The full-state posterior covariance at step $k+1$ is

$$P_{k+1|k+1} = P_{k+1|k} + \Gamma_k K_{k+1} P_{z_{k+1}|k+1} K_{k+1}^T \Gamma_k^T - \Gamma_k K_{k+1} P_{c,e,z_{k+1}|k}^T - P_{c,e,z_{k+1}|k} K_{k+1}^T \Gamma_k^T,$$

(66)

where $K_{k+1}$ is given by (65) and the matrices $P_{k+1|k}, P_{z_{k+1}|k+1}, P_{c,e,z_{k+1}|k}$ can be computed as shown in Section IV.A using an ensemble of arbitrary size. As expected, accuracy of $P_{k+1|k+1}$ improves as the ensemble size increases. Note that (66) is motivated by (32). Finally, since IC-UKF requires the covariance of $\hat{x}_{c,k|k}$ to compute the sigma-points, the full-state posterior covariance $P_{k+1|k+1}$ does not need to be computed to implement IC-UKF. IC-UKF is summarized in Algorithm 2.

**Algorithm 2: Injection-Constrained Unscented Kalman Filter (IC-UKF)**

**Input:** $y_{k+1}, \alpha, \Gamma_k$

**Output:** $P_{c,k+1|k+1}, \hat{x}_{k+1|k+1}, K_{k+1}$

**Data:** $P_{c,k+1|k}, \hat{x}_{k+1|k}$

for $k > 0$ do

- Build $2l_\eta + 1$-member ensemble using (53);
- Propagate ensemble using (54);
- Compute prior estimate and prior covariance using (55) and (56);
- Build $2l_\eta + 1$-member ensemble using (58) and compute ensemble output using (59);
- Compute output covariance using (60) and cross-covariance using (61);
- Compute UKF gain using (65), and the posterior covariance using (66), and the posterior update using (63);
end
V. Injection-Constrained Retrospective-Cost Filter

This section presents the injection-constrained retrospective-cost filter (IC-RCF), which obviates the need to propagate an ensemble in order to compute the filter gain. For the system (1), (2), IC-RCF has the form (5), (6), and (9), where the IC-RCF gain $\hat{K}$ is determined by minimizing the retrospective cost as shown below. In order to obtain a computationally-efficient, recursive formula for the filter gain, the dimension of injection-matrix $\Gamma_k$ is assumed to be a constant. It thus follows that the size of $\eta_k$ and $K_k$ is a constant.

For all $k \geq 0$, the injection signal $\eta_{k+1}$ (9) is factored as

$$ \eta_{k+1} = \Phi_{k+1} \theta_{k+1}, \quad (67) $$

where

$$ \Phi_{k+1} \Delta \text{=} I_l \otimes z_k^{T} \in \mathbb{R}^{l_y \times l_y \times l_y}, \quad (68) $$

$$ \theta_{k+1} \Delta \text{=} \text{vec} K_T^{k+1} \in \mathbb{R}^{l_y \times l_y}, \quad (69) $$

where the $\text{vec}$ operator stacks the columns of a matrix in a vector, and

$$ z_{k+1} \Delta \text{=} y_{k+1} - g_{k+1}(\hat{x}_{k+1|k}). \quad (70) $$

Note that (67) shows that $\eta_{k+1}$ is the product of the regressor matrix $\Phi_{k+1}$, whose nonzero entries are measured data, and the vectorized IC-RCF gain $K_{k+1}$. The filter gain $K_{k+1}$ is obtained by optimization of the retrospective cost function is defined by

$$ J_k(\hat{\theta}) \Delta \text{=} \sum_{i=0}^{k} \lambda^{k-i} [z_i + G_f(q)(\Phi_i \hat{\theta} - \eta_i)]^T [z_i + G_f(q)(\Phi_i \hat{\theta} - \eta_i)] + \lambda^{k} \hat{\theta}^T R_{\hat{\theta}} \hat{\theta}, \quad (71) $$

where $\lambda \in (0, 1]$ is the forgetting factor, $R_{\hat{\theta}} \in \mathbb{R}^{l_y \times l_y}$ is positive definite, $q$ is the forward-shift operator [25], and $G_f$ is an $l_y \times l_y$ FIR (finite-impulse-response) filter. In particular, $G_f$ has the form

$$ G_f(q) = \sum_{i=1}^{n_f} \frac{1}{q^i} N_i, \quad (72) $$

where the length $n_f$ of the filter window and the filter coefficients $N_1, \ldots, N_{n_f} \in \mathbb{R}^{l_y \times l_y}$ depend on the measurements $l_y$ and the dimension of the injection signal $l_y$ as shown later in this section.
Next, for all $k \geq 0$, the optimal gain

$$
\theta_{k+1} \triangleq \arg \min_{\hat{\theta} \in \mathbb{R}^{l_y}} J_k(\hat{\theta})
$$

(73)
is computed by recursive least squares as

$$
\mathcal{P}_{k+1} = \frac{1}{\lambda} \mathcal{P}_k - \frac{1}{\lambda} \mathcal{P}_k \Phi_{t,k} \left( \lambda \mathcal{I}_{l_y} + \Phi_{t,k} \mathcal{P}_k \Phi_{t,k}^T \right)^{-1} \Phi_{t,k} \mathcal{P}_k,
$$

(74)

$$
\theta_{k+1} = \theta_k - \mathcal{P}_{k+1} \Phi_{t,k}^T (z_k + \Phi_{t,k} \theta_k - \eta_{t,k}),
$$

(75)

where the filtered regressor $\Phi_{t,k} \triangleq G_t(q) \Phi_k$, the filtered injection signal $\eta_{t,k} \triangleq G_t(q) \eta_k$, $\mathcal{P}_0 \triangleq K_0^{-1}$, and $\theta_0 = 0 \in \mathbb{R}^{l_y}$.

Note that

$$
\Phi_{t,k} = N \overline{\Phi}_k, 
$$

(76)

$$
\eta_{t,k} = N \overline{\eta}_k, 
$$

(77)

where

$$
N \triangleq \begin{bmatrix} N_1 & \cdots & N_{m_f} \end{bmatrix}, \quad \overline{\Phi}_k \triangleq \begin{bmatrix} \Phi_{k-1} \\ \vdots \\ \Phi_{k-m_f} \end{bmatrix}, \quad \overline{\eta}_k \triangleq \begin{bmatrix} \eta_{k-1} \\ \vdots \\ \eta_{k-m_f} \end{bmatrix}.
$$

(78)

Finally, at step $k + 1$, the injection signal $\eta_{k+1}$ is given by (67), where the filter gain $\theta_{k+1}$ is given by (75). IC-RCF is summarized in Algorithm 3. Note that IC-RCF does not require $P_{k|k}$ to compute the filter gain. The posterior covariance, however, can be propagated using the method described at the end of Section IV.B, where $K_{k+1}$ is given by inverting the vec operator in (69).

---

**Algorithm 3: Injection-Constrained Retrospective-Cost Filter (IC-RCF)**

**Input**: $z_k, \eta_k$

**Output**: $\eta_{k+1}, K_{k+1}$

**Data**: $\mathcal{P}_k, K_k$

for $k > 0$
do
  Build regressor using (68);
  Filter data using (76), (77);
  Compute $\mathcal{P}_{k+1}$ using (74);
  Compute $\theta_{k+1}$ using (75);
  Compute $\eta_{k+1}$ using (67);
@end
The next result shows that the injection signal $\eta_k$ is constrained to lie in a subspace determined by the coefficients of $G_f$.

**Lemma V.1.** Let $\beta > 0$, $R_\theta = \beta I_{l_y}$, $\eta_k$ be given by (67), $\Phi_k$ be given by (68), $\overline{\Phi}_{f,k}, \overline{\eta}_{f,k}$, $N$, be given by (76), (77), (78), and $\theta_{k+1}$ be defined by (73). Then, for all $k \geq 1$,

$$
\eta_{k+1} = -\frac{1}{\beta} [N^T_1 \cdots N^T_{n_f}] \sum_{i=1}^{k} \lambda^i \Psi_{k,i} [z_i + N\overline{\Phi} \theta_{k+1} - N\overline{\eta}_i] \in \mathcal{R}([N^T_1 \cdots N^T_{n_f}]),
$$

(79)

where

$$
\Psi_{k,i} \triangleq \begin{bmatrix}
z_{k+1}^T z_{i-1} \otimes I_{l_y} \\
\vdots \\
z_{k+1}^T z_{i-n_l} \otimes I_{l_y}
\end{bmatrix}.
$$

(80)

**Proof.** Note that the cost function (71) can be rewritten as

$$
J_k(\hat{\theta}) = \tilde{\theta}^T A_k \hat{\theta} + 2b_k^T \hat{\theta} + c_k,
$$

(81)

where

$$
A_k \triangleq \sum_{i=1}^{k} \lambda^{k-i} \overline{\Phi}_{f}^TN^TN\overline{\Phi}_{f} + \lambda^k R_\theta,
$$

(82)

$$
b_k \triangleq \sum_{i=1}^{k} \lambda^{k-i} \overline{\Phi}_{f}^TN^T(z_i - N\overline{\eta}_i),
$$

(83)

$$
c_k \triangleq \sum_{i=1}^{k} \lambda^{k-i}(z_i - N\overline{\eta}_i)^T(z_i - N\overline{\eta}_i).
$$

(84)

At step $k$, the batch least squares minimizer $\theta_{k+1}$ of (81) is given by

$$
\theta_{k+1} = -A_k^{-1}b_k,
$$

(85)
which is equal to $\theta_{k+1}$ given by (75). Note that

$$
\Phi_{k+1} A_k \theta_{k+1} = \sum_{i=1}^{k} \lambda^{k-i} \Phi_{k+1} \left( \Phi_i^T N^T N \Phi_i \right) \theta_{k+1} + \lambda^k \beta \Phi_{k+1} \theta_{k+1}
$$

$$
= \sum_{i=1}^{k} \left( \lambda^{k-i} \sum_{j=1}^{n_i} (I_{n_i} \otimes z_{k+1}^T) z_{k+1} N_j^T \theta_{k+1} + \lambda^k \beta \Phi_{k+1} \theta_{k+1} \right)
$$

$$
= \sum_{i=1}^{k} \left( \lambda^{k-i} \sum_{j=1}^{n_i} N_j^T z_{k+1} z_{k+1} N_j^T \Phi_i \theta_{k+1} + \lambda^k \beta \Phi_{k+1} \theta_{k+1} \right)
$$

$$
= \left[ N_1^T \cdots N_{n_i}^T \right] \sum_{i=1}^{k} \lambda^{k-i} \Psi_{k,i} N \Phi_i \theta_{k+1} + \lambda^k \beta \Phi_{k+1} \theta_{k+1} \right)
$$

(86)

and

$$
\Phi_{k+1} b_k = \Phi_{k+1} \sum_{i=1}^{k} \lambda^{k-i} \Phi_i^T N^T (z_i - N \eta_i)
$$

$$
= \left[ N_1^T \cdots N_{n_i}^T \right] \sum_{i=1}^{k} \lambda^{k-i} \Psi_{k,i} (z_i - N \eta_i) .
$$

(87)

Writing (85) as $A_k \theta_{k+1} = -b_k$, multiplying by $\Phi_{k+1}$, and using (86) and (87) yields (79).

It follows from Lemma V.1 that the injection signal $\eta_k$ is constrained to lie in the subspace of $\mathbb{R}^{l_\eta}$ spanned by the coefficients of the filter $G_f$. In order to allow the injection signal to be unconstrained in $\mathbb{R}^{l_\eta}$, the filter coefficients are chosen such that $\mathcal{R}(\left[ N_1^T \cdots N_{n_i}^T \right]) = \mathbb{R}^{l_\eta}$. In view of Lemma V.1, for all examples in this paper, $N_1, \ldots, N_{n_i}$ are constructed using blocks of $I_{n_i}$ as shown in Section VI.

If the filter coefficients are chosen such that $\mathcal{R}(\left[ N_1^T \cdots N_{n_i}^T \right]) \subset \mathbb{R}^{l_\eta}$, then $\eta_k$ is constrained to a subspace whose dimension is strictly less than $l_\eta$. Thus, the injection signal can be written as

$$
\eta_k = G \zeta_k,
$$

(88)

where $l_\zeta < l_\eta$, $\zeta \in \mathbb{R}^{l_\zeta}$, and $G \in \mathbb{R}^{l_\eta \times l_\zeta}$ has full column rank. In this case, the injection-matrix $\Gamma_k$ can be redefined as $\Gamma_k G$ and the injection signal $\eta_k$ can be redefined as $\zeta_k$. Thus, such a choice of filter coefficients is equivalent to choosing a smaller injection subspace.

VI. Numerical Examples

This section presents numerical examples that illustrate and compare the injection-constrained state estimators presented in this paper. In particular, OICF, IC-UKF, and IC-RCF are used to estimate the state in a Lyapunov-stable linear system; and IC-UKF and IC-RCF are used to estimate the state in the chaotic Lorenz system and the inviscid
Example VI.1. *Injection-constrained estimation in a simple harmonic oscillator.* Consider a simple harmonic oscillator

\[ \ddot{y} + \omega^2 y = 0, \]  
\( (89) \)

which can be written in state-space form as

\[ \dot{x} = Ax, \]  
\( (90) \)

\[ y = Cx, \]  
\( (91) \)

where

\[ x \triangleq \begin{bmatrix} y \\ \dot{y} \end{bmatrix}, \quad A \triangleq \begin{bmatrix} 0 & 1 \\ -\omega^2 & 0 \end{bmatrix}, \quad C \triangleq \begin{bmatrix} 1 & 0 \end{bmatrix}. \]  
\( (92) \)

Defining \( x_k = x(kT) \), where \( T > 0 \) is the discretization time step, it follows that

\[ x_{k+1} = A_dx_k, \]  
\( (93) \)

where \( A_d \triangleq e^{AT} \). Let \( \omega = 5 \text{ rad/s} \) and \( T = 0.01 \text{ s} \). Let \( x_0 = [1 \ 1] \), \( Q = 10^{-4} \), and \( R = 10^{-4} \). Figures 2(a) and 2(b) show the state error and the error covariance for \( \Gamma = e_1 \) and \( \Gamma = I_2 \). Note that \( P_{k|k} \) converges to similar values for both choice of \( \Gamma \), although the convergence rate is slower for \( \Gamma = e_1 \). Next, the posterior covariance is propagated for several values of the process noise. Figure 2(c) shows \( P_{k|k} \) at \( k = 3000 \) for various values of \( Q \).

This numerical example shows that the full state can be estimated by restricting the filter correction to only the position estimate. Furthermore, in the case where process noise is smaller than the measurement noise, the trace of asymptotic error covariance for both injection-constrained and the unconstrained filter is similar.
Example VI.2. *Injection-constrained state estimation for a linear system.* Consider (3), (4) with the Lyapunov-stable LTI dynamics given by (25). For all \( k \geq 0 \), let \( Q_k = 10^{-4}I_3 \), \( R_k = 10^{-3} \), and \( u_k = 0 \), and let \( \bar{x}_0 = [1 1 1]^T \) and \( P_{0|0} = 10I_3 \). The state \( x_k \) is estimated using OICF, IC-UKF, and IC-RCF with the values of \( \Gamma \) listed in Table 1. In each estimator, same tuning parameters are used for all choices of \( \Gamma \). In particular, IC-UKF uses \( \alpha = 1.2 \) and IC-RCF uses \( \lambda = 1 \), \( R_\theta = I_n \), and the filters \( G_f(q) \) given in Table 1.

<table>
<thead>
<tr>
<th>( \Gamma )</th>
<th>( \eta )</th>
<th>( G_f(q) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_1 )</td>
<td>1</td>
<td>(-\frac{1}{q})</td>
</tr>
<tr>
<td>( e_2 )</td>
<td>1</td>
<td>( \frac{1}{q})</td>
</tr>
<tr>
<td>( e_3 )</td>
<td>1</td>
<td>( \frac{1}{q})</td>
</tr>
<tr>
<td>( [e_1, e_2] )</td>
<td>2</td>
<td>( \frac{-[1 0]}{q} + \frac{[0 -1]}{q^2} )</td>
</tr>
<tr>
<td>( [e_2, e_3] )</td>
<td>2</td>
<td>( \frac{-[1 0]}{q} + \frac{[0 -1]}{q^2} )</td>
</tr>
<tr>
<td>( [e_1, e_3] )</td>
<td>2</td>
<td>( \frac{-[1 0]}{q} + \frac{[0 -1]}{q^2} )</td>
</tr>
<tr>
<td>( I_3 )</td>
<td>3</td>
<td>( \frac{-[1 0 0]}{q} + \frac{[0 -1 0]}{q^2} + \frac{[0 0 -1]}{q^3} )</td>
</tr>
</tbody>
</table>

Table 1 Example VI.2. Filter used for IC-RCF.

For all three estimators and all values of \( \Gamma \) in Table 1, Figure 3 shows the norm of the posterior error \( e_{k|k} \) and the trace of the posterior covariance \( P_{k|k} \). Note that, in all cases, the posterior error \( e_{k|k} \) with IC-RCF decreases, whereas, as shown in the second row of Figure 3, the posterior error \( e_{k|k} \) in OICF diverges, and as shown in the second and third row of Figure 3, the posterior error \( e_{k|k} \) for IC-UKF does not decrease. This example suggests that IC-RCF can improve the state estimation accuracy in the cases where OICF and IC-UKF are ineffective. Furthermore, the asymptotic performance of IC-RCF is similar to that of OICF. Note that, for \( \Gamma = I_3 \), OICF and IC-UKF estimates are nearly identical and thus the blue trace is completely overlaid by the red trace.
For $\Gamma = e_2$, IC-UKF is ineffective as shown in the second row of Figure 3. In this case, for all $k \geq 0$,

$$X_k = \begin{bmatrix}
\hat{x}_{2,k|k} & \hat{x}_{2,k|k} + p & \hat{x}_{2,k|k} - p
\end{bmatrix},$$

(94)
where $p = \alpha \sqrt{P_{(2,2)|k|k}}$ and thus the propagated ensemble

$$X_{k+1|k} = \begin{bmatrix} 
\hat{x}_{1,k|k} & \hat{x}_{l,k|k} & \hat{x}_{l,k|k}
\end{bmatrix}.$$ (95)

It thus follows from (37) that $\hat{x}_{k+1} = 0$, and therefore $K_k = 0$. In this example, the collapse of the propagated sigma points to a single point is due to the structure of $A$ and the choice of $\Gamma$. Similarly, with $\Gamma = e_3$ it follows that, for all $k \geq 0$, $K_k = 0$, and thus IC-UKF is ineffective. In contrast, for the chosen tuning parameters and for all values of $\Gamma$ considered in this example, the IC-RCF error system is asymptotically stable.

Note that, in Table 1, the sign of the filter coefficient for second and third choice of $\Gamma$ is negative, whereas it is positive for first choice of $\Gamma$. This example shows that both signs of the filter coefficients need to be tested in order to determine the sign that yields a stable IC-RCF. Finally, note that as the rank of the injection-constraint matrix increases, the convergence rate improves, although the asymptotic error is of similar magnitude for all choices of $\Gamma$.

Example VI.3. Injection-constrained state estimation for the Lorenz system. Consider the chaotic Lorenz system

$$\dot{x}_1 = \sigma (x_2 - x_1),$$

(96)

$$\dot{x}_2 = x_1 (\rho - x_3) - x_2,$$

(97)

$$\dot{x}_3 = x_1 x_2 - \beta x_3,$$

(98)

where $\sigma = 10$, $\rho = 28$, and $\beta = 8/3$. Lorenz system exhibits chaotic behavior for these parameter values. Let $x(0) = [10 \ 10 \ 10]^T$. For all $k \geq 0$, let $y_k = x_2(kT_s) + v_k$, where $T_s = 0.01$ s and $v_k \sim N(0, 10^{-6})$. The Lorenz system is propagated using the explicit Runge-Kutta(4,5) method implemented in the Matlab function ode45 in between the measurements. Process noise $w_k \sim N(0, 10^{-6}I_3)$ is added to the state at each $t = kT_s$.

Letting $P_{0|0} = I_3$, the state is estimated using IC-UKF and IC-RCF with the values of $\Gamma$ listed in Table 2. For each estimator, the same tuning parameters are used for all values of $\Gamma$. In particular, IC-UKF uses $\alpha = 1.2$ and IC-RCF uses $\lambda = 1$, $R_\theta = I_{1_\eta}$, and the filters $G_f(q)$ given in Table 2. Note that filter gain $K_k$ and the injection signal $\eta_k$ are $1_\eta$-dimensional vectors at each step $k$.

<table>
<thead>
<tr>
<th>$\Gamma$</th>
<th>$l_\eta$</th>
<th>$G_f(q)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>1</td>
<td>$-100$ ( q )</td>
</tr>
<tr>
<td>$[e_1 \ e_2]$</td>
<td>2</td>
<td>$-100 \ 0$ ( q ) + $0 \ -100$ ( q )</td>
</tr>
<tr>
<td>$I_3$</td>
<td>3</td>
<td>$-100 \ 0$ ( q ) + $0 \ -100$ ( q ) + $0 \ 0$ ( q )</td>
</tr>
</tbody>
</table>

Table 2 Example VI.3. Filters used for IC-RCF.
Each subplot in Figure 4 shows the norm of the posterior error and the trace of posterior covariance obtained with for the corresponding choice of the filter and the injection-constraint matrix $\Gamma$. In particular, the subplots in the first column are obtained with IC-RCF and the subplots in the first column are obtained with IC-UKF with the injection-constraint matrix specified below the x-axis.

In this example, IC-UKF outperforms IC-RCF, both in terms of accuracy and convergence rate, for all choices of $\Gamma$. However, IC-UKF propagates $2I_\eta + 1$-member ensemble, whereas IC-RCF requires only the predicted output in order to compute the injection signal. Consequently, as the dimension of the system increases, the computational cost of IC-UKF will increase proportionately, however, the computational cost of IC-RCF is independent of the system dimension.

\[ \text{Fig. 4 Example VI.3. Norm of posterior error and trace of posterior covariance for IC-RCF and IC-UKF.} \]

Example VI.4. \textit{Injection-constrained state estimation for the inviscid Burgers equation.} Consider the one-dimensional inviscid Burgers equation

\[ \frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \frac{u^2}{2} = 0, \]  

where $u : [0, \infty) \times [0, 1] \rightarrow \mathbb{R}$. To simulate the flow on an infinite domain, the boundary conditions are set as $u(t, 0) = u(t, 1)$. The spatial domain $[0, 1]$ is discretized using $N$ equally spaced grid points, so that $\Delta x = \frac{1}{N-1}$. The time step $\Delta t$ is chosen such that the Courant–Friedrichs–Lewy condition given in [26] is satisfied. For all $j \in \{1, \cdots, N\}$, let $u_{j,k} \triangleq u(k\Delta t, j\Delta x)$. In this example, $N = 100$ and $\Delta t = 10^{-4}$. The inviscid Burgers equation (99) is discretized as shown in [27]. The initial condition is $u_{j,0} = 2 + \sin(\frac{2\pi j}{\Delta x})$, and $P_{0 \mid 0} = 10^{-2}I_N$. Defining

\[ U_k = [u_{1,k} \cdots u_{N,k}]^T \in \mathbb{R}^N, \]  

(100)
the discretized inviscid Burgers equation is written as

$$U_{k+1} = F(U_k),$$  \hspace{1cm} (101)

where $F$ is a vector-valued function defined in [27]. For all $k \geq 0$, let

$$y_k = u_{87,k} + v_k.$$  \hspace{1cm} (102)

where $v_k \sim N(0, 10^{-3})$. Process noise $w_k \sim N(0, 10^{-3} I_N)$ is added to the state at each $t = k \Delta t$.

The state $U_k$ is estimated using IC-UKF and IC-RCF with $\Gamma = e_{87}$. In particular, IC-UKF uses $\alpha = 1.2$ and IC-RCF uses $R_\theta = 10^5, \lambda = 0.9999$, and $G_I(q) = \frac{-1}{q}$. Figure 5 shows the norm of the posterior error, the trace of the posterior covariance, and the injection signal for IC-UKF and IC-RCF. Note that, in this example, IC-RCF outperforms IC-UKF in terms of convergence rate and accuracy.

Finally, to investigate the effect of $R_\theta$ and $\Gamma$ in IC-RCF, the state $U_k$ is estimated with various values of $R_\theta$, where, in all cases, $\Gamma = e_{87}, \lambda = 0.9999$ and $G_I(q) = \frac{-1}{q}$. Figure 6 shows the norm of the posterior error and the trace of the posterior covariance for various choice of $R_\theta$ in IC-RCF. Note that, as $R_\theta$ increases, the accuracy improves but convergence rate worsens. Next, the state $U_k$ is estimated with various values of $\Gamma$, where, in all cases, $R_\theta = 10^6 I_n$, $\lambda = 0.9999$ and $G_I(q) = \frac{-1}{q}$. Figure 7 shows the norm of the posterior error and the trace of the posterior covariance for various choice of $\Gamma$ in IC-RCF. Note that asymptotic error is similar for all choices of $\Gamma$, however, the convergence rate improves as the rank of $\Gamma$ increases.

Despite retuning attempts with several values of $\alpha$, the UKF estimate diverges. This observation suggests that constructing sigma points over the entire state space may result in state estimates that are physically unrealistic and result in divergence when propagated using the dynamics map. Both IC-UKF and IC-RCF can alleviate this problem since the perturbations in the state estimates can be restricted to physically realistic scenarios by appropriately choosing $\Gamma_k$. ♦
Fig. 5 Example VI.4. Norm of the posterior error, the trace of the posterior covariance, and the injection signal for IC-UKF and IC-RCF.

Fig. 6 Example VI.4. Effect of $R_\theta$ on the posterior error $e_{k|k}$ for IC-RCF.

Fig. 7 Example VI.4. Effect of $\Gamma$ on the posterior error $e_{k|k}$ for IC-RCF.
VII. Application of ICSE to Parameter Estimation in the Viscous Burgers Equation

This section shows that the parameter estimation problem is a special case of ICSE problem described in Section II. Consider the system

\[
\begin{align*}
x_{k+1} &= F_k(x_k, \mu) + w_k, \quad (103) \\
y_k &= G_k(x_k, \mu) + v_k, \quad (104)
\end{align*}
\]

where \( \mu \in \mathbb{R}^l \eta \) is the vector of unknown constant parameters that parameterizes the dynamics and the measurement map. The goal is to compute an estimate \( \hat{\mu} \) of the parameter \( \mu \) using the measurements \( y_k \). Defining the augmented dynamics

\[
\begin{bmatrix}
\mu_{k+1} \\
x_{k+1}
\end{bmatrix} = \begin{bmatrix}
\mu_k \\
F_k(x_k, \mu_k) + w_k
\end{bmatrix}, \quad (105)
\]

\[
y_k = G_k(x_k, \mu_k) + v_k, \quad (106)
\]

where the constant state \( \mu_k \) reflects the constant “dynamics” of \( \mu \), and using the structure of (105), the parameter estimator has the form

\[
\begin{bmatrix}
\hat{\mu}_{k+1} \\
\hat{x}_{k+1}
\end{bmatrix} = \begin{bmatrix}
\hat{\mu}_k \\
F_k(\hat{x}_k, \hat{\mu}_k)
\end{bmatrix} + \begin{bmatrix}
\eta_k \\
0
\end{bmatrix}, \quad (107)
\]

Note that (107) has the form of (5), where the injection-constraint matrix \( \Gamma = [I_l \ 0_{l \times \eta l}]^T \) constrains the injection signal \( \eta_k \) to the subspace corresponding to the vector \( \mu \) of unknown parameters. Injection-constrained state estimation can thus be applied to parameter estimation by using the output error to update the parameter estimate but not the state estimate. The following example uses ICSE to estimate an unknown parameter in the viscous Burgers equation using both IC-UKF and IC-RCF.

Example VII.1. Parameter estimation for the viscous Burgers equation. Consider the forced one-dimensional viscous Burgers equation

\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} u^2 = \frac{\partial}{\partial x} \left( \mu \frac{\partial u}{\partial x} \right) + q(x, t), \quad (108)
\]
where \( u : [0, \infty) \times [0, 1] \rightarrow \mathbb{R} \), \( \mu \) is the viscosity, and \( q(x, t) \) is the external forcing given by

\[
q(x, t) = \begin{cases} 
0, & x \neq 1, \\
\sin(0.005t) + 0.25 \sin(0.01t), & x = 1.
\end{cases}
\]

(109)

In this example, \( \mu = 0.3 \). The spatial and temporal discretization is similar to Example VI.4. The initial condition is \( u_{j,0} = \sin\left(\frac{2\pi j}{25}\right) \). Defining \( U_k \) by (100), the discretized Burgers equation is augmented with the unknown parameter dynamics as

\[
\begin{bmatrix} 
\mu_{k+1} \\
U_{k+1}
\end{bmatrix} = \begin{bmatrix} 
\mu_k \\
\bar{F}(U_k, \mu_k)
\end{bmatrix},
\]

(110)

where \( \bar{F} \) is the corresponding function. For all \( k \geq 0 \), let

\[
y_k = u_{87,k} + v_k,
\]

(111)

where \( v_k \sim \mathcal{N}(0, 10^{-5}) \). Process noise \( w_k \sim \mathcal{N}(0, 10^{-5} I_N) \) is added to the state at each \( t = k \Delta t \). The augmented state \([\mu_k \, U_k^T]\) in (108) is estimated using injection-constrained filters with \( \Gamma = e_1 \). This value of \( \Gamma \) implies that only the first component of the augmented state, that is, the parameter \( \mu_k \), is affected by the injection signal \( \eta_k \), whereas \( U_k \) is propagated using the function \( \bar{F} \). In particular, IC-UKF uses \( \alpha = 1.2 \) and \( P_{0|0} = 10^{-3} I_{102} \) and IC-RCF uses \( R_\theta = 10^5, \lambda = 0.9999, \) and \( G_\ell(q) = \frac{1}{q} \). Note that \( l_\eta = 1 \) and thus the filter gain \( K_k \) is a scalar.

Figure 8 shows the state-error norm, the posterior covariance, the injection signal and the parameter estimate obtained with IC-UKF and IC-RCF. Note that the parameter estimate does not converge to the true value of the unknown parameter. Despite several tuning efforts by varying \( \alpha \) and \( P_{0|0} \), IC-UKF did not yield convergence of the parameter estimate. Unlike IC-UKF, the parameter estimate converges to the true value of the unknown parameter and the posterior error decreases.

\( \diamond \)
VIII. Conclusions

Injection-Constrained Unscented Kalman Filter (IC-UKF) and Injection-Constrained Retrospective-Cost Filter (IC-RCF) were applied to state estimation in both linear and nonlinear systems. For the linear example, IC-UKF was ineffective for some injection-constraint matrices due to the fact that the sigma points collapsed to a single point. In contrast, IC-RCF successfully estimated the states for all choices of the injection-constraint matrix. In the nonlinear example, both IC-UKF and IC-RCF successfully estimated the states for all choices of the injection-constraint matrices. IC-UKF and IC-RCF were also applied to the problem of parameter estimation in the Burgers equation. The IC-UKF parameter estimate did not converge to the true value, whereas IC-RCF successfully estimated the unknown parameter.

Numerical examples further revealed that the convergence rate of the injection-constrained filters depends on the rank of the injection-constraint matrix. As the dimension of the injection subspace increases, the convergence rate of the filter improves. Asymptotically, however, the output error and posterior covariance reached similar orders of magnitude for all of the injection-constraint matrices that were considered. This observation suggests that the degradation of the accuracy of the state estimates due to the output-error injection constraint is not as severe as might be expected. Consequently, the same asymptotic performance as the unconstrained state estimator may be achieved at a reduced computational cost with IC-UKF and IC-RCF. This trend is beneficial for IC-RCF, which requires specification of as many filter coefficients as the rank of the injection-constraint matrix, as well as IC-UKF, which requires a smaller ensemble and thus has a lower computational cost than the classical UKF.
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