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ABSTRACT

We report on an exact vector (polarized) radiative transfer (VRT) model for coupled atmosphere and ocean systems. This VRT model is based on the successive order of scattering (SOS) method, which virtually takes all the multiple scattering processes into account, including atmospheric scattering, oceanic scattering, reflection and transmission through the rough ocean surface. The isotropic Cox–Munk wave model is used to derive the ref and transmission matrices for the rough ocean surface. Shadowing effects are included by the shadowing function. We validated the SOS results by comparing them with those calculated by two independent codes based on the doubling/adding and Monte Carlo methods. Two error analyses related to the ocean color remote sensing are performed in the coupled atmosphere and ocean systems. One is the scalar error caused by ignoring the polarization in the whole system. The other is the error introduced by ignoring the polarization of the light transmitted through the ocean interface. Both errors are significant for the cases studied. This code fits for the next generation of ocean color study because it converges fast for absorbing medium as, for instance, ocean.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Radiative transfer theory [1–3] in a scattering medium is a sine qua non in the study of climate change. There are two essential parts to the climate change study. One is to observe and record the changes of the earth system. The other is to model the climate system numerically and find the dependence of the climate system on various components, such as aerosol, clouds, air–sea interaction, ocean productivity, etc. In the first part, one of the most important means is the satellite remote sensing, in which the radiative transfer theory is often used to interpret the satellite raw images to retrieve atmosphere or ocean components of interest [4,5]. In the second part, radiative transfer is used to calculate global and regional energy transfer and distribution in the earth system [5]. In other words, radiative transfer is indispensable in both parts.

Radiative transfer in the coupled atmosphere and ocean system (AOS) is particularly of interest because oceans occupy more than 70% of the earth surface area. Light reflection and refraction at the water interface need special treatment. For the sake of simplicity, many works assume the ocean surface to be flat [6–10], while ocean surfaces always have waves induced by wind and other factors in nature [11,12]. Many others ignore the polarization of light [13–17]. Using the scalar radiative transfer equation (ignoring the polarization) may introduce errors larger than 10% depending on the illuminating
and viewing angles [18,19]. A short list of works that solve the polarized radiative transfer equation with a rough ocean surface are [20–25].

In this paper we present a vector (polarized) radiative transfer (VRT) model for the AOS under the plane-parallel assumption. The model is based on the successive order of scattering method (SOS) [8,9,26–37]. The full 4 × 4 reflection and transmission matrices for light interacting with the Gaussian rough surface are derived. The wave slope distribution is the isotropic Cox–Munk model (independent on the wind direction) [11,12]. Special routines have been designed to treat the singularities associated with the reflection and transmission matrices. Shadowing function has been implemented to take the shadowing effects into account [38–40]. A number of numerical techniques, for instance, the delta-fit for the geometric series approximation [31], have been implemented to increase efficiency while maintaining accuracy. In a nutshell, the SOS code can calculate the polarized light multiply scattered by the atmosphere, ocean, and rough ocean surface with all the coupling processes included. The doubling/adding code [22] and the Monte Carlo code [9,24] have been used for validation. We then used the SOS code to do two error analyses. One is the error introduced by neglecting the polarization in the whole system; and the other is the error caused by ignoring the polarization of light transmitted through the ocean interface.

The SOS method converges fast for absorbing or thin media. This makes it especially useful in the field of ocean color remote sensing because of two facts. One is that clear sky and low aerosol loading are the prerequisites for ocean color remote sensing; and the other is that oceans mostly exhibit large absorption coefficients. The notations and theoretical frame in this paper are the same as [9,28]. Section 2 reviews the integral form of the VRT model. Section 3 shows the SOS formulas to solve the VRT equation with an emphasis to the boundary condition at the ocean interface. Sections 4–7 derive and discuss the reflection and transmission matrices at the ocean interface. Sections 8 and 9 are the verification and applications of the SOS code, respectively. The last section is the summary.

2. Integral form of the vector radiative transfer equation

The basic scenario is that the AOS is illuminated by the solar light source. The whole system is plane parallel, i.e., the inherent optical properties (IOP) only vary along one dimension. The radiance vector of a beam of light with arbitrary polarization is denoted as \( L = (l, q, u, v) \), where the four elements \( l, q, u, \) and \( v \) are the Stokes parameters (see [3], Eq. 2.6.4); the superscript \( T \) stands for transpose. The optical depth is denoted as \( \tau \) and \( \tau_1 < \tau < \tau_u \), where the subscripts \( l \) and \( u \) denote the lower and upper limits of the medium under consideration (either the atmosphere or ocean). For the atmosphere, \( \tau_u = \infty \) at the top and \( \tau_0 = \tau_o^* \) at the bottom. For the ocean, \( \tau_1 = \tau_o \) is at the top and \( \tau_n = \tau_n^* \) at the bottom. Note that \( \tau_o^* \) is the location just above the ocean surface and \( \tau_o = \tau_o^* + \epsilon \) is just below the ocean surface, where \( \epsilon \) is an infinitesimal.

The scattering matrix \( F(\tau, \Theta) \) is a function of \( \tau \) and scattering angle \( \Theta \). The phase matrix is

\[
P(\tau, \mu, \phi, \mu', \phi') = R(\mu - \mu_1) \cdot F(\tau, \Theta) \cdot R(-\mu_1),
\]

where \( R \) is the rotation matrix which transforms the reference plane of the radiance vector between the meridian and scattering planes; \( \mu_1 \) and \( \mu_2 \) are the rotation angles [42,43]: \( \mu = \cos(\theta) \) and \( \phi \) are the cosine of the zenith angle and the azimuthal angle, respectively; the superscript prime denotes the incident direction; the cosine of the scattering angle can be written as \( \cos(\Theta) = \mu' + \sqrt{1 - \mu^2 \sqrt{1 - \mu^2}} \cos(\phi - \phi') \).

The multiple scattering source matrix \( S \) in a macroscopically isotropic and mirror symmetric medium is [3]

\[
S(\tau, \mu, \phi) = \frac{\alpha(\tau)}{4\pi} \int_0^{2\pi} \int_{l-1}^{l+1} P(\tau, \mu, \phi, \mu', \phi') \cdot L(\tau, \mu', \phi') \, d\mu' \, d\phi',
\]

where \( \alpha \) is the single scattering albedo.

When no thermal emission source is included, an integral form of the vector radiative transfer equation is written as [1,5,9]

\[
L(\tau, \mu < 0, \phi) = L(\tau, \mu, \phi) e^{-(\tau_1 - \tau) / \mu} - \int_{\tau_1}^{\tau} e^{-(\tau_1 - \tau) / \mu} S(\tau', \mu, \phi) \, d\tau' / \mu,
\]

\[
L(\tau, \mu > 0, \phi) = L(\tau_0, \mu, \phi) e^{-(\tau_0 - \tau) / \mu} + \int_{\tau}^{\tau_0} e^{-(\tau_0 - \tau) / \mu} S_n(\tau', \mu, \phi) \, d\tau' / \mu.
\]

3. Successive orders of scattering method

The total radiance vector can be treated as a summation of contributions from different order of scattering [26–28,30].

\[
L(\tau, \mu, \phi) = \sum_{n=1}^{N} L_n(\tau, \mu, \phi).
\]

With this equation, Eqs. (3a) and (3b) can be rearranged into

\[
L_n(\tau, \mu < 0, \phi) = L_n(\tau, \mu, \phi) e^{-(\tau_1 - \tau_n) / \mu} - \int_{\tau_1}^{\tau} e^{-(\tau_1 - \tau_n) / \mu} S_n(\tau', \mu, \phi) \, d\tau' / \mu,
\]

\[
L_n(\tau, \mu > 0, \phi) = L_n(\tau_0, \mu, \phi) e^{-(\tau_0 - \tau_n) / \mu} + \int_{\tau}^{\tau_0} e^{-(\tau_0 - \tau_n) / \mu} S_n(\tau', \mu, \phi) \, d\tau' / \mu,
\]

where

\[
S_n(\tau, \mu, \phi) = \frac{\alpha(\tau)}{4\pi} \int_0^{2\pi} \int_{l-1}^{l+1} P(\tau, \mu, \phi, \mu', \phi') \cdot L_{n-1}(\tau, \mu', \phi') \, d\mu' \, d\phi'.
\]

A special case is for \( n = 1 \) and \( \tau < \tau_o^* \). In this case \( L_0(\tau < \tau_o^*, \mu', \phi') = E_0 e^{\tau_0^*/\mu_0} \delta(\mu' - \mu_0)\delta(\phi' - \phi_0) \), where \( E_0 = (E_0, 0, 0, 0) \) is the solar irradiance vector; \( \mu_0 = \cos(\theta_0) < 0 \).
and $\phi_0$ are the cosine of the solar zenith angle and the solar azimuthal angle, respectively; and $\delta$ is the Dirac delta function. After substituting $L_0(t < \tau^*_0, \mu, \phi)$ into Eq. (6) and performing the integration, one obtains

$$S_1(t < \tau^*_0, \mu, \phi) = \frac{\omega(t)}{4\pi} e^{i\phi_0} \mathbf{P}(t, \mu, \phi, \mu_0, \phi_0) \cdot \mathbf{E}_0.$$  

(7)

The radiance vectors at the boundaries are

$$L_0(t = 0, \mu < 0, \phi) = 0;$$  

(8a)

$$L_1(t^*_0, \mu > 0, \phi) = \mu_0 |B_0(\mu, \phi, \mu_0, \phi_0)| \cdot \mathbf{E}_0 e^{i\phi_0} / \pi;$$  

(8b)

$$L_{m > 1}(t^*_0, \mu > 0, \phi) = \frac{1}{\pi} \int_0^{2\pi} \int_{-1}^{1} B_0(\mu, \phi, \mu_0, \phi_0) \cdot \mathbf{E}_0 e^{i\phi_0} / \pi, \quad \mu > 0;$$  

(8d)

where $\mathbf{r}'$ is the reflection matrix of the ocean bottom; $\mathbf{B}_0$ and $\mathbf{B}_1$ are the reflection matrices of the ocean interface for air and water incidence, respectively; and $\mathbf{B}_0$ and $\mathbf{B}_1$ are the transmission matrices of the ocean interface for air and water incidence, respectively. Explicit expressions of these matrices related to a rough dielectric interface will be derived in Section 4. In Eqs. (8a)–(8g) and hereafter, $| \ldots |$ means the absolute value is taken. In the case of flat ocean interface, Eqs. (6)–(8) should be equivalent to Eqs. (7) and (8) in Ref. [9], though the arrangement is slightly different. In this paper, the first order source function in the atmosphere $\{S_1(t < \tau^*_0, \mu, \phi)\}$ only contains the contribution from the direct solar light; while in Ref. [9] $\{S_1(t < \tau^*_0, \mu, \phi)\}$ also includes the contribution from the specular reflection of the direct solar light from the ocean interface. Similar differences exist for $\{S_1(t > \tau^*_0, \mu, \phi)\}$. Correspondingly the boundary conditions for the radiance vectors also exhibit differences. As a whole, the total radiance field from the two sets of equations remains consistent.

Eqs. (4)–(8) represent a system of equations which can be solved with numerical iterative procedures. To reduce the computational cost, a common practice is to expand the azimuthal dependence of the VRT equation into the Fourier series. The radiance vectors can be expanded into

$$L_n(t, \mu, \phi) = \sum_{m=0}^{M} \left(2 - \delta_{mn}\right) \cos[m(\phi - \phi_0)] L_{m,\cos}(t, \mu)$$  

(9)

$$+ \sin[m(\phi - \phi_0)] L_{m,\sin}(t, \mu),$$  

with

$$L_{m,\cos}(t, \mu) = (m, Q_m^0, 0, 0)^T,$$  

(10a)

$$L_{m,\sin}(t, \mu) = (0, 0, U_m^0, V_m^0)^T.$$  

(10b)

The expansion of the phase matrices is

$$\mathbf{P}(t, \mu, \phi, \mu', \phi') = \mathbf{P}_1(t, \mu, \phi, \mu', \phi') + \mathbf{P}_2(t, \mu, \mu', \phi'),$$  

(11a)

$$\mathbf{P}_1(t, \mu, \phi, \mu', \phi') = \begin{pmatrix} P_{11} & P_{12} & 0 & 0 \\ P_{12} & P_{22} & 0 & 0 \\ 0 & 0 & P_{33} & P_{44} \\ 0 & 0 & P_{43} & P_{44} \end{pmatrix},$$  

(11b)

$$\mathbf{P}_2(t, \mu, \phi, \mu', \phi') = \begin{pmatrix} 0 & 0 & P_{33} & P_{44} \\ 0 & 0 & P_{33} & P_{44} \\ P_{31} & P_{32} & 0 & 0 \\ P_{41} & P_{42} & 0 & 0 \end{pmatrix},$$  

(11c)

The detailed computation aspects of $\mathbf{P}_m^s$ and $\mathbf{P}_m^c$ can be found in [9] and the references within. Note that $\mathbf{B}_0^s, \mathbf{B}_1^s, \mathbf{B}_0^c,$ and $\mathbf{r}'^c$ in Eqs. (8a) and (8g) can all be expanded into Fourier series in the same fashion as $\mathbf{P}$. These expansions will not be explicitly written out for conciseness. In the following, $\mathbf{B}_{m,\cos}^s$ and $\mathbf{B}_{m,\sin}^s$ will be the cosine and sine components for $\mathbf{B}_0^s$; $\mathbf{B}_{m,\cos}^c$ and $\mathbf{B}_{m,\sin}^c$ will be the cosine and sine components for $\mathbf{B}_1^c$; and $\mathbf{r}_m^s$ and $\mathbf{r}_m^c$ will be the cosine and sine components for $\mathbf{r}'$. These expansions are then substituted into Eqs. (6) and (8). After carrying out the integration over $\phi'$ and identifying the terms with the same Fourier order $m$, the resultant formulas are as seen in [28,44–47] for details:

$$L_{m,n}^s(t, \mu, \phi) = L_{m,n}^s(t, \mu, \phi) e^{-i(\tau - \tau^*_0)/\mu} - \int_1^\tau e^{i\phi'} / S^s_{m,n}(\tau', \mu) d\tau'/\mu,$$  

(12a)

$$L_{m,n}^c(t, \mu, \phi) = L_{m,n}^c(t, \mu, \phi) e^{-i(\tau - \tau^*_0)/\mu} + \int_1^\tau e^{i\phi'} / S^c_{m,n}(\tau', \mu) d\tau'/\mu,$$  

(12b)

where

$$S^s_{m,n} (t, \mu, \phi) = \frac{\omega(t)}{2} \int_1^\tau \mathbf{P}^s(t, \mu, \mu') L_{m-1,n}(\tau, \mu') d\mu',$$  

(13)

with the special case of

$$S^s_{1,n} (t, \mu, \phi) = \frac{\omega(t)}{4\pi} e^{i\phi_0} \mathbf{P}^s(t, \mu, \mu_0) \mathbf{E}_0,$$  

(14)
where $\mathbf{L}_n^m = \mathbf{L}_n^{m, \cos} + \mathbf{L}_n^{m, \sin}$ and $\mathbf{P}^m = \mathbf{P}_n^m + \mathbf{P}_n^{m, \sin} \cdot \mathbf{D}$ with $\mathbf{D} = \text{diag}(1, 1, -1, -1)$ [28]; and

$$L_n^m(\tau_o, \mu > 0) = |\mu_0|\mathbf{B}_n^m(\mu, \mu_0) \cdot \mathbf{E}_0 e^{2i/\mu_0} / \pi,$$

$$L_n^m(\tau_o, \mu < 0) = |\mu_0|\mathbf{B}_n^m(\mu, \mu_0) \cdot \mathbf{E}_0 e^{2i/\mu_0} / \pi.$$  

$$L_{n-1}^m(\tau_o, \mu > 0) = 2 \int_0^1 \mathbf{B}_n^m(\mu, \mu') \cdot \mathbf{e}(\mu')/d\mu' + 2 \int_0^1 \mathbf{B}_n^m(\mu, \mu') \cdot \mathbf{e}(\mu')/d\mu',$$

$$L_{n-1}^m(\tau_o, \mu < 0) = 2 \int_0^1 \mathbf{B}_n^m(\mu, \mu') \cdot \mathbf{e}(\mu')/d\mu,'$$

which leads to

$$L = \frac{r(\theta) p(\mu_n, \phi_n) E \cos(\theta) \cdot \sigma \cdot \cos(\theta) \cdot \sigma}{4 |\mu_n^2|},$$

where $d\omega_n = \sin(\theta) d\theta d\psi$, $d\omega = \sin(2\theta) d(2\theta) d\psi$, and Eq. (16) have been used. The quantity $d\theta$ is the variance of the angle of incidence; and $d\psi$ is defined as the angle variance perpendicular to $d\theta$. Furthermore, the shadowing effects should be considered because some of the surface elements will be blocked by other elements if viewing from the propagation direction of light. It is taken into account by multiplying Eq. (20) with the shadowing function [38,39]:

$$S(\mu, \mu') = \frac{1}{1 + \mu_0^2 / |\mu_n^2|},$$

where

$$A(\mu) = \frac{1}{2} \left( \frac{1}{\sqrt{\pi} \eta} \exp(-\eta^2) - \text{erfc}(\eta) \right),$$

$$\eta = \frac{\mu}{\sqrt{\sigma^2 - |\mu|}};$$

erfc is the complementary error function [48]; and $\sigma$ is the same as in Eq. (18). The reflection function $B_r$ is then

$$|\mu'| B_r(\theta) = S(\mu, \mu') \frac{\pi p(\mu_n, \phi_n)}{4 |\mu_n^2|} r(\theta).$$

Note that Eq. (24) is equivalent to the results in [13,40].

Consider this small area $\Sigma$ is illuminated by a beam of unpolarized light with irradiance $E$ from direction $(\mu', \phi')$. This beam is then reflected into direction $(\mu, \phi)$ within a solid angle of $d\omega_a$. The power of specular reflection is then $r(\theta) d\Sigma_\mu \cos(\theta) E$, where $r(\theta)$ is the Fresnel’s reflection coefficient; $\theta$ is the angle of incidence on the surface elements; and $d\Sigma_\mu$ is the effective surface area which reflects the incident light from $(\mu', \phi')$ to $(\mu, \phi)$, i.e., $d\Sigma_\mu = d(\theta)/\mu_n$. Also the reflected power is $|\mu| L_r \Sigma d\omega_a$, where $L_r$ is the reflected radiance. Indeed, these two powers are equal because they represent the same quantity:

$$|\mu| L_r \Sigma d\omega_a = r(\theta) d\Sigma_\mu \cos(\theta) E,$$

which leads to

$$L_r = \frac{r(\theta) p(\mu_n, \phi_n) E \cos(\theta) \cdot \sigma \cdot \cos(\theta) \cdot \sigma}{4 |\mu_n^2|},$$

where $d\omega_n = \sin(\theta) d\theta d\psi$, $d\omega = \sin(2\theta) d(2\theta) d\psi$, and Eq. (16) have been used. The quantity $d\theta$ is the variance of the angle of incidence; and $d\psi$ is defined as the angle variance perpendicular to $d\theta$. Furthermore, the shadowing effects should be considered because some of the surface elements will be blocked by other elements if viewing from the propagation direction of light. It is taken into account by multiplying Eq. (20) with the shadowing function [38,39]:

$$S(\mu, \mu') = \frac{1}{1 + \mu_0^2 / |\mu_n^2|},$$

where

$$A(\mu) = \frac{1}{2} \left( \frac{1}{\sqrt{\pi} \eta} \exp(-\eta^2) - \text{erfc}(\eta) \right),$$

$$\eta = \frac{\mu}{\sqrt{\sigma^2 - |\mu|}};$$

erfc is the complementary error function [48]; and $\sigma$ is the same as in Eq. (18). The reflection function $B_r$ is then

$$|\mu'| B_r(\theta) = S(\mu, \mu') \frac{\pi p(\mu_n, \phi_n)}{4 |\mu_n^2|} r(\theta).$$

Note that Eq. (24) is equivalent to the results in [13,40].

4. The reflection matrix of a wind ruffled water surface

In this section, we will derive the reflection matrix for the wind ruffled water surface. Following Cox and Munk [11,12], we approximate the ocean surface by a distribution of small facets with random orientation. Note that this work ignores the wind-directionality of the facet distribution. As shown in Fig. 1, $\Sigma$ and $d\Sigma$ are used to denote a small horizontal area of water surface and its fraction whose normal vector $(\mu_n, \phi_n)$ is within a small solid angle of $d\omega_a$, respectively. In the previous statement, $\mu_n = \cos(\theta_n)$ where $\theta_n < \pi/2$ and $\phi_n$ are the polar and azimuthal angles of the surface normal vector, respectively. $\Sigma$ and $d\Sigma$ satisfy the following relation [28]:

$$d\Sigma / \Sigma = p(\mu_n, \phi_n) d\omega_n,$$

where $p(\mu_n, \phi_n)$ is the probability distribution function. We will use the isotropic Cox–Munk model [11,12]:

$$p(\mu_n, \phi_n) = \frac{1}{\pi \sigma^2 / \mu_n^2} \exp \left( - \frac{1 - \mu_n^2}{\sigma^2 / \mu_n^2} \right),$$

where the variance $\sigma^2$ is a function of the wind speed $W(m/s)$ at 12 m above the ocean surface:

$$\sigma^2 = 0.003 + 0.00512 W.$$
The generalization of Eq. (24) to the case with polarization is fairly straightforward. First the reflection coefficient \( r(\theta) \) will be replaced by the reflection matrix \( R \) (see Section 6 for explicit expressions). Then the rotations of the radiance vectors between the meridian and scattering planes have to be taken into account. The result is

\[
|\mu' B_r(\theta_1)| = S(\mu, \mu') \frac{\pi p_{\mu, \phi_n}}{4|\mu| n_n} R(\pi - \chi_2) \cdot R(-\chi_1). \quad (25)
\]

Eq. (25) can be written as a function of \((\mu, \phi)\) and \((\mu', \phi')\) explicitly. For convenience, \( \mathbf{n}', \mathbf{n}, \mathbf{n}_n \) will be used for the unit vectors of incidence, reflection, and wave normal, respectively.

\[
\mathbf{n}' = (\sqrt{1 - \mu^2 \cos(\phi')}, \sqrt{1 - \mu^2 \sin(\phi')}, \mu'),
\]

\[
\mathbf{n} = (\sqrt{1 - \mu^2 \cos(\phi)}, \sqrt{1 - \mu^2 \sin(\phi)}, \mu),
\]

\[
\mathbf{n}_n = (\sqrt{1 - \mu_n^2 \cos(\phi_n)}, \sqrt{1 - \mu_n^2 \sin(\phi_n)}, \mu_n),
\]

For the air-incident case, the relation among the three vectors is (see Fig. 4.2 in [16]):

\[
\mathbf{n}_n = \frac{\mathbf{n} \times \mathbf{n}'}{|\mathbf{n} \times \mathbf{n}'|},
\]

where \( |\mathbf{n} \times \mathbf{n}'| = \sqrt{2 - 2 \cos(\Theta)} \) and \( \cos(\Theta) = \mu' + \sqrt{1 - \mu^2 \cos(\phi') \phi} \) is the cosine of the scattering angle. Therefore, we have

\[
\mu_n = \frac{\mu - \mu'}{\sqrt{2 - 2 \cos(\Theta)}}.
\]

Also, the angle of incidence \( \theta_1 \) is related to the scattering angle \( \Theta \) by \( \theta_1 = (\pi - \Theta)/2 \). Substituting Eqs. (17) and (28) into Eq. (25) leads to

\[
|\mu' B_r| = h_t(\mu, \phi, \mu', \phi') F_r(\Theta), \quad (29a)
\]

\[
F_r(\Theta) = (1 - \cos(\Theta))^2 R(\pi - \chi_2) \cdot R(p - \Theta/2) \cdot R(-\chi_1).
\]

\[
h_t(\mu, \phi, \mu', \phi') = A_r \exp(-a_r) \exp(b_r \cos(\phi - \phi')), \quad (29c)
\]

\[
A_r = \frac{S(\mu, \mu')}{\sigma^2 \mu' \mu(\mu - \mu')^2}, \quad (29d)
\]

\[
a_r = \frac{2 - \mu^2 - \mu_t^2}{\sigma^2 (\mu - \mu_t)^2}, \quad (29e)
\]

\[
b_r = \frac{2 \sqrt{1 - \mu^2} \sqrt{1 - \mu_t^2}}{\sigma^2 (\mu - \mu_t)^2}. \quad (29f)
\]

The reflection matrix \( B_r \) has been written into two parts. One is the scalar function \( h_r \), which depends on both \((\mu', \phi')\) and \((\mu, \phi)\). The other is the matrix \( F_r \), which only depends on the scattering angle \( \Theta \). This arrangement was chosen in order to use the method by Deuzé et al. [45] to obtain the Fourier series of the reflection matrix. It can be shown that Eqs. (29a)–(29b) also apply to the water-incident case.

### 5. The transmission matrix of wind ruffled water surface

The derivation of the transmission matrix is similar to that of the reflection matrix. Consider the same scenario as the reflection case, with the exception that the outgoing radiance Eq. (19) is now considered as the transmitted radiance. The reflection coefficients \( r(\theta) \) should be replaced by the transmission coefficients \( t(\theta) \). After little rearrangement, the transmitted radiance due to the incident beam is now:

\[
L_t = S(\mu, \mu') \frac{t(\theta)p_{\mu, \phi_n} E}{|\mu| n_n} d\omega \sin(\theta_1) \sin(\theta). \quad (30)
\]

If \( d\omega = \sin(\theta_1) d\theta_1 d\psi \), then \( d\theta = \sin(\theta_1 - \theta) d\theta_1 d\psi \), where \( \theta_1 \) is the angle of transmission (refraction) given by Snell's law \( n_t \sin(\theta_t) = n_i \sin(\theta_i) \), with \( n_t \) and \( n_i \) refractive indices of the incident and transmitted media, respectively. The relation \( n_t \cos(\theta_t) d\theta_1 = n_i \cos(\theta_i) d\psi \) is obtained by taking a derivative of Snell's law. The ratio of the two solid angles is then:

\[
\frac{d\omega}{d\sigma} = \frac{\sin(\theta_1) d\theta_1 d\psi}{\sin(\theta) d\theta d\psi} = \frac{n_i^2 \cos(\theta_i)}{(n_t \cos(\theta_t) - n_i \cos(\theta_i))^2}. \quad (31)
\]

The following equation is obtained by substituting Eq. (31) into Eq. (30):

\[
L_t = S(\mu, \mu') \frac{t(\theta)p_{\mu, \phi_n} E}{|\mu| n_n} \frac{n_t^2 \cos(\theta_t) \cos(\theta_i)}{(n_t \cos(\theta_t) - n_i \cos(\theta_i))^2}. \quad (32)
\]

Finally, the transmission function is

\[
|\mu' B_t| = S(\mu, \mu') \frac{\pi t(\theta)p_{\mu, \phi_n}^2}{|\mu| n_n} \frac{n_i^2 \cos(\theta_i) \cos(\theta_i)}{(n_t \cos(\theta_t) - n_i \cos(\theta_i))^2} \mathbf{R}(\pi - \chi_2) \cdot \mathbf{R}(-\chi_1). \quad (33)
\]

To express \( |\mu' B_t| \) as a function of \((\mu', \phi')\) and \((\mu, \phi)\), one has to write \((\mu_t, \phi_n)\), \( \cos(\theta_i) \), and \( \cos(\theta_t) \) in terms of these quantities. First, we consider the air-incident case. In the derivation of \( B_t \), \( \mathbf{n} \) will be understood as the unit vector along the transmitted direction. This is consistent with the definition of \( \mathbf{n} \) in the reflection matrix because in both cases \( \mathbf{n} \) represents the direction of the exit (reflected/ transmitted) radiance. Again, \( \mathbf{n} \) and \( \mathbf{n}_n \) are still the incident and surface normal vectors, respectively. The relation among these three vectors is (see Fig. 4.2 in [16])

\[
\mathbf{n}_n = \frac{\mathbf{n} \times \mathbf{n} \mathbf{n}}{C}, \quad (35)
\]

where \( n_w \) is the refractive index of water, and \( C \) is a normalization factor:

\[
C = \frac{\sin(\Theta)}{\sin(\theta_1)} \frac{n_w}{n_i}. \quad (36)
\]
where $\Theta = \theta_l - \theta_i$ is the scattering angle. $1/n_w \leq \cos(\Theta) \leq 1$ has to be satisfied. The following equations are then obtained:

$$\cos(\theta_l) = -\hat{n}_n \cdot \hat{n}' = \frac{n_w \cos(\Theta) - 1}{C}, \quad (37a)$$

$$\cos(\theta_t) = -\hat{n}_n \cdot \hat{n} = \frac{n_w - \cos(\Theta)}{C}. \quad (37b)$$

Another form for $C$ can be obtained by substituting Eq. (36) into Eq. (37b):

$$C^2 = n_w^2 + 1 - 2 n_w \cos(\Theta). \quad (38)$$

The component of $\hat{n}_n$ (Eq. (35)) along the vertical direction $z$ gives $\mu_n$:

$$\mu_n = \frac{\mu - n_w \mu}{C}. \quad (39)$$

The transmission matrix is obtained by the use of Eqs. (36)–(39):

$$|\mu'| |B_i| = h_l(\mu, \phi, \mu', \phi') F_i(\Theta), \quad (40a)$$

$$F_i(\Theta) = (n_w - \cos(\Theta))(n_w \cos(\Theta) - 1) R(n_w \cos(\Theta) - 1) \cdot t(\theta_l) \cdot R(-\chi_1), \quad (40b)$$

$$h_l(\mu, \phi, \mu', \phi') = A_l \exp(-a_l) \exp(b_l \cos(\phi - \phi')), \quad (40c)$$

$$A_l = \frac{\sigma^2 \mu n_w^2}{\sigma^2 |\mu'| |\mu|}, \quad (40d)$$

$$a_l = \frac{1 - \mu^2 + n_w^2 (1 - \mu^2)}{\sigma^2 (\mu - n_w \mu)^2}, \quad (40e)$$

$$b_l = \frac{2 n_w \sqrt{1 - \mu^2 \sqrt{1 - \mu^2}}}{\sigma^2 (\mu - n_w \mu)^2}. \quad (40f)$$

For the water-incident case, one has

$$\hat{n}_n = \frac{n_w \hat{n}' - \hat{n}}{C}. \quad (41)$$

with $C$ given by Eq. (38) (Eq. (36), however, does not apply to the water-incident case). Following the same procedure, one finds that the result is similar to Eqs. (40) except that new definitions of $A_l$, $a_l$, and $b_l$ are needed:

$$|\mu'| |B'_i| = h'_l(\mu, \phi, \mu', \phi') F'_i(\Theta), \quad (42a)$$

$$F'_i(\Theta) = (n_w - \cos(\Theta))(n_w \cos(\Theta) - 1) R(n_w \cos(\Theta) - 1) \cdot t(\theta_l) \cdot R(-\chi_1), \quad (42b)$$

$$h'_l(\mu, \phi, \mu', \phi') = A'_l \exp(-a'_l) \exp(b'_l \cos(\phi - \phi')), \quad (42c)$$

$$A'_l = \frac{\sigma^2 \mu n_w^2}{\sigma^2 |\mu'| |\mu|}, \quad (42d)$$

$$a'_l = \frac{n_w^2 (1 - \mu^2) + (1 - \mu^2)}{\sigma^2 (n_w \mu' - \mu)^2}, \quad (42e)$$

$$b'_l = \frac{2 n_w \sqrt{1 - \mu^2 \sqrt{1 - \mu^2}}}{\sigma^2 (n_w \mu' - \mu)^2}. \quad (42f)$$

For a beam of light incident onto a wind ruffled ocean surface, the incident irradiance has to be equal to the sum of the total reflected and transmitted irradiance, due to the law of energy conservation. To measure the degree of energy conservation of these formulas, Nakajima and Tanaka have defined the energy deficiency $\xi(\mu')$ [13]:

$$\xi(\mu') = 1 - \frac{R(\mu')}{|\mu'|} - T(\mu'), \quad (43)$$

where

$$R(\mu') = \frac{1}{\pi} \int_0^1 |\mu| |d\mu| \int_0^{2\pi} d\phi |\mu'| B(\mu, \mu', \phi - \phi'), \quad (44a)$$

$$T(\mu') = \frac{1}{\pi} \int_{-1}^0 |\mu| |d\mu| \int_0^{2\pi} d\phi |\mu'| B_2(\mu, \mu', \phi - \phi'). \quad (44b)$$

Ideally, $\xi$ should be zero for every value of $\mu'$. However, it has been shown that $\xi(\mu')$ has values as large as 0.15 for large angles of incidence (small $|\mu'|$) [13,22]. This energy deficiency $\xi(\mu')$ is commonly explained as a result of neglecting multiple scattering between the random wave facets [13,22]. To preserve energy conservation, Nakajima and Tanaka [13] divide Eqs. (25) and (34) by the energy deficiency $\xi$ to normalize the reflectance and transmittance. Chowdhary [22] prefers to normalize the same equations according to the reflectance and transmittance of a smooth ocean surface. However, radiative transfer codes for atmospheres bounded by a rough ocean surface (i.e., no ocean medium is considered) generally do not account for this problem at all [28,40]. The ultimate answer to the renormalization problem relies on further improvements in the description of the shadowing function and accurate comparisons between theory and in situ measurements. In this work we avoid normalizing Eqs. (25) and (34) to simplify the comparison of our numerical results with those obtained by other radiative transfer codes.

6. Fresnel’s Reflection and Transmission Matrices

The Fresnel’s reflection and transmission matrices $r(\theta_i)$ and $t(\theta_i)$ for a flat dielectric interface in Eqs. (25) and (34) have been presented in a few papers [8,20,21]. The matrices in [20] are for a different convention of the Stokes parameters, while [8] shows only the upper and left $3 \times 3$ sub-matrices of $r(\theta_i)$ and $t(\theta_i)$. The transmission matrix in [21] differs from the matrix used in this work for a coefficient. To avoid potential confusion caused by these differences, explicit expressions of $r(\theta_i)$ and $t(\theta_i)$ are derived and shown in this section.

A plane wave is incident from medium 1 with the index of refraction $n_i$. It is transmitted into medium 2 with the index of refraction $n_r$. In the case of incidence from air to water, $n_i = 1$ and $n_r = n_w$. The permeabilities for both media are equal to 1 in the following equations. The plane of incidence (which is also the plane of scattering) is defined as the plane which contains the wave vectors of the incident, reflected, and transmitted waves. The relative amplitudes of the reflected and transmitted waves can be found with the boundary conditions for electromagnetic waves across the dielectric interface: (see
Eqs. 7.39 and 7.41 in [49]):

\[
\begin{align*}
\alpha &= \frac{n_1 \cos(\theta_1) - \sqrt{n_2^2 - n_2^2 \sin^2(\theta_1)}}{n_1 \cos(\theta_1) + \sqrt{n_2^2 - n_2^2 \sin^2(\theta_1)}} , \\
\rho &= \frac{n_2 \cos(\theta_1) - n_1 \sqrt{n_2^2 - n_2^2 \sin^2(\theta_1)}}{n_2 \cos(\theta_1) + n_1 \sqrt{n_2^2 - n_2^2 \sin^2(\theta_1)}} ,
\end{align*}
\]

respectively; the asterisk stands for the complex conjugate.

where \( r_\perp \) and \( r_r \) denote the components perpendicular and parallel to the plane of incidence, respectively. Eqs. (45) and (46) are applicable to the cases with complex indices of refraction. As a consequence, the relative amplitudes are to be considered as complex values.

The reflection matrix is then (in Eqs. 3.16 of [42], replace \( r_\perp \) by \( r_r \) and \( S_2 \) by \( r_r \))

\[
\mathbf{r}(\theta_1) = \frac{1}{2} \begin{pmatrix}
\frac{r_r^2 + r_\perp^2}{r_r^2 - r_\perp^2} & \frac{2}{r_r^2 - r_\perp^2} & 0 & 0 \\
0 & 0 & 2 \text{Re}[r_r r_\perp^*] & 2 \text{Im}[r_r r_\perp^*] \\
0 & 0 & 2 \text{Re}[r_\perp r_r^*] & 2 \text{Im}[r_\perp r_r^*] \\
\end{pmatrix},
\]

where \( \text{Re}[\cdot] \) and \( \text{Im}[\cdot] \) denote the real and imaginary parts, respectively; the asterisk stands for the complex conjugate.

The transmission matrix \( \mathbf{t}(\theta_1) \) is the following:

\[
\mathbf{t}(\theta_1) = \frac{1}{2} \frac{n_1 \cos(\theta_1)}{n_1 \cos(\theta_1)} \begin{pmatrix}
\frac{t_r^2 + t_\perp^2}{t_r^2 - t_\perp^2} & \frac{2}{t_r^2 - t_\perp^2} & 0 & 0 \\
0 & 0 & 2 \text{Re}[t_r t_\perp^*] & 2 \text{Im}[t_r t_\perp^*] \\
0 & 0 & 2 \text{Re}[t_\perp t_r^*] & 2 \text{Im}[t_\perp t_r^*] \\
\end{pmatrix},
\]

where the extra factor \( n_1 \cos(\theta_1)/n_1 \cos(\theta_1) \) takes the following facts into account:

I the irradiance is proportional to the index of refraction (see [50], Eq. 1.53);

II the irradiance is proportional to the projected areas of the electromagnetic waves, which are in turn proportional to \( \cos(\theta_1) \) for the incident wave and \( \cos(\theta_1) \) for the transmitted wave, respectively.

7. Fourier series of the reflection and transmission matrices

The procedure by Deuzé et al. [45] has been employed to obtain the Fourier series of the reflection and transmission matrices. For the reflection matrix, the Fourier expansion of the scalar function \( h_r \) is needed:

\[
h_r(\mu, \phi, \mu', \phi') = \sum_{k=0}^{K} (2 - \delta_{0,k}) h_r(\mu, \mu') \cos(\theta - \theta'),
\]

where

\[
h_r(\mu, \mu') = \frac{1}{2\pi} \int_0^{2\pi} h_r(\mu, \phi, \mu', \phi') \cos(k(\phi - \phi')) \, d\phi'.
\]

Deuzé et al. [45] have used numerical integration procedures to evaluate Eq. (50). Alternatively, we use an analytical method. Substituting Eq. (29c) into Eq. (50), one has

\[
h_r(\mu, \mu') = A_r \exp(-a_r) \frac{1}{2\pi} \int_0^{2\pi} \exp(b_r \cos(\theta - \theta')) \cos(k(\phi - \phi')) \, d\phi',
\]

where \( A_r \) and \( b_r \) are to be considered as complex values.

where \( z \) is an arbitrary variable. It is preferable to use this procedure because it is more efficient and accurate than the numerical integration procedure.

The Fourier expansion of the matrix part \( \mathbf{F}_r(\theta) \) in \( \mathbf{B}_r \) (Eq. (29a)) is

\[
\mathbf{F}_r(\mu, \phi, \mu', \phi') = \sum_{l=0}^{L} (2 - \delta_{0,l}) [\cos(l(\phi - \phi')) \mathbf{F}_r^{(l)}(\mu, \mu') + \sin(l(\phi - \phi')) \mathbf{F}_r^{(l)}(\mu, \mu')].
\]

To find \( \mathbf{F}_r^{(l)} \), the effective scattering matrix is defined for convenience:

\[
\mathbf{S}_r^{\text{eff}} = (1 - \cos(\Theta))^2 \mathbf{r}((\pi - \Theta)/2)
\]

where the matrix elements can be expanded in terms of the Wigner d functions \( d_{mn} \) [50,53]:

\[
a_1 = \sum_{l=0}^{L} \rho_l d_{00}^{(l)}(\Theta),
\]

\[
a_2 = \sum_{l=2}^{L} \left( x_l[d_{22}^{(l)}(\Theta) + d_{2-2}^{(l)}(\Theta)] + y_l[d_{22}^{(l)}(\Theta) - d_{2-2}^{(l)}(\Theta)] \right),
\]

\[
a_3 = \sum_{l=2}^{L} \left[ y_l[d_{22}^{(l)}(\Theta) + d_{2-2}^{(l)}(\Theta)] + x_l[d_{22}^{(l)}(\Theta) - d_{2-2}^{(l)}(\Theta)] \right],
\]

\[
a_4 = \sum_{l=0}^{L} \delta_l d_{00}^{(l)}(\Theta),
\]

\[
b_1 = \sum_{l=2}^{L} \gamma_l d_{20}^{(l)}(\Theta),
\]

\[
b_2 = -\sum_{l=2}^{L} \beta_l d_{20}^{(l)}(\Theta).
\]
The expansion coefficients are

$$\beta_l = \frac{2l+1}{2} \int_{-1}^{1} a_1(\cos(\theta)) d\theta d(\cos(\theta)), \quad (56a)$$

$$\alpha_l + \epsilon_l = \frac{2l+1}{2} \int_{-1}^{1} \left[(a_2(\cos(\theta)) + a_3(\cos(\theta)))d\theta d(\cos(\theta)), \quad (56b)\right]$$

$$\alpha_l - \epsilon_l = \frac{2l+1}{2} \int_{-1}^{1} \left[(a_2(\cos(\theta)) - a_3(\cos(\theta)))d\theta d(\cos(\theta)), \quad (56c)\right]$$

$$\delta_l = \frac{2l+1}{2} \int_{-1}^{1} a_4(\cos(\theta)) d\theta d(\cos(\theta)), \quad (56d)$$

$$\gamma_l = \frac{2l+1}{2} \int_{-1}^{1} a_4(\cos(\theta)) d\theta d(\cos(\theta)), \quad (56e)$$

$$\epsilon_l = \frac{2l+1}{2} \int_{-1}^{1} a_4(\cos(\theta)) d\theta d(\cos(\theta)). \quad (56f)$$

Then the Fourier series of Eq. (29b) can be expressed as summations of these coefficients multiplying the Wigner d functions at different pairs of $(\mu, \mu')$ [46,47,54].

Given $h_l^t, F_{r, \cos}$, and $F_{r, \sin}$, the Fourier series of the reflection matrix Eq. (29a) can then be found by the following equations [28,45]:

$$|\mu'| B_r(\mu, \mu', \phi, \phi') = \sum_{m=0}^{M} (2-\delta_{0m})(\cos(m(\phi-\phi'))) |\mu'| B_{r, \cos}(\mu, \mu') + $$

$$+ \sin(m(\phi-\phi')) |\mu'| B_{r, \sin}(\mu, \mu'), \quad (57a)$$

where

$$|\mu'| B_{r, \cos}(\mu, \mu') = h_0^0(\mu', \mu') F_{r, \cos}(\mu, \mu') + \sum_{l=1}^{L} h_l^l(\mu', \mu') F_{r, \cos}(\mu, \mu'), \quad (58a)$$

$$|\mu'| B_{r, \sin}(\mu, \mu') = -\sum_{l=1}^{L} h_l^{m-l}(\mu', \mu') F_{r, \sin}(\mu, \mu'). \quad (58b)$$

This procedure works well for the air-incident case. However, it does not work for the water-incident case because the Fresnel's reflection matrix changes abruptly around the critical angle $\theta_c = \arcsin(1/n_1) \approx 48.36^\circ$ beyond which the total internal reflection happens, which prevents the polynomial expansions in Eq. (55f) from converging even for hundreds of terms. Figs. 2 and 3 show the effective scattering matrix elements in Eq. (54) for the air- and water-incident cases, respectively. Note that $a_4$ and $b_2$ are not shown because $a_4 = a_3$ and $b_2$ has values different from zero only for the case of internal reflection. The maximum order of expansion is $L = 36$ in both cases. The curves labeled “Exact” are calculated from Fresnel’s law directly (after adjustments by the factor of $(1-\cos(\theta))^2$). The curves labeled “Fit” are calculated with fitting parameters in Eq. (55a). It is readily observed that the air-incident matrix elements behave smoothly and the fitted curves overlap to the exact curves. The curves for the water-incident case, however, have sharp peaks/corners at $\theta = 83.27^\circ$, which corresponds to $\theta_l = (\pi - \Theta)/2 = 48.36^\circ$.

Attempting to reproduce these peaks, the polynomial expansion generates oscillations about the “exact” curves. Including a larger number of orders of scattering reduces, yet does not eliminate, the amplitude of these oscillations. Even for $L = 200$, the errors are still deemed unacceptable. Thus, we use direct numerical integration over $\phi = \phi - \phi'$ to find the Fourier components for the water-incident case:

$$|\mu'| B_{r, \cos}(\mu, \mu') = \frac{1}{2\pi} \int_{0}^{2\pi} |\mu'| B(\mu, \mu', \phi) \cos(m\phi) d\phi, \quad (59a)$$

$$|\mu'| B_{r, \sin}(\mu, \mu') = \frac{1}{2\pi} \int_{0}^{2\pi} |\mu'| B(\mu, \mu', \phi) \sin(m\phi) d\phi. \quad (59b)$$

The procedure to find the Fourier series of the transmission matrix is similar to the reflection matrix for the air-incident case outlined by equations from Eqs. (49) to (59). The Fourier components of the scalar function $h_l$ are:

$$h_l^r(\mu, \mu') = A_l \exp(-a_l) b_l(\mu'), \quad (60)$$

where $A_l$, $a_l$, and $b_l$ are defined in Eq. (40a) for the air-incident case. Note that $A_l$, $a_l$, and $b_l$ should be replaced by $A_l$, $a_l$, and $b_l'$ in Eq. (42a) for the water-incident case. The effective scattering matrix for transmission is defined as

$$S_{\text{eff}}(\mu, \mu') = (n_1 - \cos(\Theta))(n_1 \cos(\Theta) - 1) \tan(\theta), \quad (61)$$

This matrix can be expanded in terms of the Wigner d functions as Eq. (55). Then the Fourier components $F_{r, \cos}$ and $F_{r, \sin}$ for $F_r(\theta)$ in Eqs. (40) and (42) can be found by the method outlined in [46,47,54]. Finally, the Fourier components $|\mu'| B_{r, \cos}(\mu, \mu')$ and $|\mu'| B_{r, \sin}(\mu, \mu')$ for the transmission matrix $|\mu'| B_r$ are obtained using Eq. (58) provided that the subscript $r$ is replaced by $t$.

If the dependence of the wind direction is introduced, i.e., the full Gram–Charlier expansion of Eq. (18) of Ref. [12] is used, it will be incorrect to write the Fourier expansions of the reflection and transmission matrices in the same way as Eq. (11) because these matrices depend on specific values of $\phi'$ and $\phi$ instead of $\phi - \phi'$. As a result, Eqs. (10) will not be correct because the Fourier expansion of the radiance field will also have sine components. Thus the whole system of equation will need to be revisited.

8. Validation

A Fortran 90 computer code was written to solve the VRT equation in the AOS. Basically, we have implemented the rough ocean boundary conditions into the previous version of our SOS code [9]. The exponential-linear approximation [41] is used to calculate the optical depth integration in Eqs. (12a) and (12b). The Gaussian quadrature formulas are used to evaluate the angular integrals in Eqs. (13) and (15). In the following we use $N_o$ and $N_N$ to denote the numbers of the Gaussian quadrature points for the atmosphere and ocean, respectively. Zhai et al. [9] presented an algorithm of implementing the flat ocean boundary condition in which $N_a = N_o$ is used. For the case of a rough surface, this is not feasible because of two reasons. First of all, the incident beam suffers from angular redistribution upon reflection and transmission.
Fig. 2. The effective scattering matrix $S_{\text{eff}}$ elements shown in Eq. (54) as a function of the scattering angle $\Theta$ for the air-incident case. The maximum order of expansion is $L = 36$.

Fig. 3. The same as Fig. 2 except for the water-incident case. The maximum order of expansion is $L = 36$. 
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Secondly, the angular distribution of the transmitted light (Eq. (34)) exhibits a delta function like peak, which is around the transmitted direction, as if the surface were smooth. Thus an interpolation scheme does not work well. In this work we use separate Gaussian quadrature points for atmosphere and ocean. The selection of the quadrature points and weights is the same as in [6].

To date, there is no benchmark data available to verify a VRT code in the AOS. Our strategy is then to verify different branches of our code with independent computer packages and related publications in the literature. For the simple case of an AOS with a flat interface, our code was found to compare well with Monte Carlo simulations [9]. For an AOS with a rough interface, the reflection matrix calculated by our subroutines agrees with the reflection matrix code by Mishchenko [40,55] with at least 5 significant digits (results not shown). For the transmission matrix, there is no published data to our knowledge. Therefore we used a radiative transfer code based on the doubling/adding method [22] to generate a dataset for comparison. The data is for an AOS in which the ocean is a conservative Rayleigh medium with an optical depth of 10. There is no lower boundary for the ocean. The wind speed is 7 m/s and the refractive index of ocean is 1.34. There is no atmosphere and the detector is just above the ocean surface. In this system, the transmission matrix will be tested because only the radiances transmitted from the ocean is detected. Fig. 4 shows the comparison between the SOS code and the doubling/adding method. The relative radiance difference shown in Fig. 4(d) between the two codes is defined as \(100 \times \frac{(I_{\text{SOS}} - I_{\text{DA}})}{I_{\text{DA}}}\%\), where subscript DA stands for the doubling/adding method. \(\theta\) (see x-axis) and \(\phi\) (see legend in (d)) are the viewing polar and azimuthal angles, respectively. Note that the Stokes parameter \(U\) is zero for both \(\phi = 0^\circ\) and \(180^\circ\). For this reason there are only three lines in Fig. 4(c). The solar incident angle is \(60^\circ\). For both methods, the ocean Gaussian quadrature number is \(N_o = 60\). For the SOS method, the finite step for the optical depth integration in Eq. (12) is \(\delta = 0.01\). The total number of scattering orders is 400 in the SOS method. It is observed that the maximum relative differences between the two codes are only around 0.1\%. These highly accurate results show that the formulas and implementations are consistent and correct for both methods.

9. Applications and results

We perform two error analyses in this section. The first is to study errors introduced by neglecting the polarization in the radiative transfer calculation for a realistic AOS. The solar zenith angle is \(60^\circ\) and the

![Fig. 4. Water leaving radiances and two other Stokes parameter elements Q and U. Circles show the results calculated by the doubling/adding method [22], while plus signs are calculated by the SOS method. Also shown in (d) is the percentage difference between the radiances calculated by the two methods. The ocean is a conservative Rayleigh medium with no lower boundary. The ocean optical depth is 10. The wind speed is 7 m/s and the refractive index of ocean is 1.34. There is no atmosphere and the detector is just above the ocean surface. \(\theta\) (see x-axis) and \(\phi\) (legend in (d)) are the viewing polar and azimuthal angles, respectively. The solar incident angle is \(60^\circ\).](image-url)
wavelength is 555 nm. The atmosphere is a conservative Rayleigh medium with the optical thickness of 0.09375. The ocean surface is a rough surface whose slope distribution is given by the Cox–Munk model as in Eqs. (17) and (18). The ocean is Case 1 water as defined in [56]. There are three components in the ocean medium, which are pure seawater, phytoplankton pigments, and Colored Dissolved Organic Matter (CDOM). The IOPs of the ocean include the spectral absorption, scattering, extinction coefficients, and the scattering Mueller matrix. The total IOPs of the ocean water are modeled as the summation of the contributions of the three components. The total absorption coefficients $\alpha_t$ are

$$\alpha_t = \alpha_w + \alpha_{\text{CDOM}} + \alpha_{\text{ph}},$$

where the subscripts $w$, $\text{CDOM}$, and $\text{ph}$ stand for pure seawater, CDOM, and phytoplankton and their covariant particles, respectively. The water absorption coefficients $\alpha_w$ are taken from the tabulated experimental data by Pope and Fry [57]. The absorption by CDOM is estimated using the bio-optical model by Bricaud et al. [58]

$$\alpha_{\text{CDOM}} = \alpha_{\text{CDOM}}(440)\exp(-0.014(\lambda - 440)),$$

where $\lambda$ is the wavelength with a unit of nm and $\alpha_{\text{CDOM}}(440) = 0.2(\alpha_w(440) + \alpha_{\text{ph}}(440))$ [59]. The absorption coefficients of phytoplankton and their covariant particles are given by [59]:

$$\alpha_{\text{ph}} = A_{\text{ph}}(\lambda)\text{Chl}^{1.4180}.$$

where $[\text{Chl}]$ is the chlorophyll concentration in mg m$^{-3}$. The tabulated coefficients $A_{\text{ph}}$ and $E_p$ were kindly provided by Bricaud. The scattering coefficient for the CDOM is treated as zero in the present study. Therefore, the scattering coefficients of the ocean water are

$$b_t = b_w + b_{\text{ph}},$$

where $b_w$ and $b_{\text{ph}}$ are the scattering coefficients for pure seawater and phytoplankton and their covariant particles, respectively. The Einstein–Smoluchowski theory of fluctuation scattering provides $b_w$ [16]:

$$b_w = 0.00193 \cdot (550/\lambda)^{1.32}.$$

The backscattering coefficient $b_{bw}$ for the pure sea water is

$$b_{bw} = 1/2 \cdot b_w.$$  

The bio-optical model for the particle scattering coefficients can be found in [60–62]. We adopt the most recent version in Huot et al. [60]:

$$b_{\text{ph}}(\lambda) = b_{\text{ph}}(660)\left(\frac{\lambda}{660}\right)^{\kappa},$$

where

$$\kappa = 0.5(\log_{10}[\text{Chl}] - 0.3), \quad 0.02 < [\text{Chl}] < 2 \text{ mg m}^{-3},$$

$$\kappa = 0, \quad [\text{Chl}] > 2 \text{ mg m}^{-3};$$

and $b_{\text{ph}}(660)$ is the scattering coefficients at 660 nm:

$$b_{\text{ph}}(660) = 0.347[\text{Chl}]^{0.766}.$$  

The backscatter fraction $B_{\text{ph}}$ for phytoplankton and covarying particles is defined as the following ratio:

$$B_{\text{ph}} = b_{\text{ph}}/b_t.$$  

where $b_{\text{ph}}$ is the backscattering coefficients. It is assumed that $B_{\text{ph}}$ is spectrally neutral [60]:

$$b_{\text{ph}} = 0.002 + 0.01[0.5 - 0.25 \log_{10}[\text{Chl}]].$$

The total backscattering coefficient $b_{bt}$ and backscatter fraction $B_{bt}$ are

$$b_{bt} = b_{bw} + b_{\text{ph}},$$

$$B_{bt} = b_{bt}/b_t.$$  

The scattering function of the pure seawater is

$$F_{w}(\theta) = 4\pi \cdot 0.06225(1 + 0.835 \cos^2 \theta).$$

The scattering function used for the phytoplankton and their covariant particles is the Fournier–Forand (FF) scattering function, which is an analytical approximation to the scattering function of an ensemble of particles with a hyperbolic particle size-distribution [63,64]:

$$F_{FF}(\theta) = \frac{1}{(1 - \delta^2)^2} \cdot \sin^2(\theta/2) + \frac{1 - \delta^2}{4(\delta^2 - 1)^2} \cdot 3 \sin^2(\theta/2).$$

In these equations $n_{ph}$ is the real index of refraction of the scatterers, $\gamma_{ph}$ is the slope parameter of the hyperbolic size distribution, and $\delta$ is the value of $\delta$ at $\theta = 180^\circ$. The FF scattering function is physically based on the Mie theory and can be generated conveniently from a given backscatter fraction $B_{\text{ph}}$ by the algorithm in Mobley et al. [65]. For $B_{\text{ph}} = 0.0183$, the FF scattering function gives a fairly good approximation to the experimentally measured Petzold scattering function [66]. On the other hand, the detailed scattering function shape is not critical in the light field calculation if a correct backscatter fraction $B_{\text{ph}}$ is provided [65]. These are the main motivations for adopting the FF scattering function in this study. The scheme in [65] is used for generating the FF scattering function given a value of $B_{\text{ph}}$ in Eq. (72). For a given wavelength and $[\text{Chl}]$ value, the total scattering function for the ocean water is

$$F_t(\theta) = \frac{b_{bw}F_{w}(\theta) + b_{\text{ph}}F_{FF}(\theta)}{b_t},$$

It is understood that $b_w$ depends on the wavelength, $b_{\text{ph}}$ depends on both the wavelength and chlorophyll concentration $[\text{Chl}]$, and $F_{FF}$ depends on $B_{\text{ph}}$, which in turn depends on the wavelength and $[\text{Chl}]$. The Mueller matrix of the ocean water is taken to be the averaged experimental measurement by Voss and Fry [67]. There are three nonzero matrix elements according to [67], which are $F_{12} = F_{21}$, $F_{22}$, and $F_{33} = F_{44}$. The bar above each element shows the corresponding value is a reduced element, i.e., $\overline{F}_{ij} = F_{ij}/F_{ii}$ where $F_{ii} = F(\theta)$ is the scattering function. Note that Voss and Fry [67] uses $S$ instead of $F$ to denote the Mueller matrix. $F$ is adopted here to keep consistent with the formulas in this paper.
These elements were given in tabulated form starting from $10^3$ to $155^3$ with a $5^3$ increment. To use these data in a numerical model, the nonzero Mueller matrix elements are modeled with the following expansion:

$$F_{ij}(\theta) = \sum_{l=0}^{6} c_{ij}^l P_l(\cos \theta),$$

where $P_l$ are the $l$th order Legendre Polynomials and $c_{ij}^l$ are the expansion coefficients. The values of $c_{ij}^l$ are found by the singular value decomposition method in solving the least squares fitting:

$$e_{ij} = \sum_k [F_{ij,\text{vas}}(\theta_k) - F_{ij}(\theta_k)]^2 / \sigma_k^2,$$

where $F_{ij,\text{vas}}(\theta_k)$ are the experimental data presented by [67] and $\sigma_k$ are the standard deviations. Fig. 5 shows the reduced Mueller matrix elements. The experimental results are given by the cross symbol and fitted results are given by solid lines. As pointed out by Voss and Fry, these matrix elements can never be modeled by the Mie theory for spherical particles because $F_{22} \neq 1$. This is the major reason as to why this work does not use the Mie theory to calculate the scattering matrices.

The extinction coefficients are modeled as the summation of the absorption and scattering coefficients. The concentrations of phytoplankton is $0.3 \, \text{mg} / \text{m}^3$. Several selected IOPs of the ocean water are reported in Table 1. The ocean optical depth is 10. The ocean bottom is set to be completely absorbing. Note that $B_{bph}$, $B_{bt}$, and $\omega$ are dimensionless.

Table 1

<table>
<thead>
<tr>
<th>$a_i$ (m$^{-1}$)</th>
<th>$b_j$ (m$^{-1}$)</th>
<th>$b_{bt}$ (m$^{-1}$)</th>
<th>$B_{bph}$</th>
<th>$B_{bt}$</th>
<th>$\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.48E−2</td>
<td>1.50E−1</td>
<td>2.16E−3</td>
<td>8.31E−3</td>
<td>1.44E−2</td>
<td>6.98E−1</td>
</tr>
</tbody>
</table>

Fig. 5. The reduced Mueller matrix elements used in the model.

Fig. 6 show the scalar radiance errors $100 \times (I_{\text{scalar}} - I_{\text{vector}}) / I_{\text{vector}}$, for the described AOS, where $I_{\text{scalar}}$ and $I_{\text{vector}}$ are the radiances calculated with the scalar and vector versions of our SOS code, respectively. The detector is at the top of the atmosphere (TOA). The Gaussian quadrature numbers $N_\theta = 36$ and $N_\phi = 72$ are used to make sure the calculations are accurate. The refractive index of the ocean water is taken as 1.34 in this case. Three wind speeds 0, 7, 14 m/s are used for simulations. For each polar plot, the zenith point is at the center, and the viewing polar angle of 90° is at the rim of the polar plot. The viewing azimuthal angles are shown around the plots. It is observed that the wind speed does change the scalar radiance errors, even though the effects are not very significant. Fig. 7 show the scalar radiance errors for two viewing azimuthal angles, $\phi = 80°$ and 180°, at which the scalar errors show a maximum and minimum, respectively. The changes of the scalar errors are several percents at the peak locations for the range of considered wind speeds. Simulations also show that the scalar errors for water leaving radiances (radiance from under the ocean interface) is small in comparison with the contribution from the Rayleigh atmosphere (results not shown). This is primarily because the water leaving light suffers more multiple scattering than the above water light. In an earlier work by Lacis et al. [19], the scalar errors were shown for a Rayleigh atmosphere bounded by a rough ocean surface (no ocean medium was considered).
The results in [19] are similar to Fig. 6 because the small contribution of scalar errors from the water leaving radiances.

We also investigated the error introduced by ignoring the polarization of the transmitted radiance across the ocean interface. Generally, the ocean color remote sensing algorithms do take the polarization caused by atmospheric scattering into account; however, they still tend to ignore the polarization of the water leaving radiance [68]. This polarization originates not only from underwater light scattering, but also from transmission through the ocean surface. The latter polarization can be

Fig. 6. Scalar radiance errors $100 \times (I_{\text{scalar}} - I_{\text{vector}})/I_{\text{vector}}$ for a coupled atmosphere and ocean system. Three cases are for the wind speeds 0, 7, 14 m/s, respectively. The solar zenith angle is 60°. The atmosphere is a conservative Rayleigh scattering medium with the optical thickness of 0.09375, which is for the wavelength of 555 nm. The ocean is based on the bio-optical model shown in the text with $[\text{Chl}] = 0.3 \text{mg/m}^3$ at 555 nm. The ocean optical thickness is 10. There is no ocean bottom.

Fig. 7. Scalar radiance errors $100 \times (I_{\text{scalar}} - I_{\text{vector}})/I_{\text{vector}}$ as a function of viewing zenith angle $\theta$ for $\phi = 80^\circ$ and $180^\circ$. The system is the same as in Fig. 6.
as large as 30% for unpolarized incident light [21]. It is also perpendicular to the former polarization, which causes a reduction in the radiance of light emerging from the combined system of ocean surface and ocean water. In the following we explore the effects of ignoring the polarization of transmission through the ocean surface, i.e., by setting the ocean surface transmission matrices $\mathbf{B}_t$ and $\mathbf{B}_0$ to zero except for their $(1,1)$ element. Fig. 8 shows the resulting relative change in water leaving radiances. The viewing geometries and scattering properties for the atmosphere and ocean body are the same as those used for Fig. 6. The results are now for observations just above the ocean surface instead of at the TOA. Errors as large as 20% are observed for $W = 0$ m/s as one approaches the horizon in the azimuthal plane of $\phi = 0^\circ$, but they remain smaller than 5% for $60^\circ < \phi < 300^\circ$ and/or viewing angles less than 50°. Note that this distribution of errors is consistent with the distribution of polarized water leaving radiances which becomes largest in the $\phi = 0^\circ$ plane (cf. Fig. 11 of Chowdhary et al. [23]), and with the increase towards large viewing angles of polarization induced by ocean surface transmission (cf. Fig. 5 of Kattawar and Adams [21]). Increasing the wind speed from $W = 0$ to 14 m/s reduces the peak error and smoothes further out the whole field. Fig. 8 suggests that an exact VRT model is desired to further reduce the uncertainties related to ocean color remote sensing.

Another important aspect of a computer code is the CPU time. For the SOS code presented in this paper, the CPU time mainly depends on the number of Gaussian points $N_a$ and $N_o$, the maximum order of the Fourier expansion $M$, the optical depth of the atmosphere and ocean, the finite step $\delta t$ to do optical depth integration, and total order of scattering $N$. We designed one case to give readers some ideas about the computational speed of the SOS code. The atmosphere is chosen to be a conservative Rayleigh layer with the optical depth of 0.001. The purpose of this thin atmosphere is to minimize the CPU time contribution from the atmosphere so one can focus on the ocean. The ocean medium is a conservative Rayleigh layer with the optical depth of 1. The wind speed is set to 3 m/s even though this number would have no impact on the CPU time. The finite step for the optical depth integration is $\delta t = 0.1$ for the ocean. The optical depth of the atmosphere is so small that it does not have to be further divided. The Gaussian quadrature numbers are $N_a = 10$ and $N_o = 20, 40, 60, 80, 100, \text{ and } 120$. In this scenario the CPU Time per order of scattering $N$ per
order of Fourier expansion $M$ can be well approximated by

$$\text{CPU Time}/N/M = 4.7079 \times 10^{-6}N_0^2 + 0.00020609N_0 + 0.0012333s$$  \(\text{(81)}\)

with the unit of seconds, with normal of residuals equal to 8.3082e-05s. The computer used to run the code is an I-Mac with a 2.8 Ghz Intel processor. The fortran compiler with the unit of seconds, with normal of residuals equal

$$\text{CPU Time} = \text{calculated by the methods of both Deuze ´ et al. [45] and geometric optics approximation. Shadowing effects are mission matrices have been derived based on the Gaussian distribution [11,12]. The reflection and trans-
the rough ocean surface is modeled as the Cox–Munk based on the SOS method. The wave slope distribution of $\frac{1}{4}$ $N_0 = 10$ and a Fourier order of $M = 3$ are used, the total CPU time will be 0.915s with $N_0 = 60$.

10. Summary

In this paper we present a VRT model for the AOS based on the SOS method. The wave slope distribution of the rough ocean surface is modeled as the Cox–Munk Gaussian distribution [11,12]. The reflection and transmission matrices have been derived based on the geometric optics approximation. Shadowing effects are considered by using the shadowing function. The four Stokes parameters can be obtained at arbitrary locations in the AOS. The Fourier series of the reflection and transmission matrices of a rough ocean surface are calculated by the methods of both Deuzé et al. [45] and direct integration. The SOS code is highly accurate with a maximum relative difference from the doubling/adding method [22] around 0.1% in a designed case study. We have performed two error analyses in the coupled atmosphere and ocean system. One is the scalar error in which the polarization of whole system is ignored. The other is the error introduced by ignoring the polarization of the light transmitted across the ocean interface. Both errors are found to be significant for the cases studied. Our next step consists of extending the comparison of Stokes parameters discussed in this work to include a variety of atmosphere–ocean systems, and of compiling a representative set of benchmark results. These results will benefit the ocean optics community in the validation of existing VRT codes and/or in the development of new VRT codes for coupled atmosphere–ocean systems.
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