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Impacts of Unsteady Flow Environments on the Propulsive Performance of Oscillating Foils
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A numerical study is conducted to understand the impact of an unsteady freestream on the aerodynamic performance of an oscillating airfoil. The unsteady flow environment is generated by placing a stationary inline circular cylinder array upstream of the oscillating airfoil. The dependence of thrust with variation of Reynolds numbers and Strouhal numbers is investigated, and it is revealed that the unsteady flow environment enhances thrust production of a pitching airfoil. This increased thrust production was related to an effective increase in the Reynolds number experienced by the airfoil. With airfoil-vortex interaction analysis, the increase in average thrust coefficient was shown to be caused by constructive interaction of freestream vortex structures and the oscillating airfoil. Drag inducing interactions were also observed but were less common than thrust increasing events, resulting in a higher average thrust. A simple scaling law is expanded to include the effects of unsteadiness, where thrust is found to be linearly dependent on turbulence intensity. It is demonstrated that the thrust generated by the pitching airfoil when operating in highly unsteady flow environments is more accurately represented as a function of Reynolds number, Strouhal number, and turbulence intensity.

Nomenclature

\[ A = \text{planform area, [}m^2\text{]} \]
\[ A_{pitch} = \text{pitching amplitude, [}m\text{]} \]
\[ C_D = \text{offset drag} \]
\[ C_p = \text{pressure coefficient; } \frac{p-p_\infty}{\rho U_\infty^2} \]
\[ C_T = \text{thrust coefficient; } \frac{F_x}{\rho U_\infty^2 A/2} \]
\[ \overline{C_T} = \text{time-averaged thrust coefficient} \]
\[ c = \text{chord length of airfoil, [}m\text{]} \]
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\( d \) = cylinder diameter, \([m]\)
\( dt \) = time step
\( f \) = pitching frequency, \([s^{-1}]\)
\( F_x \) = force in x-direction, \([N]\)
\( k \) = reduced frequency; \( \frac{\pi f c}{U_{\infty}} \)
\( p \) = pressure, \([Pa]\)
\( p_{\infty} \) = freestream pressure, \([Pa]\)
\( Re \) = Reynolds number based on airfoil chord; \( U_{\infty}c/\nu \)
\( \overline{Re} \) = effective Reynolds number
\( St \) = Strouhal number; \( \frac{2f_{\text{pitch}} c}{U_{\infty}} \)
TG = turbulence generator
\( TI \) = turbulence intensity; \( u'/\overline{u} \)
\( t \) = dimensional time, \([s]\)
\( t^* \) = non-dimensional time; \( tU_{\infty}/c \)
\( U_{\infty} \) = freestream velocity, \([m/s]\)
\( \overline{u} \) = mean of the streamwise velocity, \([m/s]\)
\( u' \) = root mean square of the streamwise velocity, \([m/s]\)
\( \beta \) = coefficient of thrust scaling
\( \theta \) = pitching angle amplitude, [degree]
\( \phi \) = initial phase
\( \rho \) = density, \([kg/m^3]\)
\( \nu \) = kinematic viscosity, \([m^2/s]\)

\section*{I. Introduction}

The presence of an unsteady and highly turbulent environment for small- and mid-scale unmanned aerial vehicles (UAVs) in real-world conditions suggests that unsteady freestream conditions may have a significant impact on their performance. As a matter of fact, flying insects, birds, and swimming fish are known to encounter a highly dynamic and unsteady environment and have been observed to use external flow disturbances to reduce the cost of locomotion \([1-4]\). Wu et al. \([5]\) have recently presented a thorough overview of the current state of bio-inspired flapping foils research. They concluded that the majority of research in this area has focused on single foils in steady flow conditions at low or moderate Reynolds numbers, and recommended that future research should move towards flow behaviors more closely associated with real-world situations, such as three-dimensionality, the introduction of freestream turbulence,
and investigations at a wider variety of Reynolds numbers. As noted by Wu et al. [5], at low Reynolds numbers considerable research has also been conducted to investigate the influence of Reynolds number on propulsive efficiency [6,11]. In general these studies observed that increasing the Reynolds number reduces drag, resulting in net positive thrust. Senturk and Smits [10] reported that thrust and power are relatively insensitive to Reynolds number when Reynolds number is greater than about 16,000 in their study. At high Reynolds numbers, e.g., \( \text{Re} = 10^6 \), Catlett et al. [12] showed that reduced frequency was a critical factor in the flow behavior and that the unsteady forces could be adequately modeled with potential flow theory. However, these studies have generally focused on uniform flow conditions when determining the propulsive performance of oscillating wings.

In nature turbulence intensity or unsteadiness has been observed to be as high as 30% in suburban areas near the atmospheric boundary and up to 50% near high-rise structures [13–15]. Similarly, vegetation, dead wood, pipelines, and bridge piers generate turbulence and sometimes even coherent, periodic flow structures in which fish swim [16]. Significant biologic system focused research has been conducted on the effects of freestream unsteadiness such as turbulence on flying insects, birds, and fish [17–25]. We briefly review previous studies on fish and fishlike swimming in an unsteady environment here as this has inspired our current research on studying the impact of flow environment unsteadiness on the propulsive performance of flapping foils. We note that fish and fishlike swimming in unsteady environments have been extensively studied experimentally [4,26–28] and numerically [29–32] to investigate potential benefits of the unsteady incoming flow. Upstream objects such as circular cylinders or D-section cylinders are used in these studies to characterize the flapping foil based propulsive performance. Liao et al. [4,27,28] observed rainbow trout synchronising their body kinematics with flow disturbances to reduce the power required for propulsion. Akanyeti and Liao [33] proposed a Kármán gait analytical model that fully describes rainbow trout responses to vortex street based on the experiments. Shao et al. [31] numerically studied the interaction between a flapping airfoil in the wake of an oscillating half-cylinder. They observed that for some wake modes the strong interaction of the incoming vortices with the airfoil induced low pressure at the leading edge, resulting in a larger thrust. However in other cases the interaction with the incoming vortices is weak, and the thrust is increased only slightly. We mention that these previous studies focused on the impact of structured vortex environment on the performance of flapping wing/fin based propulsion. Considerably less work has been done to characterize the impact of random, turbulent flow environments on flapping wing/fin propulsive performance. We now briefly review relevant studies along this research route.

The influence of freestream turbulence on static stall of airfoils has also been widely investigated [34–38]. Increased turbulence in the freestream has been shown to raise the maximum lift coefficient and delays flow separation, hence postponing stall. Hoffmann [34] performed an experimental study on a NACA0015 airfoil and found that increasing the turbulence intensity from 0.25% to 9.0% delayed flow separation and increased the maximum lift by up to 30%. Similarly, Devinant et al. [35], Amandolése and Széchényi [39], and Sicot et al. [36] also showed that increasing the turbulence intensity increased maximum lift in their experiments. However, cambered airfoils may have a lower
maximum lift coefficient in increased turbulence. Kay et al. [38] evaluated NACA 0012 and NACA 4412 airfoils at moderate Reynolds numbers (50,000–200,000) with turbulence intensities varying from 1.3 to 15%. When turbulence intensity was increased the cambered airfoil’s maximum lift coefficient decreased by up to 30%, while lift on the symmetrical NACA 0012 airfoil increased by 5%. Wang et al. [37] similarly studied the NACA 0012 airfoil at Reynolds numbers ranging from $5.3 \times 10^3$ to $2.0 \times 10^4$ and turbulence intensities of 0.6% and 6.0%. They observed that at low Reynolds numbers, increasing turbulence intensity had a similar effect on the airfoil wake as increasing the Reynolds number. They documented that increasing turbulence intensity or Reynolds number both served to trigger shear layer transition and reattachment, sometimes forming a separation bubble. They also introduced the concept of an effective Reynolds number, which considered the turbulence intensity effect as that from an increased Reynolds number, albeit the two effects are not exactly identical. Recently, a few studies [40, 41] investigated static wing performance in an unsteady freestream generated by placing an object upstream of the wing. They discovered that the stall was delayed due to the influence of the upstream cylinder, similar to other turbulence studies.

More work has been done in the area of dynamic stall in unsteady environments, using oscillating inflow velocity conditions [42–45], turbulence grids [39, 46, 47] and upstream cylinders to create disturbances [48, 49]. In the presence of freestream turbulence, these studies demonstrated a delay in boundary layer separation and a smaller separation bubble over the maneuver’s surface. When the turbulence intensity is increased, the dynamic stall process is delayed to higher incidence angles [50]. Gharali and Johnson [45] conducted a two-dimensional (2D) numerical study of a pitching airfoil with the unsteady inflow velocity to investigate the velocity phase difference between the freestream velocity oscillation and the pitching pattern oscillation, similar to Favier’s experiment [42]. This work indicated that for in-phase oscillations, the lift could be about 5 times greater than that in the static freestream and this value could be amplified as the reduced frequency increased. Yu et al. [46] used particle-image velocimetry to study dynamic stall in a water tunnel with turbulence intensities of 0.5 and 6.9% at low Reynolds number, $Re = 4,500$. They found that higher turbulence intensity (6.9%) delays the dynamic stall event due to a reduction in velocity deficit and flow reversal. Amandolése and Széchényi [39] demonstrated that the lift overshoot hysteresis loop decreased with increasing turbulence. The experimental study by Li et al. [47] also discovered that the size of the hysteresis loop caused by dynamic stall gradually decreases with increasing turbulence intensity. Chen and Choa [48] performed an experimental study on the effect of turbulent wakes on a pitching airfoil. In this work, a small cylinder was placed upstream at different vertical positions relative to the pitching airfoil at Reynolds number 80,000 with low reduced frequencies ($k = 0.01 – 0.04$). They compared the aerodynamic forces and moments with those from the undisturbed freestream case, where they observed that dynamic stall occurs at higher angles of attack due to the turbulent wake. The growth of the leading-edge suction peak was also found to be particularly sensitive to the vertical position of the cylinder. Merrill and Peet similarly [49] studied a pitching airfoil in the presence of a turbulent wake produced by an upstream small cylinder. Their study showed that in the presence of upstream wake turbulence the magnitude of drag and pitching
moment were greatly reduced over the majority of the pitching cycle. They also found that dynamic stall starts at a later time and at higher angles of attack due to delayed formation and detachment of the dynamic stall vortex. Conger and Ramaprian [51] investigated a pitching NACA 0015 airfoil in a water channel with a relatively high level of freestream turbulence (0.8–1.0%) compared to other water tunnels. They reported a greater magnitude of pressure forces in their study than was previously reported for similar pitch rates, implying that turbulent effects may extend to dynamic motions of wings. Kay et al. [52] demonstrated similar effects as the other studies but at higher Reynolds numbers (50,000-200,000) and higher turbulence intensities (5-15%).

While pioneering studies have shown a variety of turbulent effects on propulsive performance of oscillating wings, it is still not clear how truly unstructured flow features, especially those containing considerable amount of energy, interact with oscillating wings and thus, impact their propulsive performance. The current study aims to bridge this gap by investigating the interaction between a highly unsteady, energy-containing flow environment and an oscillating airfoil. As a first step towards achieving this goal, 2D numerical simulations were conducted in this work to reveal coarse-scale dynamics from the highly nonlinear dynamic system. A key observation is that unstructured flow unsteadiness can consistently enhance thrust production of a pitching airfoil in a wide Reynolds and Strouhal number range. This indicates that unsteady flow environments can save propulsion cost of oscillating airfoils, which shares similarity with the observation from an experimental work on fish swimming in schools [53], stating that in a fish school with unsteady flow environments, individuals in any position have reduced costs of swimming, compared to when they swim at the same speed but alone. We note that “non-uniform” and “unsteady” are used to describe the flow in this study as the 2D numerical simulations conducted have been shown not to produce true three-dimensional (3D) turbulent behaviors [54]. As presented in Section III.A, the created 2D unsteady environment exhibits 2D turbulent features. Nevertheless, we mention that the intrinsic randomness features in the 2D non-uniform flow environment remains similar in principle to those from unsteady environments observed in nature. Furthermore, this work expands on the scaling law first suggested by Senturk and Smits [10] for the uniform flow environment to an unsteady one with turbulence intensity incorporated as a propulsive performance predictor alongside Reynolds number and Strouhal number.

The remainder of the paper is organized as follows. Section II gives a brief overview of the high-order unstructured moving grid based computational fluid dynamics (CFD) solver, as well as the computational setup in this study. The characterization of unsteady flow environments, and verification and validation results are presented in Section III. Numerical results and discussions of the impact of flow unsteadiness on propulsive performance of a pitching airfoil are presented in Section IV. Therein, we also show how flow unsteadiness increases the effective Reynolds number of the flow, and how the thrust scaling law for the uniform flow can be extended to take turbulent effects into consideration. Finally, Section V concludes this study.
II. Numerical Methods

For completeness, we briefly review the numerical methods and setup in this section. More details regarding the numerical methods can be found in our previous works [55–58].

A. Governing Equations

Two-dimensional unsteady compressible Navier-Stokes equations in the conservation form, as shown below, are considered in this study:

\[
\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0,
\]

where \( Q = (\rho, \rho u, \rho v, E)^T \) are conservative variables, \( \rho \) is the density of fluid, \( u \) and \( v \) are the \( x \)- and \( y \)-components of the velocity vector, and \( E \) is the total energy given by \( E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho (u^2 + v^2) \) for a perfect gas in which \( p \) is the pressure and \( \gamma \) is the constant specific heat capacity ratio. The total energy formula closes the solution system. \( F \) and \( G \) are total flux vectors including the inviscid and viscous flux terms in the \( x \)- and \( y \)-direction, respectively. To facilitate numerical simulation, the governing equation (1) in the physical domain \((t, x, y)\) is transformed into the computational domain \((\tau, \xi, \eta)\) as follows:

\[
\frac{\partial \tilde{Q}}{\partial \tau} + \frac{\partial \tilde{F}}{\partial \xi} + \frac{\partial \tilde{G}}{\partial \eta} = 0,
\]

where

\[
\begin{align*}
\tilde{Q} &= |J|Q, \\
\tilde{F} &= |J|(Q \xi_t + F \xi_x + G \xi_y), \\
\tilde{G} &= |J|(Q \eta_t + F \eta_x + G \eta_y).
\end{align*}
\]

Note that in the coordinate transformation, \( \tau = t \) and \((\xi, \eta) \in [-1, 1] \times [-1, 1]\) is a standard element in the computational domain. In Eq. (3), \( J \) is the Jacobian matrix of the coordinate transformation, and \( \xi_t, \xi_x, \xi_y, \eta_t, \eta_x \) and \( \eta_y \) are corresponding metrics of the coordinate transformation. \( \xi_t \) and \( \eta_t \) are related to the grid velocity vector \( \mathbf{v}_{grid} \) as

\[
\begin{align*}
\xi_t &= -\mathbf{v}_{grid} \cdot \nabla \xi, \\
\eta_t &= -\mathbf{v}_{grid} \cdot \nabla \eta.
\end{align*}
\]

The geometric conservation law (GCL) has been enforced following the error compensation approach by Yu et al. [59].

B. Spatial Discretization and Time Integration Methods

The high-order flux reconstruction/correction procedure via reconstruction (FR/CPR) method [60,61] was used to solve the governing equations. In FR/CPR methods, the flux terms in Eq. (2) are divided into two parts, i.e. local fluxes \( \tilde{F}^{loc} \) constructed from local solutions and correction fluxes \( \tilde{F}^{cor} \) by mapping the differences between the local
fluxes and the common fluxes on the element interfaces into the entire element with high-order correction functions. In this study, the inviscid common fluxes on the element interfaces were calculated using the Roe approximate Riemann solver \[62\] and the common viscous fluxes were obtained by the second approach (BR2) developed by Bassi and Rebay \[63\]. The numerical method here utilizes an Implicit Large-Eddy Simulation (ILES) approach \[64\], where numerical dissipation acts as a sub-grid scale model.

To minimize numerical errors when performing simulations on curved elements \[55\], Eq. (2) can be transformed back to the physical domain as

\[
\frac{\partial Q}{\partial \tau} + \left( \frac{\partial F^{loc}}{\partial \xi} + \frac{\partial G^{loc}}{\partial \eta} \right) \textcolor{red}{+ \delta^{cor} - \bar{v}_{grid} \cdot \nabla Q} = 0, \quad (5)
\]

where \( \delta^{cor} \) is the correction field defined in the FR/CPR method.

Eq. (5) can be further rewritten as

\[
\frac{\partial Q}{\partial \tau} = R(Q, \nabla Q), \quad (6)
\]

where \( R \) stands for the residual. The linearly implicit Rosenbrock-Wanner (ROW) Runge-Kutta method \[65\] was used to carry out time integration. In this study, a third-order accurate spatial discretization and a four-stage, third-order ROW scheme with the time step of \( 1 \times 10^{-4} \) were used in all simulations.

C. Dynamic Grids Deformation

In this study, the algebraic grid deformation algorithm based on \[59, 66\] was used to reconstruct the whole computational domain. A fifth-order blending function with \( r_5(0) = 0 \) and \( r_5(1) = 1 \) was used for dynamic mesh deformation. It is written as

\[
r_5 (s) = 10s^3 - 15s^4 + 6s^5, \quad s \in [0, 1], \quad (7)
\]

where \( s \) represents the normalized distance between the present grid node and the moving boundaries. The change in the position vector \( \bar{P} \) for an arbitrary grid node can then be obtained as follows:

\[
\Delta \bar{P}_{\text{present}} = (1 - r_5) \Delta \bar{P}_{\text{rigid}}. \quad (8)
\]

Note that when \( r_5 (0) = 0 \), the grid node will move at the same speed with the moving boundary; and when \( r_5 (1) = 1 \), the grid node will stay stationary.

D. Computational Domain

This study used an array of cylinders to generate an unsteady flow environment for a pitching airfoil as shown in Fig. \[1\]. The dimensions of the computational domain are loosely based on ongoing wind tunnel tests at the U.S. Army
Table 1  Grid dimensions in the grid convergence study.  \(N_{ele}\) stands for the total number of elements, \(N_g\) stands for the number of grid points surrounding either the “Airfoil” or “Cylinder”, and \(\Delta n\) stands for the size of the first-layer element in the wall normal direction of either the “Airfoil” or “Cylinder”.  \(c\) is the airfoil chord length.

<table>
<thead>
<tr>
<th>Grid Types</th>
<th>(N_{ele})</th>
<th>(N_g)</th>
<th>Airfoil (\Delta n)</th>
<th>Cylinder (N_g)</th>
<th>Cylinder (\Delta n)</th>
<th>(C_T^2)</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>109,460</td>
<td>204</td>
<td>0.0005(c)</td>
<td>40</td>
<td>0.001(c)</td>
<td>0.09710</td>
<td>0.1859</td>
</tr>
<tr>
<td>Coarse</td>
<td>54,240</td>
<td>104</td>
<td>0.001(c)</td>
<td>40</td>
<td>0.001(c)</td>
<td>0.09361</td>
<td>0.1610</td>
</tr>
<tr>
<td>Baseline</td>
<td>109,460</td>
<td>204</td>
<td>0.0005(c)</td>
<td>40</td>
<td>0.001(c)</td>
<td>0.23482</td>
<td>0.3478</td>
</tr>
<tr>
<td>Coarse</td>
<td>54,240</td>
<td>104</td>
<td>0.001(c)</td>
<td>40</td>
<td>0.001(c)</td>
<td>0.24934</td>
<td>0.3427</td>
</tr>
</tbody>
</table>

Research Lab (DEVCOM ARL). Figure [1](a) also shows the boundary conditions used in the numerical simulation. For these simulations a fixed inlet and a typical outlet boundary were used. For the top and bottom walls of the domain, inviscid wall boundary conditions were used to save computational cost while mimicking the wind tunnel wall effect. To allow the disturbances generated by the cylinders to evolve, the distance between the cylinder array and the NACA 0012 airfoil was set to \(7c\), where \(c\) is the chord length of the airfoil. The array of cylinders was placed \(50c\) downstream of the inlet. The ratio of the distance between cylinders \((L)\) to the cylinder diameter \((d)\), i.e. \(\frac{L}{d}\) was 3. The freestream Mach number was fixed at 0.1 for all cases.

A grid sensitivity study has been conducted to ensure that the simulation results are reasonably grid independent. Two sets of grids were tested here at \(Re = 10,000\) and \(St = 0.2\) and \(St = 0.3\), where \(Re\) is the Reynolds number based on the airfoil chord length, and \(St\) is the Strouhal number; see the grid size dimensions in Table [1]. The baseline grid is shown in Figure [1](b) for reference. When the baseline grid was coarsened by removing 50% of all elements, the mean thrust coefficients changed by 3.6% of average thrust and about 2% of the cycle-to-cycle fluctuations, as noted by the root mean square (RMS) for the \(St = 0.2\) case. Similarly, for \(St = 0.3\), the difference between the average thrusts for coarse and baseline meshes is about 6%.

### III. Verification and Validation (V&V) of the CFD Solver

#### A. Characterization of Unsteadiness Environment

To evaluate the unsteadiness generated by the cylinder array, the flow field downstream of the array was first characterized without the airfoil. As illustrated in Fig. [2](a), the vortices produced by the cylinder array interacted with each other and decreased in intensity as they convected downstream. Weaker and less-coherent vortices were observed near the location where the airfoil would be placed in later studies, shown in Fig. [2](a), as compared to those near the cylinders. Note that for this study the leading edge of the airfoil was positioned at \((x, y) = (0, 0)\). A numerical probe, equivalent to a hot-wire probe in experiments but in a non-intrusive sense, was placed at \((0, 0)\) with no airfoil present. In this study, a numerical probe is the point in the computational domain where the flow variable, such as velocity, is
Fig. 1 (a) Computational domain of the inline configuration of cylinders with an airfoil downstream and (b) An overview of grids around the airfoil and cylinders.

measured during simulations. Fig. 2(b) depicts the velocity power spectrum for this probe measured over 100 convective times. The power spectral density (PSD) of the velocity shows that the slope in the energy decay region is approximately $-3$. Rutgers [67], who placed an array of cylinders along the channel walls in a flow, observed a similar turbulence decay and energy spectrum with a $k^{-3}$ trend on decaying 2D turbulence. Typically vortices break down into smaller scales due to 3D vortex stretching, resulting in an energy decay region of $-\frac{5}{3}$. This indicates that compared to 3D turbulence, 2D unsteady flow environments create larger while weaker vortex structures to interact with the oscillating airfoil. A recent study by Poudel et al. [54] evaluated the unsteadiness generated in both 2D and 3D simulations. That study showed that the overall structure of the flow was similar, with large vortical structures moving downstream from the cylinder array. The primary difference between 2D and 3D simulations is the decay and dissipation of large vortical structures. Therefore, conclusions from 2D simulations based on time- and space-averaged phenomena can be readily extended to 3D; see, for example, a work by Visbal [64] under uniform flow conditions.

Several Reynolds numbers, where Reynolds number is defined as $Re = U_{\infty}c/\nu$ and $c$ is the airfoil chord length, were
examined in this study. These chord based Reynolds number varied from $Re = 500$ to 10,000. This causes the Reynolds number, based on the diameter of the cylinders, to vary since the ratio of the airfoil chord length to the diameter of the cylinder is approximately 3.8. The airfoil was placed in the domain and a separate probe was placed one chord length (i.e., at $(-1, 0)$ here) upstream of the airfoil to capture the unsteadiness with the model present. The turbulence intensity ($TI$), defined as the ratio between the standard deviation of the total velocity fluctuation to the mean velocity, at the probe location for different Reynolds numbers tested is presented in Table 2. Note that the Reynolds numbers in Table 2 are based on the chord length of the airfoil. As shown in Table 2, the turbulence intensity increases as the Reynolds number increased, which was caused by the method of generating unsteadiness in this study. The results in Table 2 are in line with those from Watkins et al. [68], which documented that turbulence intensity can easily exceed 25% at low Reynolds numbers.

![Fig. 2](image)

**Fig. 2** (a) 2D flow field in the downstream of an array of cylinders and (b) Velocity Power Spectrum plot at the probe location $(0, 0)$.

<table>
<thead>
<tr>
<th>Reynolds Numbers ($Re$)</th>
<th>Turbulence Intensity ($TI%$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>15.83</td>
</tr>
<tr>
<td>2,000</td>
<td>27.65</td>
</tr>
<tr>
<td>4,000</td>
<td>36.68</td>
</tr>
<tr>
<td>7,000</td>
<td>38.43</td>
</tr>
<tr>
<td>10,000</td>
<td>42.09</td>
</tr>
</tbody>
</table>

Table 2 Turbulence Intensity for different Reynolds Numbers at probe location (-1,0)
B. Airfoil Kinematics and Moving Grid Simulation V&V

In this study, a NACA0012 airfoil was pitched with a sinusoidal motion about its 1/4 chord axis, specifically expressed as:

\[ \theta(t) = \theta_m + \theta_0 \sin(2\pi ft + \phi), \]  

(9)

where \( \theta_m \) is the mean angle of attack, \( \theta_0 \) is the amplitude of the pitching angle, \( \phi \) is the initial phase, \( f \) is the oscillating frequency, and \( t \) is the dimensional time. These types of problems are typically classified by using reduced frequency, \( k \), and Strouhal number, \( St \), defined as

\[ k = \frac{\pi fc}{U_\infty}, \quad \text{and} \quad St = \frac{2fA_{pitch}}{U_\infty}, \]  

(10)

where \( c \) is the chord length of the airfoil, \( A_{pitch} \) is the pitching amplitude of the trailing edge of the airfoil, and \( U_\infty \) is the freestream velocity. In this work, following Senturk and Smits [10], only Strouhal number will be used to characterize flow features. Strouhal numbers ranging from 0.1 to 0.4 were tested, as shown in Table 3. Note that the pitching amplitude for all these cases was fixed at \( \theta_o = 8\degree \), which will result in different reduced frequencies. To allow the flow to fully develop the simulations were run for 15, 30, and 40 oscillation cycles for Strouhal numbers of 0.1, 0.2, and 0.3 respectively. When time averaged statistics are reported, the final 5, 10, and 20 cycles were averaged depending on the Strouhal number.

Table 3: Pitching airfoil cases with varying Strouhal numbers with a fixed pitching amplitude \( \theta_o = 8\degree \).

<table>
<thead>
<tr>
<th>Cases</th>
<th>Strouhal Numbers</th>
<th>Reduced Frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>4.5</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>6.0</td>
</tr>
</tbody>
</table>

The numerical solver used in this study is the same as that in Poudel et al. [58], and has been thoroughly verified and validated with previous data from static airfoils [7, 69-71], and those from oscillating airfoils with a wide range of Strouhal numbers and reduced frequencies [72]. As will be presented in Section IV, our simulation results of pitching airfoils also have good agreement with those by Senturk and Smits [10] under uniform upstream flow conditions. More V&V details are omitted here for brevity, and interested readers are referred to [58].

C. Boundary Conditions

When studying oscillating airfoils, especially at high Strouhal numbers, boundary conditions must be selected with sufficient care. In this study the computational domain was originally selected to align with common wind tunnel
dimensions for experimental validation [54]. This results in an inviscid wall boundary condition about 3.8 chord length away from the pitching airfoil as shown in Fig. 1. To evaluate the effect of this boundary condition the distance from the airfoil to the inviscid walls was varied from $3.8c$ to $50c$, where $c$ is the airfoil chord length.

The thrust coefficient is defined as

$$C_T = \frac{-F_x}{\rho U_\infty^2 A/2},$$  \hspace{1cm} (11)

where $F_x$ is the force in x-direction, $\rho$ is the fluid density, $U_\infty$ is the freestream velocity and $A$ is the planform area. Figure 3 shows the thrust coefficient history for the pitching airfoil at $Re = 10,000$ for $St = 0.2 - 0.4$. For lower Strouhal numbers (i.e., 0.2 and 0.3 in this test), the inviscid wall boundary conditions enforced on the small domain had little impact on the thrust compared to those on the large domain; see Fig. 3(a) and (b). The smaller domain merely resulted in a slight variation in the peaks and troughs of the thrust coefficients. However, at the higher Strouhal number, $St = 0.4$, the force history for the small computational domain became notably aperiodic from cycle to cycle, with large over-predictions of the force compared to the larger domain; see Fig. 3(c). A similar trend was observed in the lift coefficient with minor differences at low Strouhal number but large lift deviations at $St = 0.4$. Interestingly, despite this apparent instantaneous force difference, the airfoil’s time-averaged thrust coefficients, calculated over the last 20 periods of both numerical simulations, were 0.3229 and 0.3391 for the small and large domains, respectively. The same phenomenon was observed at different Reynolds numbers. This demonstrates the risk of evaluating computational results without a close comparison of force coefficients with flow field results.

The source of the wall effects at higher Strouhal numbers is illustrated in Fig. 4, which depicts the instantaneous pressure coefficient field over a pitching airfoil at $St = 0.2 - 0.4$ for $Re = 10,000$ in both small and large computational domains. The pressure wave reflection from the inviscid wall was mild for the lower Strouhal number, as shown in Fig. 4(a) and (c). For $St = 0.4$ pressure waves were reflected back to the airfoil from the top and bottom walls, interacting with the airfoil (Fig. 4e). This indicates that for higher Strouhal numbers, even though the average forces from a small computational domain may be close to those from a large domain, the flow behavior can be highly affected by the inviscid walls in the computational domain. In the current study, the Strouhal number was kept below $St = 0.3$ to minimize the near-wall effects.

IV. Results and Discussion

A. Uniform Flow Baseline

First the baseline behavior of a pitching airfoil with a fixed pitching amplitude $\theta_0 = 8^\circ$ in uniform flow conditions was calculated for comparison with those in unsteady flow environments discussed later. For this baseline the Strouhal number was varied from 0.1 to 0.3 at different Reynolds numbers based on the airfoil chord length, namely, 500, 2,000,
Fig. 3  Thrust coefficient under uniform flow conditions at (a) $St = 0.2$, (b) $St = 0.3$ and (c) $St = 0.4$ for $Re = 10,000$ for large and small computational domains.

These results were compared with results from Senturk and Smits [10], shown in Fig. 5(a), in which thrust production of oscillating airfoils were numerically analyzed. Fig. 5(a) presents the average thrust coefficients for different Reynolds numbers over a range of Strouhal numbers, and Fig. 5(b) depicts the same information but plotted against Reynolds number for later comparisons. The results of the current study agreed well with those from Senturk and Smits [10]. A key observation is that increasing Reynolds number acts to increase mean thrust generation at a fixed Strouhal number. These results also make clear that the airfoil generates drag at low Reynolds and Strouhal numbers in uniform flow conditions. Further, the mean thrust coefficient shows asymptotic behavior with increasing Reynolds numbers. This was also observed by Senturk and Smits [10]. These results suggest that the boundary layers on the airfoil, which provide the source vorticity for thrust production, reach a maximum vorticity generation state. This is likely due to the transition of the boundary layers from laminar to turbulent. Figures 6 and 7 show the flow evolution with Reynolds number, which appears to be approaching a limit.

An analysis of the flow fields was also carried out to identify key flow features at different Reynolds and Strouhal numbers. Figures 6 and 7 show the normalized vorticity fields around the oscillating airfoils at Strouhal numbers of $St = 0.1$ and $0.3$, respectively. Flow fields at $St = 0.1$ and lower Reynolds numbers (i.e., 500 and 2,000 here) showed typical von Kármán vortex street features, a typical drag production wake type. The vorticity fields at $St = 0.1$ and higher Reynolds numbers (i.e., 10,000 and 30,000 here) showed unsteady wake structures, which does not create net drag or thrust. At $St = 0.3$, reverse von Kármán vortex streets were observed at all Reynolds numbers. Although the presence of a reverse von Kármán vortex street indicates that there exists a jet in the wake of the airfoil, it does not necessarily create thrust on the airfoil at low Reynolds numbers, such as the $Re = 500$ case presented here; see similar discussions from Bohl and Koochesfahani [73]. At larger Reynolds numbers where the inviscid flow interaction dominates, the reverse von Kármán vortex street is an indication of thrust production over the upstream airfoil; see the
Fig. 4  Instantaneous pressure coefficient fields at (a), (b) $St = 0.2$, (c), (d) $St = 0.3$ and (e), (f) $St = 0.4$ for $Re = 10,000$ in small computational domains similar to that in wind tunnel tests (left) and large computational domain (right).

correspondence between Fig. 5 and Fig. 7 for the high Reynolds number cases, e.g., $Re = 2,000, 10,000$ and 30,000.

B. Pitching Airfoils in Non-uniform Upstream Flows

This section investigates the effect of non-uniform flow environments created by an upstream array of cylinders on the propulsive performance of a pitching airfoil. Flow fields are presented to better understand how non-uniform incoming flows alter the underlying physics related to the interaction. The Reynolds numbers based on the airfoil chord
Fig. 5  (a) Time-averaged thrust coefficients over the pitching airfoil under uniform flow conditions (a) as a function of $St$ for different Reynolds numbers and comparison with Sentruk & Smits [10] and (b) as a function of $Re$ for different Strouhal numbers.

Fig. 6 Instantaneous vorticity fields over a pitching airfoil under uniform flow conditions at $St = 0.1$.

length were varied from 500 to 10,000 in this section, while all other variables were kept the same as those under uniform flow conditions.
Fig. 7 Instantaneous vorticity fields over a pitching airfoil under uniform flow conditions at $St = 0.3$.

1. Visualization of instantaneous flow fields and aerodynamic forces

Figure 8 shows the time histories of thrust coefficients at different Strouhal numbers for different Reynolds numbers. Therein, the periodic time histories of thrust coefficients at $St = 0.1$ and two Reynolds numbers, i.e., $Re = 500$ and $Re = 10,000$, in uniform upstream flows were also presented for comparison purposes. In general the thrust coefficients show irregular fluctuations due to unsteadiness in the ambient flow environment. At $St = 0.1$, except for $Re = 500$, the thrust coefficient histories at different Reynolds numbers have more intense fluctuations compared to those at higher Strouhal numbers. Similar to the observations from [58] where the interaction between gusts and an oscillating airfoil is investigated, energetic pitching motions can suppress the unsteady effect from ambient flows. Moreover, as will be presented in the next subsection, the pitching motion can also take advantage of the energy-containing unsteady ambient flows to boost thrust production.

Fig. 9 depicts the instantaneous vorticity fields for Reynolds number 500 at $St = 0.2$ and $St = 0.3$ under non-uniform flow conditions. The vortices in the ambient flow were observed to have a limited effect on the airfoil’s boundary layer due to their lower strength, when compared with the vortices created by the pitching airfoil. The reverse von Kármán vortex street was slightly deflected by the ambient flow unsteadiness (see Fig. 9(b)), when compared to the horizontal wake shown in Fig. 7. This was especially true at higher Strouhal numbers and is similar to the observations from the interaction between an oscillating airfoil and a weak shear layer as reported in [74, 75]. It should be noted that the interaction between the wakes and the incoming unsteady vortical flow results in weak cycle-to-cycle changes in the wake structures, which are not stable. One potential cause of the wake deflections observed here, which typically only
Fig. 8  Instantaneous thrust coefficient histories for the pitching airfoil under non-uniform flow conditions at different (a) $St = 0.1$, (b) $St = 0.2$ and (c) $St = 0.3$ for different $Re$.

appear when the reverse von Karman wake is present, may be due to the downstream vortical structures present in the unsteady flow. It is possible that the wake deflection behavior may be related to the downstream flow conditions and not necessarily the reverse von Karman wake itself, but further study would be needed for a full understanding.

The two dimensional nature of the current study must also be assessed at this stage. In the cases studied here the
flow is dominated by the oscillating frequency and shed vortices, as shown in the oscillatory nature of thrust coefficient in Fig. 8. It has been shown by Visbal [64] that 2D and 3D simulations of a plunging airfoil agreed well using an ILES approach at a Reynolds number of 40,000. In a different study by Golubev et al. [76], the aerodynamic responses to impinging vortical structures on the suction side of an airfoil at Re=60,000 revealed a very close comparison for lift time histories from 2D and 3D ILES simulations. Based on the 2D and 3D simulations, the peak values for both responses appeared to be very close. It should be noted that only one vortex interacts with the airfoil in this study. While a 3D simulation would result in faster dissipation of the incoming unsteadiness, adjustments could reasonably be made to match the levels of unsteadiness used in the current study. Results presented later will show that the effects of unsteadiness would be unlikely to change in environments with higher dissipation, since the source of those changes would be somewhat unaffected by dissipation if the level of unsteadiness were comparable.

The wakes become more chaotic as the Reynolds numbers increase due to the intense interactions between the upstream vortices and oscillating airfoil wakes; see Fig. 10 (a) and (b). This unsteady interaction is the driving factor behind the intense thrust fluctuations observed in Fig. 8 especially at small Strouhal numbers. One notable feature here is the large increase in magnitude of thrust and drag in some cycles. One unusual thrust boost was observed at non-dimensional time ($t^* = tU_\infty/c$) around $t^* = 80.15$ for the $St = 0.2$ and $Re = 10,000$ case, and an unusual drag increase occurred at $t^* = 86$ for the $St = 0.1$ and $Re = 10,000$ case.

The instantaneous vorticity and pressure fields for the excess thrust case noted above are shown in Fig. 10. Just prior to the increased thrust generation, a pair of clockwise and counterclockwise vortices labeled ‘A’ (see Fig. 10 (a)) from the upstream unsteady flow environment are close to the leading edge of the airfoil’s lower surface. At the same time, the leading edge of the airfoil is pitching up and creating the leading edge vortex (LEV) ‘1’ on the lower surface of the airfoil. Fig. 10 (c) shows the negative pressure regions generated at this time for the vortices. As the airfoil continued pitching upward it started to interact with impinging vortex ‘B’, as shown in Fig. 10 (b). The combined effects of these vortices acted to create a low pressure region over the entire lower surface of the airfoil, thus producing a higher-than-usual thrust force as a favorable condition for thrust enhancement.

A different vortex interaction occurred which generated the significant drop in thrust coefficient at $St = 0.1$ for $Re = 10,000$ around $t^* = 86$ in Fig. 8 (a). The flow fields around that time are shown in Fig. 11 with instantaneous vorticity and pressure fields. In this case a pair of vortices ‘A’ and another pair of vortices ‘B’ were located near the upper and lower surfaces of the airfoil, respectively, as shown in Fig. 11 (a). At this instance, the leading edge of the airfoil was pitching down, which for a fast pitch-down maneuver in a uniform incoming flow would be expected to create a high pressure region near the leading edge on the bottom surface of the airfoil, and a low pressure region on the top surface, due to the induced angle of attack. Note that this is opposite the steady aerodynamic behavior and is caused by the relative motion of the wing compared to the incoming flow. However, due to the unfavorable vortex-airfoil interaction the vortex pair ‘A’ suppressed the creation of a LEV, which is typically created on the top surface of the
Fig. 9  Instantaneous vorticity field over the pitching airfoil under non-uniform flow conditions at $t^* = 86.6$ (a) $St = 0.2$ and (b) $St = 0.3$ at $Re = 500$.

Fig. 10  Instantaneous vorticity and pressure fields over the pitching airfoil (a), (c) at $t^* = 79.84$ and (b), (d) at $t^* = 80.1$, under non-uniform flow conditions at $St = 0.2$ and $Re = 10,000$. 
airfoil. Meanwhile, the positive vortex in ‘B’ induced a low pressure region on the bottom surface of the airfoil (see the pressure evolution process in Fig. 11(c) and (d)). This type of surface pressure distribution can induce large drag over the airfoil. Further, as observed from Fig. 11(d), the positive vortex in ‘A’ and the negative one in ‘B’ both interact with the trailing edge vortex shed from the pitching airfoil, inducing a strong low pressure region near the airfoil’s trailing edge, especially over the lower surface further contributing to the drag peak.

Fig. 11 Instantaneous vorticity and pressure fields over the pitching airfoil (a), (c) at $t^* = 85.6$ and (b), (d) at $t^* = 86.1$ under non-uniform flow conditions at $St = 0.1$ and $Re = 10,000$.

2. Aerodynamic force statistics analysis

This section examines the thrust and lift statistics for the pitching airfoil in unsteady flow environments compared to those in uniform upstream flows. Fig. 12 depicts the time-averaged thrust coefficients for the oscillating airfoil at various Strouhal numbers for nominal and effective Reynolds numbers, as well as their comparison with those under uniform flow conditions. The definition of the effective Reynolds number will be introduced in this section when discussing the flow unsteadiness effects. From Fig. 12 the average thrust coefficients for unsteady upstream flow cases were found to be consistently greater than those for uniform upstream flow cases, except for the case with $St = 0.3$ at $Re = 500$. As
mentioned in the previous subsection, the background vorticity at \( Re = 500 \) functions more like a weak shear layer than discrete vortex structures. It has been shown by Yu et al. [74] and Hammer et al. [75] that the impact of a shear layer on thrust production of an oscillating airfoil is trivial, and can either slightly enhance or reduce thrust. The observation at \( Re = 500 \) here agrees with that observation.

The time-averaged thrust coefficient is a function of the Reynolds and Strouhal numbers, i.e, \( \overline{C_T} = f(Re, St) \). As shown in Fig. 12(a), the time-averaged thrust coefficients for a fixed \( St \) appear to follow the same trend as those under uniform flow conditions but cases with unsteady incoming flow consistently produced greater thrust. This suggests that the unsteadiness caused by the upstream array of cylinders has a similar effect as increasing the velocity (or Reynolds number) experienced by the airfoil.

An analysis was performed to approximate an effective Reynolds number in order to demonstrate how Reynolds number is changed due to unsteadiness. From the baseline steady data, Fig. 12(a), a polynomial relationship between \( Re \) and \( \overline{C_T} \) was developed. An iterative method, based on the polynomial developed on the baseline cases, was then used to estimate the effective Reynolds number of the unsteady flow cases, the results of which are shown in Fig. 12(b). This process had little effect when converting lower Reynolds number cases, but significantly changed higher Reynolds number unsteady flow cases. For example, the effective Reynolds number shift for the unsteady flow case with a Reynolds number of 500 was small. However, for the unsteady flow case with a Reynolds number of 7,000 the effective Reynolds number exceeds 30,000.

The correlation between the time-averaged thrust coefficient and the effective Reynolds number suggests that the effective velocity, \( U_e \) which is a nonlinear function of the nominal Reynolds number and Strouhal number, is larger than \( U_\infty \). This indicates that the extra kinetic energy in non-uniform flows can enhance thrust production. The time-averaged lift coefficient was observed to be somewhat random due to flow unsteadiness, but was approximately zero at all Reynolds numbers.

3. Scaling laws:

Senturk and Smits [10] derived a simple scaling law for a pitching airfoil following the work of Floryan et al. [77] under uniform flow conditions. The equation for the thrust coefficient derived by these studies is:

\[
\overline{C_T} = \beta St^2 - C_D,
\]

where \( \beta \) is an empirically derived coefficient, \( St \) is Strouhal number, and \( C_D \) is the offset drag term introduced previously by Floryan et al. [77]. In Floryan et al. [77], \( C_D \) and \( \beta \) were calculated by curve fitting the data at each Reynolds number, but it should be noted that Reynolds number effects were not considered in that study. This offset drag term was considered as the equivalent fixed body drag of the pitching airfoil’s projected frontal area. Later, Senturk and
Fig. 12 Time-averaged thrust coefficients over the pitching airfoil under non-uniform flow conditions at different $St$ for different Reynolds numbers and comparison with those under uniform flow conditions as (a) a function of $Re$ and (b) a function of effective $Re$.

Smits [10] validated the proposed definition of offset drag further by comparing the drag of a fixed NACA0012 airfoil at zero angle of attack to the offset drag of a pitching airfoil with $\theta_o = 8^\circ$. They determined that both the static drag and the offset drag of the NACA0012 airfoil decrease with increasing Reynolds number. However, the static drag of NACA0012 is significantly less than the offset drag at any Reynolds number. The values of $C_D$ and $\beta$ were calculated at each Reynolds number and Strouhal number combination for the uniform flow cases, using the same method as Senturk and Smits [10], and plotted in Fig. 13. Figure 13 (a) shows that the time averaged thrust coefficients align linearly to the scaling parameters, further validating the work of Senturk and Smits [10]. Figure 13 (b) shows that the offset drag and $\beta$ change as the Reynolds number increases. The dashed lines in Fig. 13 (b) were plotted using the equations for $C_D$ (black dashed line) and $\beta$ (blue dashed line) from Senturk and Smits [10]. Overall, the baseline uniform flow results aligned well with prior studies.

Extending this scaling law directly to the unsteady flow cases results in an expected increase in the thrust coefficient. Figure 14(a) shows the unsteady flow thrust coefficients in blue, with the blue dashed line representing the best-fit version of the scaling law developed by Senturk and Smits [10], which is plotted as a black dashed line. A clear shift between the scaling laws is present with the most obvious being a shift in $\Delta C_D$. However, it should be noted that when $\beta$ and $C_D$ are evaluated using the effective Reynolds number, introduced in previous subsections, the thrust coefficient satisfies the original scaling law Eq. 12. However, the effective Reynolds number developed here cannot be used to predict thrust as it was calculated from the measured thrust coefficient (see Section IV.B.2). Thus, for predictive purposes, the scaling law should be built from easy-to-measure non-dimensional quantities, such as the Strouhal and Reynolds numbers in its original version.

To align the new unsteady flow data with the steady flow scaling law the offset drag $C_D$ needs to be decreased. To
accomplish this corrected $C_D$ values at each Reynolds number were determined for unsteady flow conditions while holding $\beta$ constant. Since Fig. 13 showed that $C_D$ is a function of Reynolds number it therefore becomes logical to include the turbulence intensity ($TI$) in the new definition of $C_D$ for non-uniform flow conditions. Figure 14(b) shows that $C_D$ is also an approximately linear function of the turbulence intensity, which can be updated from the definition in Senturk and Smits [10] as the new equation for the offset drag:

$$C_D = -0.2725\ TI + 3.3198\ Re^{-0.5} + 0.0856$$  \hspace{1cm} (13)$$

It should be noted that due to the method of unsteadiness generation used in the current study, $TI$ was also a function of Reynolds number (see Table 2). However, Table 2 shows that $TI$ did not increase linearly with Reynolds number. Since the data from Senturk and Smits [10] also showed a $Re^{-0.5}$ relationship, the linear relationship between observed $C_D$ and $TI$ in Eq. 13 suggests the method of generating $TI$ has little impact on the $Re^{-0.5}$ relationship shown in Eq. 13.

Figure 15(a) shows the implementation of Eq. 13 into the scaling law with both steady and unsteady flow conditions plotted. When applying the new formulation of $C_D$ the data correlate well with data for uniform flow conditions and align well with the original model of Senturk and Smits [10]. Figure 15(b) shows the different $\beta$ and $C_D$ values as a function with Reynolds numbers. Note here that the offset drag terms vary significantly between the unsteady and baseline conditions. For uniform flow conditions the values of $C_D$ closely aligned with Senturk and Smits’ results [10]. However, for non-uniform flow conditions, the $C_D$ followed a similar trend but with smaller values compared to the baseline flow. This trend is similar to the shift in Reynolds number observed previously in this study, which suggests that unsteadiness and Reynolds number have similar effects on the flow.
Fig. 14  (a) Comparison of the scaling law under non-uniform flow conditions at different $St$ for different Reynolds numbers with that under uniform flow conditions, and (b) $C_D$ as the function of Turbulence Intensity.

Fig. 15  (a) Comparison of the scaling law under non-uniform flow conditions at different $St$ for different Reynolds numbers with corrected $C_D$ with that under uniform flow conditions, and (b) $\beta$ and $C_D$ as a function of $Re$ under uniform and non-uniform flow conditions.

V. Conclusion

The present work documents the influence of unsteady flow environments on a pitching airfoil using an in-house high-order CFD solver. The unsteady flow environments were created by placing cylinders upstream of the oscillating airfoil. Steady and unsteady incoming flow conditions were compared and flow physics of thrust enhancement mechanisms of unsteady environments was explored. The unsteady flow environment served to alter oscillating wing performance in two key ways: altering the effective Reynolds number and shifting the value of the offset drag.
The unsteadiness in the flow caused an increase in thrust generation at lower Reynolds numbers, which caused low Reynolds number oscillating airfoils in unsteady flow to behavior similar to higher Reynolds number cases in steady environments. A simple fit-based correction method showed that an effective Reynolds number can be used to model the shift caused by the unsteady freestream.

The underlying flow physics showed that unsteadiness in the freestream expectedly generated variations in the sinusoidal thrust data. This unsteadiness was directly related to the large, coherent incoming flow structures. The increase in average thrust coefficient was shown to be caused by constructive interaction of freestream vortex structures and the oscillating airfoil. Drag inducing interactions were also observed but were less common than thrust increasing events, resulting in a higher average thrust. It should be noted that the scope of the current study has been limited to two dimensions and thus true turbulence was not fully modeled here. However, the interaction of coherent flow structures with the oscillating wing is a flow feature not likely to be significantly altered by the increased dissipation rates of three dimensional studies.

An extension to the thrust model proposed by Senturk and Smits [10] was developed to incorporate the effects of unsteady flow environments. An increase in thrust production was incorporated into the offset drag term of the scaling law. A linear relationship between the turbulence intensity and offset drag was demonstrated to accurately recover thrust produced in unsteady flow environments back onto the original scaling law built for uniform flow conditions.
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