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ABSTRACT 

 

Title of Document: ANALYSIS AND PROTOCOLS TO 

ESTABLISH DOWNLINK FOR 

COMMUNICATION ACROSS THE AIR-

WATER INTERFACE   

  

 Md Shafiqul Islam, Ph.D., 2022 

  

Directed By: Prof. Mohamed Younis 

 

Abstract: 

 

In underwater wireless networks (UWNs), conventionally there is no direct 

communication between an underwater node and a remote command center, because 

there is no known physical signal that propagates well in both the water and air 

mediums. Radio signals are the popular choice in the air while acoustics are the prime 

means for communication underwater. Hence, the typical architecture of an UWN 

includes surface nodes or gateways which have dual modems, an acoustic modem to 

communicate with underwater nodes and a radio modem to interact with terrestrial 

command centers. However, such an architecture is logistically complicated and could 

expose the network to security threat. Therefore, it is desirable to establish a direct 

communication from air to underwater without having any intermediate surface node. 

This dissertation opts to fulfill such a need by pursuing two viable solutions, namely, 

using visual light communications (VLC) and exploiting the optoacoustic 

(photoacoustic) effect. Through extensive analysis and experiments we show that VLC 

is an effective means for scenarios where the distance between the airborne and 

underwater nodes is relatively short. We first analyze the coverage area and intensity 

inside the water for a light transmitter placed in the air. We then provide guidelines for 



  

using single and multiple light sources to establish robust VLC links under rough 

environmental conditions like high water current and turbidity. Furthermore, we 

investigate effective modulation techniques that suit VLC. For long distance 

communication, VLC is not a viable option since light gets absorbed at an 

exponentially growing rate with the increase of water depth. Photoacoustic (PA) energy 

transfer mechanism is the promising method for long distance communication. 

Although the use of the photoacoustic mechanism is quite common in medical imaging, 

little progress has been made on building the communication protocol stack for air-to-

underwater communication. In our research work, at first, we have studied the channel 

characteristics of the PA based air-to-underwater communication. We show that by 

carefully choosing the relative position of the airborne unit and underwater node, we 

can generate a narrowband acoustic signal which is very crucial for long distance 

communication. Moreover, we develop suitable modulation and demodulation schemes 

for PA communication. 
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such an opportunity came along with lots of responsibilities because I had to compete 

with the nation’s top ranked students. Finally, I succeeded and learned that the true 

meaning of knowledge is not only learning from the book but also how to apply that 

knowledge to contribute to science and engineering. Hence, I decided to pursue 

research career. Finding a research topic in this modern era that will contribute to 

mankind is another difficult task. Luckily with the help of my mentor and advisor Dr. 

Mohamed Younis, I have come up with an interesting topic to do research. I observed 

that 70% of the earth’s surface is covered by water but yet we know very little about 

the underwater world because of a lack of communication from the earth to the 

underwater. In this dissertation, I have tried to build a model using visible light and 

photoacoustic energy conversion method to establish communication from the air to 

the underwater. I hope my research work will make a little contribution in this field. 
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 Introduction 

1.1 Motivation 

Underwater Wireless Networks (UWNs) are deemed promising technology with numerous applications such 

as marine biology, oil field monitoring, water pollution studies, security surveillance, naval combat, etc. In 

fact, about 70% of the earth is covered by water. Due to the high absorption and attenuation coefficient of radio 

waves in underwater environments, acoustics has been the prime choice for communication in the water 

medium [1]. However, an acoustic signal mostly attenuates when crossing the water surface and a UWN cannot 

be directly accessed from a ground station using acoustic links. Therefore, a typical UWN uses floating nodes, 

e.g., boats or buoys, which act as gateways. A gateway carries dual modems, an acoustic modem to 

communicate with underwater nodes and a radio modem to interact with command centers. Nonetheless, such 

an approach requires preplanning and is costly; in fact, it may be impractical in risky application scenarios, 

e.g., during combat, and too slow when dealing with emerging events. For example, when monitoring an 

evolving event such as oil leakage or conducting search-and-rescue missions, sending a boat, or anchoring a 

buoy is logistically complicated and lacks responsiveness. Moreover, in military applications, a surface node 

can be easily detected and the presence of UWN may get uncovered. Therefore, an alternative means for 

reaching the UWN is needed. This dissertation opts to fulfill such a need by pursuing two viable solutions, 

namely, using Visual Light Communications (VLC) and exploiting the Optoacoustic or Photoacoustic (PA) 

effects. 

1.2 Visible Light Communication  

Visible light can travel up to 100 meters in water depending on the quality of the water [2]. High bandwidth 

and low time latency make visible light more suitable for communication through the air-water interface. 
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However, the shape of the water surface and water 

properties introduce some challenges. Depending on 

the wind, the water surface might be flat or wavy, 

which will dynamically vary the intensity and the area 

covered by a light beam inside the water. The high-

water current could also cause an underwater node to 

drift away from the coverage area. Another important 

factor is the attenuation coefficient of water, which 

increases in proportion to the water impurity level. Therefore, the communication system should be adaptive 

to handle various water properties. 

      Figure 1 illustrates a VLC system through the air-water interface. In this figure, a visible light source has 

been placed in the air at 𝑑𝑎 meter above the water surface and an underwater node is placed at 𝑑𝑤 depth 

underwater. The water surface could be flat or wavy. Based on some existing water surface models in the 

literature, in this research work, we first analytically study the effect of water surface and the various VLC 

parameters on the underwater coverage and optical beam intensity and provide guidelines for establishing 

robust VLC air-to-water links when using single and multiple light sources [3][4]. We also develop algorithms 

to calculate the intensity and coverage area for different water parameters like water wave’s height, phases, 

water attenuation coefficient, and purity level etc. 

     Furthermore, we investigate effective modulation techniques that suit this kind of cross-medium 

communication. Generally, the scarcity of the optical power is the main challenge for underwater VLC, 

especially for wavy water surface and in case of impure water. Therefore, a power efficient modulation 

technique is crucial in order to support reliable communication and maximize the underwater reach from the 

airborne unit. There are various modulation techniques for optical communication. Among them On-Off 

 
Figure 1: 3D view of a coverage area inside the water 
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Keying (OOK) is the most simple and popular one. Though OOK is bandwidth efficient, it is not power 

efficient. The Pulse Position Modulation (PPM) is one of the most popular power efficient techniques for 

optical communication [5][6].  

In PPM, each M bits are sent over a symbol L= 2M time chips and only one pulse is sent in L for the chip 

position, corresponding to the value of the M bits. However, PPM requires very accurate clock synchronization 

between the transmitter and receiver, which is quite challenging in underwater environments. Also, PPM is not 

bandwidth efficient. For bandwidth efficiency, a modified version of PPM is used which is Differential Pulse 

Position Modulation (DPPM). DPPM starts the next symbol after sending the pulse, i.e., before the elapse of 

the remaining time chips of the symbol L. Thus, in DPPM the transmitter and receiver do not need to have 

tightly synchronized clocks. Nonetheless, the bit error detection in DPPM is very complex as the number of 

chips in a frame are variable after modulation, i.e., the frame size is not constant.  

In our research work, we introduce a new variant of DPPM to suit communication across the air-water 

interface. We show that the symbol size L affects both reliability and bandwidth efficiency.   We argue that by 

varying the value of M in DPPM, we can control the Packet Error Rate (PER) and implicitly bit rate of DPPM, 

and trade it off with the bandwidth of a VLC link [7]. To enable the use of different values of M, we design 

and analyze a novel frame structure for DPPM which contains the information of M so that a receiver can 

detect the errors in the frame. As information about M is embedded within the transmitted frame, a transmitter 

can change the value of M any time without hindering correct reception. Using our proposed frame, we further 

develop an algorithm to transmit data from an airborne node to an underwater node while changing the value 

of M depending on the packet error rate. We name this as Adaptive Differential Pulse Position Modulation 

(ADPPM). 

We further develop a novel encoding algorithm and frame structure in order to shorten the time between 

consecutive symbols and consequently improve the bit rate of L-DPPM [8].  The idea is based on avoiding bit 
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patterns that contribute the most to bandwidth inefficiency. The proposed algorithm explores several bit 

patterns remapping through simple complement and shifting operations. A detailed frame structure with all 

necessary control bits is provided. Overall, boosting the bandwidth efficiency comes at the expense of adding 

control bits and slightly increasing transmission power. The contributions of our research work on VLC cross-

medium communication are summarized as follows: 

1) Developing an algorithm for determining the effective coverage area and intensity inside the water medium. The 

algorithm can handle the various water conditions like wavy water surface, water attenuation coefficient etc. 

2) Devising a scheme for beamforming using multiple light sources to control the underwater coverage area in the 

desired direction, which is suitable for hostile water conditions like drift current. 

3) Proposing a novel ADPPM frame structure and design algorithms to create and decode such a frame structure. 

We also develop an algorithm to dynamically change the value of M of DPPM based on certain PER criteria. 

4) Design a novel encoding algorithm and frame structure to increase the bandwidth efficiency of DPPM. 

1.3 Photoacoustic Communication 

Depending on the purity of the water, light can travel maximum 200 meters inside the water. So, VLC is good 

for communication up to few meters. For long distance, it is not practical since light attenuates exponentially 

with the increase of underwater depth. Therefore, we exploit the photoacoustic effect as an alternate way for 

long distance cross-medium communication. Alexander Graham Bell first discovered the photoacoustic effect 

in 1881 [9]. He noticed that when high intensity light impinges on a liquid medium like water, acoustic signal 

is generated which is called photoacoustic effect.  

Photoacoustic energy conversion process could be divided into two mechanisms, linear and nonlinear. In linear 

PA, the variation in the light energy density creates a temperature fluctuation in the water medium. This 

temperature fluctuation then creates a volume fluctuation of the liquid medium. Eventually this volume 

fluctuation (contraction and expansion) creates an acoustic signal which propagates through the water medium. 
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In such linear PA mechanism, the generated 

sound energy is proportional to the applied 

light energy, i.e., laser beam energy. In this 

process the properties of the water medium do 

not change. In contrast, in nonlinear 

photoacoustic mechanism, the generated 

acoustic signal strength is not proportional to 

the applied light energy. In this process, the physical properties of the water medium changes, i.e., water 

medium becomes vapor which creates cavitation bubbles. A detailed description of linear and non-linear PA 

have been given in section 3.2.1. 

     Figure 2 shows the general block diagram of a photoacoustic communication system from air to the water 

medium. A modulated high-power pulsed laser light is focused into the water using a lens and a mirror. A 

highly sensitive hydrophone is used to receive the generated sound wave from the laser light. This kind of 

communication setup is relatively unexplored and little development has been made on the protocol level. Our 

research work focuses on characterizing the channel propagation model and find a suitable modulation 

technique for this kind of communication.  

     Controlling the generated acoustic signal through the photoacoustic process is very complex. Specifically, 

if the repetition rate of laser pulses is low, the corresponding acoustic signal is very broadband. Since the higher 

frequency components of this broadband signal attenuate more in underwater environment, all the energy used 

to generate these signals is lost especially if the underwater node is very far from the location where PA effect 

is taking place. Hence, generating a relatively narrowband signal using the PA effect with lower frequency 

components is more desirable for long distance communication. Moreover, the frequency component of the 

broadband acoustic signal depends on the incident angle of the laser light and observation angle of the receiver, 

 

Figure 2: Block diagram of photoacoustic communication from 

air to water 
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i.e., the position of the underwater hydrophone. Both angles also change continuously for a wavy water surface, 

which makes it more complex to determine the frequency components of this kind of signal. In our research 

work, we show that by carefully choosing the relative position of the airborne unit and underwater node, we 

can generate a narrowband acoustic signal with lower frequency components for both flat and wavy water 

surfaces. We provide theoretical analysis and simulation results to capture the effect of these angles on the 

generated acoustic signals. We further provide guidelines for optimum angle setting for improving the quality 

of the photoacoustic communication link. 

Another key issue with photoacoustic cross-medium communication is the lack of communication protocol 

stack, particularly devising modulation/demodulation schemes. The design of a suitable 

modulation/demodulation scheme for PA is quite challenging for several reasons. First, the generated acoustic 

signal in the nonlinear PA process is very broadband in nature which makes it difficult to pursue Frequency-

shift keying (FSK) and Phase-shift keying (PSK). Second, the acoustic signal strength at the receiver is variable 

due to the intensity variation of any practical laser source, which makes the use of certain kinds of modulation 

techniques such as Quadrature amplitude modulation (QAM) very difficult. Third, the PA process is hybrid in 

nature, meaning that the transmitter is sending one kind of energy which is light, while the receiver is receiving 

another kind of energy, specifically acoustic. Because of such hybrid nature, the modulation and demodulation 

scheme are not reciprocal.  

In our research, we address the aforementioned issues and devise a novel modulation and demodulation 

technique using the OOK methodology that is based on peak detection of the received acoustic signal. The key 

advantages of Peak Detection based OOK modulation (PDOOK) are that it is not sensitive to the broadband 

nature of the received signal and facilitates synchronizing the transmitter and receiver. These advantages 

simplify the transmitter and receiver design and yield low bit error rate. The contributions of our research work 

on photoacoustic cross-medium communication are summarized as follows: 
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1) Providing guidelines for the placement of the airborne unit and the underwater node for narrowband 

acoustic signal generation. 

2) Analyzing the generated acoustic signal quality based on the laser light parameters and relative position 

of the transmitter and receiver. 

3) Proposing and implementing a novel modulation and demodulation scheme that provides the best 

results for hybrid communication systems such as PA based on the above analysis. 

4) Validating the performance of such a modulation and demodulation scheme in terms of the achievable 

bit rate and the bit error rate (BER), for different light parameters and varying receiver positions relative 

to the normal of the water surface at the laser light incident point, both by experiments and simulations. 

1.4 Organization  

This dissertation proposal is organized as follows. In chapter 2, related work is discussed. Chapter 3 

provides a system model. VLC communication is elaborately described in chapter 4, 5 and 6. Chapter 7 and 8 

describes modulation techniques for VLC communication. Meanwhile, Chapter 9 and 10 focus on 

photoacoustic based cross-medium communication. Chapter 11 presents conclusion and future work.  
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 Related Work 

In this chapter, we review published work related to the dissertation contribution. We start with the literature 

review of underwater communication in general, and then focus on the modulation techniques that are used for 

VLC communication. Finally, we cover prior work on photoacoustic communication. 

2.1 Underwater Communication 

Acoustic waves are the prime choice for wireless communication in an underwater environment [10][11]. 

However, acoustic waves suffer high attenuation in the air medium. On the other hand, the electromagnetic 

wave (EM) is broadly used to communicate in the air, yet it is not suitable for a water medium due to its high 

attenuation coefficient [12][13]. Thus, neither EM nor acoustic waves can be used alone as a means for 

communication through the air-water interface. Another option could be Magnetic Induction (MI) as the 

magnetic permeability of air and water is almost the same, which helps MI to smoothly transition across the 

air-water interface [14]. Nonetheless, the conductive nature of the seawater affects the path loss of MI and 

consequently makes the communication range very small. As shown in [15], the communication range of MI 

is limited to 4.5 meters. Visible light, on the other hand, performs moderately in both air and water medium 

in terms of communication range. To our best knowledge, no prior research work has studied the visible light 

as a means for communication medium through the air-water interface. It is only used in either underwater 

[16][17][18] or air (indoor environment) [19][20]. 

In the literature, very few studies have targeted communication across the air-water interface. In [21], 

Translational Acoustic-RF communication (TARF) has been proposed. TARF supports only uplinks where 

data from underwater nodes are sent. The idea is that acoustic transmissions act as pressure waves that cause 

slight displacement upon striking the water surface. An airborne radar would measure these surface 

displacements and reform the acoustic wave. Not only TARF involves a very complex process, but also little 
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details are provided for how the displacement in the water surface can be differentiated from the natural 

surface vibration and on how data could be modulated and encoded.  

In order to communicate through the air-water interface, the wavy water surface will increase scattering. 

Only a few publications have considered the effect of a wavy water surface. Peng et al. [22] have designed an 

adaptive filter to suppress the interference caused by the water waves to detect opto-acoustic conversion more 

precisely. In [23] the authors characterize the behavior of the optical link under various conditions like in air-

water interface, still water, and turbid water. To mitigate turbulence-induced fading, spatial diversity has been 

pursued in [24]. However, no published research work has comprehensively studied the effect of water surface 

properties like wave amplitude and wave frequency. Our research work fills such a gap and studies the 

intensity and coverage area in underwater for VLC systems. 

2.2 Modulation Techniques for VLC 

Numerous modulation techniques have been developed for optical communication over the years. For 

simplicity, underwater optical communication usually uses Intensity-based Modulation with Direct Detection 

technique (IM / DD). The most common modulation technique is OOK with NRZ or RZ encoding [25][26][27]. 

Although the bandwidth efficiency and bit rate are very high using OOK-NRZ or OOK-RZ, power efficiency 

is not good. Since the optical signal needs to penetrate the air-water interface and continue propagating in 

underwater environments, power efficiency is very crucial for optical communication due to the absorption 

and scattering loss of the optical signal. The Pulse position modulation (PPM) is one of the most popular power 

efficient techniques for optical communication [5][6]. In PPM, each M bits are sent over a symbol L= 2M time 

chips and only one pulse is sent in L for the chip position, corresponding to the value of the M bits.  

PPM requires very accurate clock synchronization between the transmitter and receiver, which is quite 

challenging in underwater environments. Moreover, PPM is not bandwidth efficient. In order to achieve better 

bandwidth efficiency, a number of modified versions of PPM have been proposed, such as Overlapping PPM 

(OPPM) [28][29], Multiple PPM (MPPM), Differential PPM (DPPM) [30][31], Pulse-interval modulation 
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(DPIM) [32][33], and Dual-header pulse-interval modulation (DH–PIMα) [34]. Among these PPM variants, 

DPPM is the most popular [30]. DPPM starts the next symbol after sending the pulse, i.e., before the elapse of 

the remaining time chips of the symbol L. Thus, in DPPM the transmitter and receiver do not need to have 

tightly synchronized clocks.  

Only few studies could be found in the literature for improving the performance of DPPM. In [35], it has 

been shown that energy efficiency of DPPM can be increased as high as 42.5 % in comparison to OOK by 

choosing optimal data word length. Soft decision decoding is not possible for DPPM because of its variable 

symbol size. A modified version of DPPM, called IDDPM, is derived from DPPM by adding an extra zero 

before DPPM symbol [36]. This modification helps receiver for soft decision decoding. Although DPPM has 

a higher bandwidth efficiency than PPM, its bandwidth efficiency is still significantly lower than OOK. We 

found very few published studies on boosting the bandwidth efficiency of DPPM. In [37], DPPM is combined 

with Pulse-width modulation (PWM) to improve bandwidth efficiency. However, the realization of such a 

scheme requires reducing the pulse duration which increases the packet error rate significantly. In this research 

work we have shown that we can improve power efficiency by varying modulation index, M of DPPM. In 

addition to that we have also shown a way to increase the bandwidth efficiency and assess the corresponding 

inverse effect on power efficiency. 

2.3 Photoacoustic Communication 

Exploiting PA for air to underwater communication is a very promising method, especially over long distances. 

PA technology is quite popular in medical imaging [38][39][40] and industrial applications [41].  However, its 

uses for air to underwater communication is relatively new. There are some notable research studies. In [42], 

low-cost passive relays are deployed on the water surface to minimize the energy required for PA 

communication. However, the placement of these passive relays is logistically very complicated and requires 

preplanning, in fact, it could be risky in some application scenarios, e.g., during combat. A fully wireless link 
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between air and water is highly desirable for such a scenario. Moreover, the use of relays is applicable for 

linear optoacoustic links which are generally limited in range.  

F. Blackmon and L. Antonelli have done extensive research on laser generated sound in the water medium by 

photoacoustic energy conversion method. In [43], F. Blackmon conducts theoretical and experimental study 

of time and frequency domain analysis of the generated acoustic signal in the water medium. He also shows 

the angular dependency of the sound pressure level for the oblique laser beam incidence at the air–water 

interface. In [44], they have investigated the M-array FSK and Multi-frequency Shift Keying (MFSK) for both 

linear and non-linear photoacoustic energy conversion. 

There is some other notable research on photoacoustic downlink communication from air-to water. Y. H. 

Berthelot [45] has shown that the generated acoustic signal from the pulsed laser is basically a broadband 

signal. In order to create a narrowband signal, we need to choose the laser repetition rate carefully based on 

the laser parameters. Since the generated acoustic signal is broadband, there is a frequency that carries most of 

the energy, which is referred to as the peak frequency. The relationship between peak frequency and laser 

power has been discussed in [46]. From this paper we have come to know that with the increase of laser pulse 

energy, peak frequency decreases. Lower frequency acoustic signals can travel more in the underwater 

environment. Hence, for long distance underwater communication, we need to provide higher energy laser 

pulses. 
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 System Model 

We will provide some theoretical background associated with the VLC and photoacoustic communication. We 

will start our discussion with VLC and then photoacoustic. 

3.1 VLC Background 

In order to communicate through the air-water interface using optics we first discuss what type of optical signal 

is most suited for this task and provide a detailed analysis of water surface. In this section, we highlight the 

different types of optical signals and how we can model the water surface based on shallow and deep water. 

At the end of this section, we will provide a details analysis of different modulation technique that can be used 

for this kind of communication set up. 

3.1.1 Best Suited Optical Signal 

In Chapter 1, we have discussed why the optical signal is the best one to communicate through the air-water 

medium. There are two types of optical signals which are mainly used in wireless optical communication, 

namely laser and visible light. Due to the high directivity of the laser light, it can penetrate the water surface 

much more than visible light [47][48]. However, such high directionality also complicates the establishment 

of communication links since it is hard to precisely target an inherently moving underwater receiver, e.g., due 

to water current. On the other hand, visible light with limited beam angle could provide reasonable penetration 

and coverage at the same time. Directional high-power Light-emitting diode (LED) has been improved a lot in 

recent years and made visible light communication a viable option. Moreover, secondary optics like lenses, 

reflectors, TIR (total internal reflection) optics, etc., can help in collimating the light rays to increase the light 

intensity. For example, the WAYLLSHINE® Zoomable Yard Flashlight [49] has a built-in lens that changes 

the beam angle of light, which ultimately controls the area of the spotlight. Moreover, among the visible light 
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sources, blue and green light attenuates least in the water environment [50][51]. So, in our experiment, we 

have used blue LED light sources. 

3.1.2 Modeling the Water Surface 

The water surface is not typically flat, where there is often a wave in air-water interface due to the wind. It is 

very difficult to find an 

exact equation for the 

surface wave. In general, 

the surface wave mainly 

depends on water depth and 

wind speed. Figure 3 shows 

a simple water surface 

function and associated 

parameter. Here the surface elevation is a cnoidal function. As seen in the figure, a cnoidal wave has a higher 

crest and a flatter trough than a sine wave. If h is the water depth and 𝜆  is the wavelength of the water surface 

wave, then the water soource is defined as shallow water when 𝜆 > ℎ.  For shallow water, Boussinesq 

equations and Korteweg–de Vries equation (KdV) is the popular mathematical model for the water surface 

[52]. The solution of KdV is a cnoidal wave whose shape looks like the one that has been shown in Figure 3. 

The cnoidal-wave solution of the KdV equation can be presented as follows [53]: 

ɳ(𝑥, 𝑡) =  ɳ2 + 𝐻. 𝑐𝑛
2 (

𝑥−𝑐.𝑡

∆
|𝑚)                                                        (1) 

Where ɳ = surface elevation, x = horizontal coordinate, t = time, H = wave height, ɳ2 = trough elevation, c = 

phase speed and cn = one of the Jacobi elliptic functions. ɳ2, ∆, 𝜆, and 𝑐 can be expressed as follows: 
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𝐻

𝑚
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Figure 3: Illustrating the shape of a cnoidal water wave 
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On the other hand, general waves governed by Stokes' wave theory apply for intermediate and deep water 

[54]. Deep water is characterized with water depth that is much larger than wavelength (ℎ > 𝜆). According 

to Stokes' third-order theory, the water surface elevation can be expressed as follows [55]: 

ɳ(𝑥, 𝑡) = 𝛼 {[1 −
1

16
(𝑘. 𝛼)2] cos 𝜃 +

1

2
(𝑘. 𝛼) cos 2𝜃 +

3

8
(𝑘. 𝛼)2 cos 3𝜃} + 𝒪((𝑘. 𝛼)4)             (4) 

𝑐 =
𝑤

𝑘
= (1 +

1

2
(𝑘. 𝛼)2)√

𝑔

𝑘
+ 𝒪((𝑘. 𝛼)4)                                             (5) 

𝜃(𝑥, 𝑡) = 𝑘𝑥 − 𝑤𝑡                                                                 (6) 

where 𝑘. 𝛼 is the wave steepness. If the value of k. 𝛼 is larger in Figure 3, the crest will be steeper, and the 

trough will be flatter. The solution of Eq. (4) is also a cnoidal type. In the analysis below, we will denote a 

water surface wave with ɳ(𝑥, 𝑡), and depending on the water depth we use either Eq. (1) or Eq. (4), where for 

flat surface we will put simply ɳ = 0. In the next section, we will show how these water surface models are 

used to enable communication across the air-water interface either using single or beamformed multiple light 

sources. 
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3.1.3 Modulation techniques for VLC communication across Water Surface 

In PPM, information is 

encoded in the pulse 

position; the pulse position 

depends on the value 

represented by the 

corresponding M input data. 

In L-PPM, a block of 𝑀 =

 𝑙𝑜𝑔2𝐿 input data is mapped 

into one of the L distinct 

waveforms containing only 

one ‘on’ chip and the remaining L-1 chips are off, where M > 0. A pulse 𝑝(𝑡) is transmitted on that ‘on’ chip 

(time slot).  Figure 4 explains the PPM with an example along with other modulation technique. In this 

example, actual data is 9 bits long. Here, we have chosen M =3 which means 𝐿 =  2𝑀 = 8; consequently, the 

main input data needs to be partitions into groups of 3 bits. In this example, the decimal value of first three 

input bits is 2, so the pulse position is also 2 in the first L time slots. In a similar way we can schedule those 

other pulses based on the decimal value of each group of 3 bits in the data payload.  

PPM is a power efficient modulation technique because we are sending less ‘on’ pulses than other 

modulation techniques like OOK-NRZ, OOK-RZ, PWM. This is a key advantage for the energy constrained 

applications like those involving underwater wireless optical communication. However, the bandwidth 

efficiency of PPM is not as good as OOK because the symbol is longer, and more time is needed to transmit 

the same data than OOK. Another disadvantage of PPM is the need for very tight clock synchronization 

between the transmitter and receiver since accurate pulse positioning is crucial for successful reception in PPM. 

 
Figure 4: Different modulation techniques for VLC communication 

 



 

16 

 

These two issues are addressed in DPPM, which is a modified version of PPM. DPPM improves power 

efficiency as well as bandwidth efficiency by removing the extra zeros after the pulse position. Figure 4 also 

shows the DPPM waveform, where the extra zeros after the pulse have been omitted from the PPM waveform. 

Thus, the average number of slots per symbol in DPPM is: 

�̅�𝐷𝑃𝑃𝑀 =
𝐿+1

2
                                                                             (7) 

which is half of that of PPM. Such optimization enables DPPM to outperform PPM in terms of bandwidth 

efficiency, and eliminate the need for tight clock synchronization. By knowing the time difference between 

two ‘on’ pulses, a receiver can extract the data.  

Although DPPM’s omission of zeros after a pulse improves the bandwidth efficiency, it makes the 

modulated data size variable. In Figure 4, we can see all modulated waveforms have the same size for a fixed 

length of data except DPPM, which has variable number of time slots in the waveform depending on the input 

data. This variable time slot count in the output waveforms makes it quite difficult to decode if there are any 

errors in the received waveform. Any insertion/deletion of a “1” chip in the modulated waveform causes wrong 

decoding. Therefore, the number of ones in the modulated waveform is very important to decode the received 

signal correctly.  

Another key parameter of DPPM is M. For a fixed data size, a larger M would increase energy efficiency 

by sending fewer ‘on’ pulses, yet at the same time it would decrease the bandwidth efficiency because we need 

more time slots to send the same data. Depending on the communication properties we can change the setting 

of M to get better results. For example, if in Figure 1 the underwater depth, 𝑑𝑤, is very small, i.e., the light 

intensity at the receiver is high enough to establish a communication link, we can keep M as low as possible 

so that bandwidth efficiency remains high. On the other hand, a large  𝑑𝑤 would dramatically diminish the 

detectability of the light signal at the receiver; in this case we can use a bigger value of M so that fewer ‘on’ 

pulses are sent with high power.  
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Thus, changing M dynamically is very important for the VLC links across the air-water interface. However, if 

the transmitter module changes the value of M dynamically, it will not be possible for the receiver to 

demodulate the DPPM data. In this dissertation, we design a novel frame structure which contains the 

information of M so that the receiver module can decode the received signals. This frame structure also helps 

in detecting error within a frame. We call this adaptive DPPM (ADPPM) frame since it contains the information 

of M and changing the value of M will not hinder correct reception. 

3.2 Photoacoustic Background 

 

This section covers some background about the PA mechanism and highlights the challenges for designing 

suitable modulation and demodulation schemes. 

3.2.1 Photoacoustic Mechanism 

Alexander Graham Bell first discovered the photoacoustic effect in 1881. He noticed that when high-intensity 

light impinges on a liquid like water, an acoustic signal is generated, a phenomenon that is referred to as the 

photoacoustic effect. Figure 5 describes possible cross-medium communication by exploiting photoacoustic 

energy conversion.  The photoacoustic energy conversion process could be divided into two mechanisms, 

linear and nonlinear. In a linear mechanism, high-intensity pulsed laser light is absorbed by the water and 

causes water to heat up. Since the laser light is pulsed, a water temperature fluctuation occurs where laser light 

gets absorbed by the water. This temperature fluctuation introduces a change in density which eventually 

creates a region of compression and rarefaction. Such compression and rarefaction of the water generate a 

propagating pressure wave. This process is also known as thermo-acoustic. In this process, the properties of 

the water medium do not change.  The term “linear” is associated because the intensity of the generated sound 

wave is proportional to the applied intensity of the laser light. The conversion rate in this process is very low 
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which makes it inefficient for long distance 

communication [44][56].  In contrast to linear PA, 

in a nonlinear PA the generated acoustic signal 

strength is not proportional to the applied light 

energy, and the physical properties of the water 

medium change. When the intensity of the applied 

pulsed laser light energy exceeds a threshold level, 

the water becomes vapor and optical breakdown 

occurs. In this process water goes to a plasma state 

which creates optical breakdown induced acoustic shock waves. A nonlinear photoacoustic effect also creates 

additional cavitation bubble oscillation, which creates shockwaves as well. The energy conversion rate in a 

nonlinear optoacoustic process is much higher than the linear counterpart. It is reported on [56] that for a typical 

single pulse laser source the generated sound pressure level (SPL) is below 150 dB re µPa (decibel relative to 

a micro-Pascal) at a meter distance for linear photoacoustic whereas the SPL is higher than 178 dB re µPa for 

nonlinear photoacoustic. The breakdown threshold depends on the duration of the laser pulse.  A. Vogel et al. 

[38] have studied the required breakdown irradiance threshold for nanosecond and femtosecond lasers. It has 

been concluded that irradiance energy levels in the order of 1011 W/cm2 and 1013 W/cm2, are required for a 

nanosecond and a femtosecond laser, respectively. In order to create such high irradiance in the water we need 

to focus the laser light on the water. Hence, we have used focusing lenses on our lab experiments. The duration 

(𝜏), energy (𝐸), diameter (𝐷) of the laser beam and focal length (𝑓) of the lens affect the value of laser irradiance 

in the water [57]. We can calculate the laser irradiance (𝐼) as follows, 

𝐼 =
𝐸

𝜏

𝐴𝑓
                                                                                        (8) 

where, 𝐴𝑓 is the focal spot area which further can be calculated as follows, 

 
Figure 5: Air to underwater communication using 

photoacoustic mechanism 
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𝐴𝑓 = 𝜋𝑟
2 = 𝜋(

𝜆𝑓𝑀2

𝜋
𝐷

2

)2                                                                         (9) 

where, 𝜆 is the wavelength of the laser light and 𝑀2 is the beam quality factor of the laser beam.  For a perfect 

Gaussian beam, the value of 𝑀2 is 1. Hence, for a perfect Gaussian laser beam substituting the value of 𝐴𝑓 

from Eq. (9) into Eq. (8) we get, 

𝐼 =
𝜋𝐸

4𝜏
(
𝐷

𝜆𝑓
)
2

                                                                                (10) 

We will use this equation to calculate the laser irradiance value in our lab experiments. 

3.2.2 Design Challenges 

There are four key issues that we must consider when designing a suitable modulation and demodulation 

scheme for PA-based communications. First, the 

generated acoustic signal using the PA effect is 

very broadband in nature. Figure 6 shows both 

the time (Figure 6a) and frequency (Figure 6b) 

domain plots of the generated acoustic signal for 

a single laser pulse using a nonlinear PA 

mechanism. From Figure 6b we can observe the 

generated acoustic signal has spectral response up to 500 KHz. Although by applying a pass band filter we can 

detect a narrowband signal, the signal will become very weak. Hence, pursuing a FSK type modulation is quite 

challenging for this kind of PA signal. 

   Second, in nonlinear PA the optical breakdown of the water creates a vapor cloud around the plasma position 

[56]. This vapor cloud blocks the subsequent acoustic signal generation. To avoid such a scenario, we must 

wait a reasonable amount of time before sending the next laser pulse which constrains the repetition rate of 

laser pulses and eventually limits the channel capacity. In [56], it has been experimentally shown that even at 

 
                          (a)                                             (b) 

Figure 6: (a) Generated acoustic signal from a single laser 

pulse and (b) FFT of that acoustic signal 
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a laser pulse repetition rate of 200 Hz, there are several missing acoustic signals. Thirdly, even for fixed laser 

parameters the intensity of the generated acoustic signal could be inconsistent. This may be caused by 

imperfection in the laser source where the generated laser pulses do not have the same power. We have 

observed such power variability in our experiments, while using a custom-made laser by NASA Goddard Space 

Flight Center. Figure 7 shows an experimental result of the generated acoustic signal where the repetition rate 

of the laser pulse is 10 Hz. From this figure we can see, the peak value of each generated acoustic signal is not 

the same. This kind of amplitude fluctuation and others, for example environmental conditions such as water 

waves, making any kind of PAM, and QAM, modulation schemes quite challenging. 

   The fourth issue is related to the hybrid nature of the 

carriers, where the PA effect involves two different 

types of signals. In a PA-based communication, light 

energy is emitted from the transmitter and acoustic 

energy is sensed at the receiver. Such hybrid nature 

complicates the design of a suitable modulation and 

demodulation scheme. Considering all the above 

design challenges, we believe that OOK is the 

simplest, yet effective modulation and demodulation 

scheme for the PA mechanism.  

 

 

 

Figure 7: Generated acoustic signal from a Q-switch 

Nd:Yag laser with repetition rate = 10 Hz 
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 VLC Communication Using a Single Light Source 

     In this chapter, we analyze how we can use a single light source to communicate through the air-water 

interface. For this purpose, we will place a light source at a specific height from the water surface and focus 

the light into the water. Then we will analyze the intensity of light at a specific underwater depth. We use a 

light source with an adjustable beam angle so that we can control the intensity and coverage area inside the 

water. Table 1 provides a summary of the 

parameters used in the analysis. Here, we 

assume that the water medium is 

homogeneous. In our work, we refer to 

the spotlight inside the water as the 

coverage area. 

 Figure 1 shows the 3D view of a 

single light transmitter S and the corresponding 

underwater coverage area. As seen in the figure, a light 

beam gets refracted as it penetrates the water surface. 

For a flat water surface the coverage area inside the 

water will be circular but if the water surface is wavy 

the coverage area will be irregularly shaped as shown in 

Figure 1. Basically, the conical propagation of the light 

will not be evenly refracted since the water surface is 

wavy. To determine the boundary of the coverage area, 

we first consider a cross section of the cone, e.g., the 2D 

plane of the two light beams 𝑆𝐴 and 𝑆𝐵 on the cone 

Table 1. A summary of the important notations 

Notation Description 

Ɵ Beam angle of light source 

da Proximity of the light source to the 

surface 

dw Depth at which the underwater 

node exists 

Ɵi Incident angle of light on the water 

surface 

i Refraction angle of the light beam 

 Angle of the refracted light beam 

edge 

d Diameter of the coverage area 

 𝜂𝑙 Reflectance of light 

𝜏𝑙 Transmittance of light 

P Power of single light source 

 

 
Figure 8: Illustration of light ray direction in a wavy surface 
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surface, and then determine the corresponding underwater point 𝐶 and 𝐷 on the boundary of the underwater 

coverage area. When rotating such a 2D plane, two more points on the coverage area boundary can be 

determined. By incrementally rotating the 2D plane up to 360° we can fully define the underwater coverage 

area, as we explain below.  

4.1 Single Source Analysis  

Figure 8 shows a detailed view of the 2D plan used in the first step. The x-axis in Figure 8 is the water level 

in absence of any waves; the water surface disperses from this level to become wavy. The point 𝑂(0,0) is 

considered the origin. A light source is placed at point 𝑆(𝑥𝑠, 𝑦𝑠) which is at a distance 𝑑𝑎 meter above the 

water surface. 𝜃 is the beam angle of the light source. Ray SE is the incident ray from light source S, which 

strikes at point 𝐸(𝑥𝑒 , 𝑦𝑒) on the water surface at incident angle 𝜃𝑖 with line 𝑀𝑁. Here 𝑀𝑁 is the normal line 

of 𝑃𝑄, where 𝑃𝑄 is the tangent at point 𝐸. The light ray gets refracted at point 𝐺(𝑥𝑔, 𝑦𝑔) from point 𝐸 making 

the transmission angle 𝜑𝑖. The coverage area will be determined by the refracted version of the boundary rays 

of the transmitted light beam. Moreover, to calculate the light intensity at an underwater point 𝐺, we need to 

determine the distance 𝑆𝐸 and 𝐸𝐺, and angles 𝜃𝑖and 𝜑𝑖. The following shows how these measures are 

determined.  

Assume that the water surface function is: 

 𝑦 = 𝑓(𝑥)                                                         (11) 

For wavy water surface we can get the surface function using either Eq. (1) or Eq. (4) and for flat surface this 

is simply a straight line. The tangent at any point on the water surface is the first derivative of surface function 

on that point. Thus, the slope at point E is:  

𝑚𝑃𝑄 = 𝑓
′(𝑥𝑒)                                                                (12) 

In order to calculate incident angle 𝜃𝑖, we need to know the slope of SE and MN, which can be calculated as: 

 𝑚𝑆𝐸 =
𝑦𝑠−𝑦𝑒

𝑥𝑠−𝑥𝑒
=
𝑦𝑠−𝑓(𝑥𝑒)

𝑥𝑠−𝑥𝑒
                                                 (13)                                                                       

𝑚𝑀𝑁 =
−1

𝑚𝑃𝑄
 =

−1

𝑓′(𝑥𝑒)
                                                  (14)                                                              
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Now, the angle between SE and MN is: 

tan 𝜃𝑖 = |

𝑦𝑠−𝑓(𝑥𝑒)

𝑥𝑠−𝑥𝑒
 + 

1

𝑓′(𝑥𝑒)

1− 
𝑦𝑠−𝑓(𝑥𝑒)

(𝑥𝑠−𝑥𝑒)𝑓
′(𝑥𝑒)

|, ➔ 𝜃𝑖 = tan
−1 |

𝑓′(𝑥𝑒)(𝑦𝑠−𝑓(𝑥𝑒))+(𝑥𝑠−𝑥𝑒)

(𝑥𝑠−𝑥𝑒)𝑓′(𝑥𝑒)− 𝑦𝑠+𝑓(𝑥𝑒)
|                                 (15) 

If we know the incident angle, 𝜃𝑖 we can calculate transmission angle 𝜑𝑖 using Snell’s law:      

𝑛𝑎 ∙ sin 𝜃𝑖 = 𝑛𝑤 ∙ sin𝜑𝑖                                                 (16)   

Hence, the slope of line EG is:                              

  𝑚𝐸𝐺 =
𝑦𝑔−𝑓(𝑥𝑒)

𝑥𝑔−𝑥𝑒
         ➔       𝑥𝑔 = 𝑥𝑒 +

𝑦𝑔−𝑓(𝑥𝑒)

𝑚𝐸𝐺
                                   (17) 

Now the relation between 𝜑𝑖, 𝑚𝐸𝐺  and  𝑚𝑀𝑁 is: 

                          tan𝜑𝑖 = |
𝑚𝑀𝑁−𝑚𝐸𝐺

1+𝑚𝑀𝑁.𝑚𝐸𝐺
|                                                              (18)                                                         

If we expand Eq. (18) for 𝑚𝐸𝐺  then we get: 

(𝑚𝑀𝑁
2 ∙ tan𝜑𝑖

2 − 1)∙ 𝑚𝐸𝐺
2 + 2 ∙ 𝑚𝑀𝑁(1 + tan𝜑𝑖

2) ∙ 𝑚𝐸𝐺 + tan𝜑𝑖
2 −𝑚𝑀𝑁

2 = 0               (19) 

Eq. (19) is a quadratic equation of 𝑚𝐸𝐺 . By solving this equation, we will know the value of 𝑚𝐸𝐺  and 

substituting the value in Eq. (17) we get 𝑥𝑔. The value of 𝑦𝑔is simply 𝑑𝑤. Hence, we know the point 𝐺(𝑥𝑔, 𝑦𝑔). 

We next show how to use the above analysis to estimate the coverage area and light intensity. 

4.2 Coverage Area 

Based on the above analysis, for known water surface function and position of the light source, we can find 

the refracted ray in underwater at a given surface point. Figure 8 represents a simple case where lines 

𝑆𝐴  and 𝑆𝐵 are two end rays in the air and the lines 𝐴𝐶  and 𝐵𝐷 are the corresponding refracted rays. Thus, 

if we know points 𝐴  and 𝐵, in this case, we can determine points 𝐶 and 𝐷, respectively, and the line 𝐶𝐷 

contains all the points where the light goes after refraction. Remember this is just one cross-section of the 

coverage area. As illustrated in Figure 8, let 𝑋1 and 𝑋2 be the points where the lines 𝑆𝐴 and 𝑆𝐵 intersect with 

the x-axis, respectively. For a known beam angle, 𝜃, the distance between the middle point of the line 𝑋1𝑋2  

and either point 𝑋1 or 𝑋2 can be calculated as follows: 
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𝑋ℎ𝑎𝑙𝑓 = 𝑑𝑎 tan
𝜃

2
                                                                           (20) 

Now, we can easily calculate the position of point 𝑋1 and 𝑋2 

𝑋1 ≡ (𝑋𝑠 − 𝑋ℎ𝑎𝑙𝑓 , 0) ,       𝑋2 ≡ (𝑋𝑠 + 𝑋ℎ𝑎𝑙𝑓 , 0)                          (21) 

The equation for line 𝑆𝑋1(or 𝑆𝐴) is: 

         
𝑥−𝑥𝑆

𝑥𝑆−𝑥𝑆+𝑋ℎ𝑎𝑙𝑓
=
𝑦−𝑦𝑠

𝑦𝑆−0
    ➔  𝑦𝑆. 𝑥 − 𝑋ℎ𝑎𝑙𝑓 . 𝑦 − 𝑥𝑆 . 𝑦𝑆 + 𝑋ℎ𝑎𝑙𝑓 . 𝑦𝑆 = 0                     (22) 

By solving Eq. (22) we determine the coordinates of point 𝐴. Eq. (22) can only be solved numerically, e.g., 

by applying the Newton Raphson method. Let’s assume initial solution of point 𝐴 is 𝑥0 then we can iterate 

and converge to the solution using: 𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 

Similarly, we can determine the coordinates of point 𝐵. After calculating the coordinates of the two 

endpoints, namely, 𝐴, and 𝐵, we can determine points 𝐶, and 𝐷 using Eq. (17) and Eq. (19). To extend the 

analysis to 3D, the same steps can be followed to determine the coordinates of all boundary points of the 

covered underwater area (i.e., a source with the same 𝜃 and relative position to the water surface, and the same 

surface function). This is like rotating the line 𝑋1𝑋2 horizontally in the x-z plane from 1° to 360°. The accuracy 

 
                             (a)                                 (b)                               (c) 

Figure 9: Illustrating the difference between the actual and effective coverage area for (a) 

shallow water (H= 1 m, T = 5.6 sec, λ=30 m and h = 3 m), (b) deep water (H= 0.2 m; T = 

1.2 sec; h = 10 m), and (c) flat water surface 

 

   (a)                                     (b)                                  (c) 
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of the coverage boundary will depend on the radial angle increment. Figure 9 shows examples for such an area 

based on radial angle increment of 1°. We study the effect of the radial increment later in this section. 

The analysis above implicitly assumes that the light source transmits when its position is vertically aligned 

with the peak of the sinusoidal surface function.  However, in practice, such alignment is rare where the water 

wave always changes with time and consequently the coverage area will vary. Figure 9 shows such variation 

in the coverage area for both shallow and deep water at different times. The figure also shows the coverage 

area for the flat-water surface case. For both the shallow and deep-water cases coverage area is randomly 

changing over time. The variation is less significant for shallow water (Figure 9(a)) because of the high 

wavelength and relatively low amplitude of the water wave. Figure 9(b) shows the results for the deep-water 

scenario. In this figure, the coverage area varies significantly due to the low wavelength. Figure 9(c) shows the 

result of a flat-water scenario. From this figure, we can see there is no change in the coverage area over time 

which is very much expected for a flat non-varying surface.  

It is worth reminding that our goal is to find the underwater area that consistently receives light.  Finding 

such an area is very complex for wavy water surface; therefore, we approximate it using a circle that is centered 

at the projected position of the light source, and whose radius is the minimum distance from its center to the 

boundary of the coverage area for all possible phases.  We call such a circle the effective coverage area.  The 

dotted circle in Figure 9(a) and (b) reflects the effective coverage and corresponds to the area that always gets 

light. For a flat-water scenario, Figure 9(c) confirms that effective coverage area and coverage area are the 

same. Note that in Figure 9 we show the coverage area on the x-z plane, where the transmitter is placed in y-

axis at a distance 𝑑𝑎 meter above from the water surface level (see Figure 8). Thus, the position of the light 

source is (0, 𝑑𝑎, 0).  



 

26 

 

Algorithm and Optimization: Algorithm 1 

summarizes the steps for finding the effective 

coverage area. The algorithm iterates over full wave 

period, T, with an increment of  ∆𝑡. For each of the 

considered wave, the coverage area is determined 

using a cross section (2D plane) and then rotating it 

from 0° to 360° with an increment of ∆𝑟. The value 

of ∆𝑟 simply determines how accurate (continuity) is the coverage area boundary. For each 2D plain, we 

calculate the proximity of the boundary points to the projected position of the light source and track the 

minimum value over all iterations. After considering all times from 0 to T, the minimum distance becomes the 

radius of the effective coverage area (𝑟𝑒𝑓𝑓). The runtime complexity of Algorithm 1 is O (∆𝑟. ∆𝑡). As mentioned 

above, the values of ∆𝑟 vary from   0° to 360°  and  ∆𝑡 vary from 0 to T, where T is the period of the water wave 

function. For example, if ∆𝑟 = 1 , ∆𝑡 = .1 and T = 5 sec, Eq. (22) will be solved 360 × 50 = 18,000 times. 

Obviously, there is a tradeoff where a higher accuracy for determining the coverage area, requires increased 

computational overhead. 

Nonetheless, major optimization can be made if the frequency of the water wave is reasonably high (small 

period and wavelength), such that the light transmission, i.e., width of the cone base, covers one full cycle of 

the water wave. Basically, in such a case if ∆𝑟 is small enough the value of 𝑟𝑒𝑓𝑓 does not change for the various 

time phases because 𝑟𝑒𝑓𝑓 corresponds to a specific wave amplitude and incident angle. Thus, in this particular 

case, the light propagation experiences the same wave amplitude and incident angle for all times within T and 

consequently, we do not need to vary the time phases, i.e., we do not need to run the loop for ∆𝑡, which expedites 

the algorithm execution. It is worth noting that this particular case is expected in almost all practical scenarios; 

for example, if 𝑑𝑎 = 5m, 𝑑𝑤 = 5m, and 𝜃 = 50°  the coverage area is 40 m2 which means the diameter of the 

coverage area is approximately 7m. The coverage area even grows with beam angle and underwater depth as 

shown in the next section.  Figure 9(b) shows the simulation results to capture the effect of ∆𝑟 when the light 

𝑟𝑒𝑓𝑓 = 0    // 𝑇ℎ𝑒 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑟𝑎𝑑𝑖𝑢𝑠 𝑟𝑒𝑓𝑓 

𝒇𝒐𝒓  (𝑡𝑖𝑚𝑒 = 0 to 𝑇, step  ∆𝑡, ) 
− 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑎𝑙𝑙 𝑢𝑛𝑑𝑒𝑟𝑤𝑎𝑡𝑒𝑟 𝑝𝑜𝑖𝑛𝑡 𝑎𝑐𝑟𝑜𝑠𝑠 𝑙𝑖𝑛𝑒 𝐶𝐷̅̅ ̅̅  
− 𝑅𝑜𝑡𝑎𝑡𝑒 𝑡ℎ𝑒 𝑎𝑥𝑖𝑠 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 ∆𝑟𝑓𝑟𝑜𝑚 0° to 
360° in order to determine the coverage area  

− 𝑅 =  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑟𝑒𝑎  
𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑖𝑔ℎ𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 

− 𝑟𝑒𝑓𝑓 = min(𝑟𝑒𝑓𝑓 , 𝑅) 

𝒆𝒏𝒅 𝑓𝑜𝑟 

Algorithm 1: Summary of the steps for defining the 

effective coverage area 
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beam covers at least one full period of the water 

wave. As seen in the figure, for each snapshot 

the circle touches the corresponding coverage 

area at least once. Accordingly, we only need to 

vary ∆𝑟 to get the 𝑟𝑒𝑓𝑓 for a case where ∆𝑟 is 

small enough and the transmitter beam angle 𝜃  

is large enough so that the light covers at least 

one full cycle of the water surface wave. The 

effect of ∆𝑟  on 𝑟𝑒𝑓𝑓  is highlighted in Figure 10, 

where increasing ∆𝑟 causes a major decline in 

the runtime complexity and a slight decrease in accuracy.  A setting of ∆𝑟 up to a value of 5 will have an 

unnoticeable impact on accuracy while dropping runtime by 27% relative to ∆𝑟 = 1.  

No optimization is required for a flat-water surface scenario because the algorithm needs to run only once 

to determine the coverage area. 

4.3 Light Intensity 

In the air, if we know the distance that light travels, then it is very easy to find the intensity. Using the location 

of points S, E and G, in Figure 8, we can easily calculate the distance between them. 

𝑆𝐸 = √(𝑥𝑒 − 𝑥𝑠)2 + (𝑦𝑒 − 𝑦𝑠)2               (23) 

𝐸𝐺 = √(𝑥𝑒 − 𝑥𝑔)
2
+ (𝑦𝑒 − 𝑦𝑔)

2
               (24) 

However, the light intensity at point G depends not only on the distance but also how much light is penetrating 

the surface to the water, i.e., we need to know the transmittance, 𝜏𝑙 and reflectance, 𝜂𝑙 of the water surface. 

The relation between 𝜏𝑙 and 𝜂𝑙 is: 

𝜏𝑙 = 1 – 𝜂𝑙                                                                         (25) 

 
Figure 10: Effect of step size of rotation angle on accuracy of 

𝑟𝑒𝑓𝑓 and runtime of the algorithm. Note that relative runtime 

means in comparison to the case where ∆r = 1 
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Now, the reflectance 𝜂𝑙 depends on the incident and 

transmittance angle and polarity of the light source. If the light 

source is not polarized, then we can express reflectance as 

follows: 

𝜂𝑙 = 
s+ p

2
                                                                        (26) 

where s and p are the reflectance coefficients of s-polarized 

light and p-polarized light, respectively. To determine s and 

p, Fresnel equation can be used. If na and nw are the refractive indexes of air and water respectively, then using 

Fresnel equation s and p are: 


s
= |

𝑛𝑎 𝑐𝑜𝑠 Ɵ𝑖 −𝑛𝑤 𝑐𝑜𝑠 𝜑𝑖

𝑛𝑎 𝑐𝑜𝑠 Ɵ𝑖+𝑛𝑤 𝑐𝑜𝑠 𝜑𝑖
|
2

   and      
p
= |

𝑛𝑎 𝑐𝑜𝑠 𝜑𝑖−𝑛𝑤 𝑐𝑜𝑠 Ɵ𝑖 

𝑛𝑎 𝑐𝑜𝑠 𝜑𝑖+𝑛𝑤 𝑐𝑜𝑠 Ɵ𝑖 
|
2

                      (27) 

Using Eq. (25), (26), and (27) we can show in Figure 11 the relationship between reflectance and transmittance 

and the incident angle. Figure 11 indicates for incident angle below 60°, the transmittance 𝜏𝑙 is almost one. 

After measuring the distances and calculating transmittance, we find the intensity at point G in Figure 8. 

Let’s assume, Ie is the intensity at point E which is just above the water surface and Iew is the intensity just 

below the water surface at the same point. Ie and Iew can be calculated as follows, 

𝐼𝐸 =
2𝜋

𝜃
∙

𝑃

4𝜋∙𝑆𝐸2
                                                               (28) 

Iew = 𝜏𝑙 ∙ 𝐼𝑒                                                                       (29) 

where P is the power of the light source at point S. The intensity Iew will decreases as light travels in the water 

depending on the beam attenuation coefficient, k (𝑚−1), of light in the water medium. 

Thus, the light intensity at point G after traveling 𝐸𝐺̅̅ ̅̅  distance in water can be calculated using Beer’s law as 

[58]: 

𝐼 = 𝐼𝑒𝑤 . 𝑒
−𝑘(𝐸𝐺)                                                                                      (30)        

 

Figure 11: Relationship between transmittance 

and reflectance and the incident angle 
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Generally, the value of k depends on the biological factors of 

water and absorption, 𝑎(𝑚−1) and scattering, 𝑏(𝑚−1) 

coefficient. A detailed analysis of how we can calculate the 

value of k has been given in Appendix A. Eq. (30) is valid 

when no scattered light is recollected. However, some portion 

of the scattered light may reenter into the receiver FOV. In 

Appendix A, we have also shown how to calculate the 

recollection of the scattered light using Eq. (97). In that 

calculation, a scattering factor n (0 ≤ 𝑛 ≤ 1) is used to 

recollect scattered light. This scattering factor is a 

function of the water optical properties (i.e., absorption, scattering, and total attenuation) and system parameters 

(i.e., receiver polarization state, aperture, FOV, and initial laser beam radius and divergence). Figure 12 

illustrates the effect of the scattering factor on light intensity. In this figure, the y-axis reflects the intensity at a 

specific depth of water relative to the intensity at the water surface. As shown in Figure 12, the intensity of the 

light grows with the increase of the scattering factor. In the figure, n = 0 corresponds to the case when no 

scattering light is collected. How to determine the absorption, scattering and scattering factors can be found in 

[59][60][61]. Assuming that the values of these factors are known, we will calculate the light intensity in 

underwater, e.g., at point G. Using Eq. (28), (29) and (30), the light intensity at point G will be: 

𝐼 =
2𝜋𝑃

4𝜋𝜃
∙ 𝜏𝑙 ∙

1

𝑆𝐸2
∙ 𝑒−𝑘∙(𝐸𝐺)                                                    (31) 

Eq. (31) provides the intensity at point G. If we know all points at the water surface, i.e., surface function, we 

can find the intensities at all points covered by the light sources at depth 𝑑𝑤. 

Intensity for a flat surface: For a flat-water surface, Eq. (31) can be simplified. When incident angle,𝜃𝑖 is 

minimum, i.e., zero, the distances 𝑆𝐸̅̅̅̅  and 𝐸𝐺̅̅ ̅̅  become minimum, specifically,  𝑆𝐸̅̅̅̅ =  𝑑𝑎 and 𝐸𝐺̅̅ ̅̅ =  𝑑𝑤. In this 

case, the intensity is maximum. Reflecting this condition in Eq. (31) we can get the maximum intensity 𝐼𝑚𝑎𝑥 

for a flat-water surface as follows: 

 

 
Figure 12: Effect of scattering factor, n on the light 

propagation 
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𝐼𝑚𝑎𝑥 =
2𝜋𝑃

4𝜋𝜃
∙ 𝜏𝑙 ∙

1

𝑑𝑎
2 ∙ 𝑒

−𝑘∙(𝑑𝑤)                                            (32) 

The minimum intensity, 𝐼𝑚𝑖𝑛, corresponds to 𝜃i = 𝜃/2 and i = . In this case 𝑆𝐸̅̅̅̅  and 𝐸𝐺̅̅ ̅̅  become maximum 

where 𝑆𝐸̅̅̅̅ =  
𝑑𝑎

cos
𝜃

2

 and 𝐸𝐺̅̅ ̅̅ =  
𝑑𝑤

cos𝜑
.  Reflecting this condition in Eq. (31), 𝐼𝑚𝑖𝑛 for flat water surface will be: 

𝐼𝑚𝑖𝑛 =
2𝜋𝑃

4𝜋𝜃
∙ 𝜏𝑙 ∙

1

(
𝑑𝑎

cos
𝜃
2

)

2 ∙ 𝑒
−𝑘∙(

𝑑𝑤
cos𝜑

)
                                                      (33) 

Using Algorithm 1 we can find the coverage area and using Eq. (31), (32), and (33) we can calculate the 

intensity on that area. Figure 13 shows such theoretical relation between coverage area and intensity for a flat-

water surface, where d is the diameter of the coverage area. From 

this figure we can see, the light is confined within a circle with 

diameter d for a specific beam angle, θ. The intensity is zero 

outside, maximum (Imax) in the middle (center) and minimum in 

the edges (Imin) of this circular area. By controlling θ, da, dw, and 

P, the value of d, Imax, and Imin can be varied. In the next section, 

we leverage the above analysis of a single light source to study the 

cases of multiple beamformed light sources. 

 

 

           
Figure 13: Relation between coverage 

area and intensity for single light source. 

          



 

31 

 

 Multiple Beamformed Light Sources 

In the previous chapter, as we analyzed the underwater 

coverage and intensity for a single light source, the 

coverage area inside the water mainly depends on the 

light source beam angle, θ where the coverage usually 

grows with the increase of θ. On the other hand, the 

light intensity within the covered underwater area 

depends on both light source power, P and θ. If P is 

constant, the light intensity diminishes with the 

increase of θ. We are particularly interested in 𝐼𝑚𝑖𝑛 

because it reflects the ability of an optical receiver to successfully receive a transmission. Using Eq. (33) we 

can determine the relation between 𝐼𝑚𝑖𝑛 and θ, which has been shown in Figure 14. From this figure, it is 

obvious that 𝐼𝑚𝑖𝑛 decreases quickly when broadening the angle θ.  On the other hand, having a large coverage 

area is also an important factor for successful transmission because of the uncertainty of the underwater node 

position due to the water current. Thus, there is a tradeoff between coverage area and intensity.  

Through our analysis in this chapter, and the simulation results in the next chapter, we will show how to 

increase the gain in both the coverage area and intensity using the same total transmission power distributed 

into multiple light sources, as illustrated in Figure 15. We call it beamforming multiple light sources. In optical 

beamforming, the coverage area of multiple light sources overlaps inside the water and the light intensity on 

that region becomes the sum of the individual light sources capable of reaching to same area. Maintaining 

higher coverage area using optical beamforming has some other advantages as well. In [62], a secure downlink 

transmission communication link has been made using multiple light inputs by designing transmit 

beamformers that maximize the achievable secrecy rate. Moreover, a higher signal-to-interference-plus-noise 

ratio (SINR) is possible using beamforming. In [63] a multi-element VLC transmitter architecture for different 

 
Figure 14: Changes of 𝐼𝑚𝑖𝑛  for different beam angles 

of a single light source. The plot is based on setting da 

= 10m, dw = 10m and p = 100w/m2. 
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configurations is proposed. Multi-element transmitters with three, seven, and nineteen LEDs are compared 

with a single light transmitter in terms of SINR and illumination. The transmitter configuration with three 

LED has been found to yield the best performance for simultaneously achieving good illumination and SINR 

distribution.  

5.1 Positioning of Multiple Light Sources 

Based on the analysis in the previous section for a single light source, here we study the positioning of multiple 

beamformed light sources so that the size of coverage area is maximized while keeping the intensity level 

throughout the covered area sufficiently high for good SINR. We distribute the same power P which is used 

for the baseline setup of a single light source, among the beamformed transmitters. For example, if we have 

four beamformed sources, each is allocated power of P/4. It should be noted that if there is no power budget, 

i.e., one can use the same power P for all transmitters, the positioning problem becomes finding coverage 

patterns with least overlaps, which has been extensively used in the realm of sensor networks [64]; with the 

constrained total power budget, 

the problem becomes more 

complicated due to the coverage 

and intensity tradeoff as 

discussed at the beginning of this 

subsection. Thus, we opt to find 

the best number of beamformed 

transmitters and determine their 

positions relative to one another, 

i.e., deployment pattern.   

Conventional node placement for maximized coverage opts to employ the least number of nodes; thus, the 

objective is to minimize overlap among the regions covered by the individual nodes. Fundamentally a 

placement pattern is determined, and the entire deployment area is then tiled using such a pattern. In the realm 

 
Figure 15: Communication through the air-water interface using multiple 

light sources 
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of sensor networks, an equilateral triangle has been shown to achieve optimal results, where sensors of disc-

shaped ranges are placed on the vertices of the triangles [64]. In such a pattern, there is no point in the triangle 

that is covered by more than 2 sensors. However, for distributed beamforming, the placement pattern of the 

light sources should ensure the presence of a commonly covered region, i.e., a region that is covered by 

multiple beamformed sources, in order to enable the establishment of highly reliable communication links for 

the underwater receiver located in such a region. Figure 16 shows sample beamforming patterns for varying 

count and positions of light sources.  As seen in the figure, the intensity in areas with non-overlapped 

coverage, i.e., Imin, diminishes with the increased number of sources, which ultimately leads to weaker SINR. 

Thus, it is important to have areas with maximal overlap among the sources.  

Another important factor is the size of maximal coverage for the placement pattern; this is important to 

mitigate uncertainty about the location of the underwater nodes where water current causes the node to drift 

while communicating with the beamformed sources and between consecutive data sharing sessions with the 

airborne unit(s). Based on such a criterion, the placement pattern in Figure 16(b) is better than that in Figure 

16(c) for three beamformed sources, despite the fact that the pattern of Figure 16(c) yields better coverage. 

Fundamentally, the pattern in Figure 16(b) has two advantages in our particular application. Firstly, as water 

 
Figure 16: Sample arrangement for: (a) two, (b) three in straight line, (c) three in triangular, (d) 

four, (e) five, and (f) six light sources. Same power ‘P’ is equally split among all sources. 
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current can cause an underwater receiver to drift away in one direction, the three light sources can be easily 

aligned in that direction. Secondly, due to the increased overlap in the central region, we can use that region 

for establishing a highly robust communication link between the airborne unit and the underwater node, i.e., 

we have a larger area that experiences Imax. With the increased number of light sources, it becomes quite 

difficult and inflexible to reposition the individual sources to cope with underwater drifts; especially the 

coverage area becomes more diverse in terms of the number of overlapped light sources. Furthermore, the 

splitting of the total power on many sources will diminish Imin and thus the increased coverage could more or 

less become illusive in this case since the receiver will experience low SINR in areas covered by few sources. 

For example, in Figure 16(f) areas covered only by one source will experience Imin that is 1/2 that of those 

covered by one source in Figures 16(b) and 16(c). 

5.2 Analysis of Three Beamformed Light Sources  

As concluded above, the collinear positioning of three light sources, shown in Figure 16(b), is deemed the 

most suitable arrangement for beamformed transmission across the air-water interface. This subsection 

analyzes the effect of the inter-source proximity on the coverage and light intensity for both flat and wavy 

water surfaces.  

Flat Water Surface: From Figure 15, the distance between two light sources is denoted by x, and the diameter 

of the coverage area of a single light source is referred to by d. We can calculate the total coverage area, C at 

𝑑𝑤 meter depth for three collinear light sources as follows: 

𝐶 = 3𝜋 (
𝑑

2
)
2

− 𝑑2 cos−1 (
𝑑−𝑥

𝑑
) + (𝑑 − 𝑥) √𝑑2 − (𝑑 − 𝑥)2                                (34) 
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The light intensity at any point within the C is the sum of the light intensity of individual light sources. If the 

intensity at any point at 𝑑𝑤 meter depth for three light sources are I1, I2, and I3, respectively, then Total 

intensity, 𝐼𝑡𝑜𝑡𝑎𝑙 on that point is: 

Itotal  =  I1 + I2 + I3                                                                                                      (35) 

Using Eq. (34) we can calculate the coverage area for different inter-light sources distances, as shown in Table 

2. We will study the coverage area and light intensity on that area more through simulation in the next section. 

 

Wavy Water Surface: Using Algorithm 1, we can find the effective diameter of the coverage area for a single 

light source. Let’s assume for some given parameter the diameter of the effective coverage area is 𝑑𝑒𝑓𝑓 and 

again if the distances between light sources are  meters, then we can get the coverage area for three light 

sources using Eq. (34) as: 

𝐶𝑒𝑓𝑓 = 3𝜋 (
𝑑𝑒𝑓𝑓

2
)
2

− 𝑑𝑒𝑓𝑓
2 cos−1 (

𝑑𝑒𝑓𝑓−𝑥

𝑑𝑒𝑓𝑓
) + (𝑑𝑒𝑓𝑓 − ) √𝑑𝑒𝑓𝑓

2 − (𝑑𝑒𝑓𝑓 − )
2
               (36)                                             

The value of 𝑑𝑒𝑓𝑓 depends on the water wave amplitude and frequency hence 𝐶𝑒𝑓𝑓 also depends on the water 

surface function. In the next section, we will study Eq. (36) through simulation. For intensity calculation again 

if we know the intensity at a specific point for every single light source then the total intensity is simply the 

sum of all those intensities like Eq. (35). 

 

Table 2. Relation between total coverage and inter light source distance. 

Distance (x) Total coverage (C) 

d/2 3𝜋 (
𝑑

2
)
2

− 𝑑2 cos−1 (
1

2
) +

√3

4
𝑑2 

0 𝜋 (
𝑑

2
)
2

 

0 < x < d/2 𝜋 (
𝑑

2
)
2
< C <  3𝜋 (

𝑑

2
)
2
− 𝑑2 cos−1 (

1

2
) +

√3

4
𝑑2 
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 Validation Results of VLC Communication 

In this chapter, the coverage area and light intensity inside the water is extensively studied using MATLAB. 

The simulation is done for various surface wave parameters, beam angle (𝜃), and for various values of 𝑑𝑎 and 

𝑑𝑤. In addition, a lab experiment has been conducted to validate the simulation results. Simulation is done for 

both wavy and flat surface. We will start with the flat surface simulation and experiment, and then show the 

result for a wavy surface. 

6.1 Simulation for a Flat Water Surface  

The intensity and coverage area calculation are quite different depending on the surface function (flat or 

wavy). In this subsection, we present the results for a flat-water surface for both single and multiple 

beamformed light sources.  

Single light source: The effect of 𝜃 and dw on the light 

intensity and coverage have been captured first for a single 

light source. Again, keep in mind that the coverage area is 

measured by tracking the diameter 𝑑 of the coverage area 

for a single light source, i.e., d = 𝐶𝐷̅̅ ̅̅  in Figure 1. In this 

simulation, the transmitted power, 𝑃 is set to 30 mW and 

attenuation coefficient of water, k = 0.1 (a = .05, b = 0.05), 

n = 0 (no scattered light is collected). Moreover, we 

assume that transmittance, 𝜏 is constant and equals to 0.97 

for all incident angles less than 60, as explained in Figure 

11. The value of 𝑑𝑤 has been varied from 1 to 10 meters 

to track down intensity and coverage area while keeping 

 
                                               (a) 

 
Figure 17: The coverage and light intensity at 

various underwater depth for a single light source 

placed in air at a height, da = 5m, from the water 

surface with beam angle, θ=10°, 20°, and 50° 

 
 

 

(b) 
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𝑑𝑎 fixed for different 𝜃 (𝜃 = 10°, 30°, and 50°). The results are plotted in Figures 17(a) and 17(b). 

Figure 17(a) shows the relation between the size of the coverage area and water depth for various 𝜃. The 

results indicate that 𝜃 has a dramatic effect on coverage. For small values of 𝜃, the coverage area is very small 

which is risky since the underwater node may drift away from that small coverage area due to the water 

current. A large value of 𝜃 clearly gives better coverage, particularly for increased water depth. 

On the other hand, Figure 17(b) shows the relationship between Imin and Imax with 𝜃 and dw. As expected, 

the light intensity is higher for smaller beam angles. The intensity diminishes rapidly for larger beam angle, 

especially the gap between Imin and Imax grows with the increased value of 𝜃. Overall, the plot confirms the 

tradeoff between coverage and intensity which has been discussed in the previous section.  

Beamformed sources: Figure 18 shows the same analysis for the multiple light sources. Here all parameter 

has been set exactly the same as the single light source except 

the total power 𝑃, where the total 30 mW has been divided 

equally among the three light sources. The inter-distance 𝑥 

between light sources has been set to 
𝑑

2
. Figure 18(a) and 

18(b) shows the results for coverage and light intensity. 

When comparing Figure 17(a) and 18(a), it is obvious that 

beamforming multiple light sources almost doubles the 

coverage area for the same 𝜃 and 𝑑𝑤. It is very important for 

tolerating node drifts and thus enabling the establishment of 

robust communication links. Figure 18(b) shows the result of 

light intensity. The figure shows that beamforming does not 

affect the 𝐼𝑚𝑎𝑥, yet 𝐼𝑚𝑖𝑛 is significantly less than the Figure 

17(b), which is very much expected since the transmission 

power of each of the three sources is 1/3 that of the single 

  
(a) 

 
Figure 18: The effect of underwater distance 

on the coverage and light intensity for three 

collinear beamformed light sources places at 

height da = 5m above the water surface. 

 
 

 

(b) 
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source used for Figure 18(b). In practice, Imin is very important and determines the number of sources and the 

total power since it affects the SINR. 

Figure 19 opts to highlight the benefit of multiple light sources. The coverage is measured using the 

diameter of coverage area in the x-axis, while the intensity is reported in the y-axis. Figure 19(a) shows the 

light intensity and coverage for a single light source with da = 5m and dw = 5m, 𝜃 = 30° and p = 30mW. For 

such configuration, the diameter of the coverage area is 4.66m. In Figure 19(c), the plot for beamformed 

sources is shown for the same 𝑑𝑎, 𝑑𝑤, and 𝜃 settings, where the 30mW power is divided equally among three 

light sources. In this case, the diameter of the coverage area is 9.26m, which is almost double the value for a 

single source with the same power in Figure 19(a). If we want to achieve the same coverage with only a single 

light source, a bigger beam angle of 57° is needed, as shown in Figure 19(b). In other words, Figures 19(b) 

and 19(c) are equivalent in terms of coverage. In addition, the minimum intensity in both Figures 19(b) and 

19(c) is almost the same. Thus, with multiple light sources, we get a coverage area which holds high intensity. 

This is very important in case of turbid water because turbid water reduces the light intensity. Thus, the 

beamformed light sources configuration provides better SNR in this case.  

 

                                  (a)                   (b)                 (c) 
Figure 19: Comparison of intensity and coverage area for a single light source with different beam 

angles in (a), and (b), and for three beamformed sources in (c), where da = 5m and dw = 5m. 
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6.2 Wavy Surfaces  

Most of the time, the water surface is not flat where waves 

form due to the wind and earth gravity. We have used Eq. 

(1) and Eq. (4) to generate a wavy water surface. In this 

subsection, we discuss the simulation results for a wavy 

water surface for both single and multiple light sources.  

A water surface wave has two important parameters, 

namely, wave amplitude and the time when the water 

surface function is captured. Such time can vary from 0 to the wave period, T. We have analyzed the effect of 

both parameters on the intensity when a single light source is used. In this simulation, the source is placed 5m 

above the water and the receiver is assumed to be at 5m depth, i.e., da = 5m and dw = 5m. Figure 20 shows the 

results when the water wave’s amplitude is changed between, 0 (flat), 0.1, 0.3 and 0.4 meters. The plot reflects 

the intensity assuming a cnoidal shaped surface at zero time, i.e., the peak of the wave is vertically aligned 

with the light source. We can see intensity spreads almost equally within the coverage area for low amplitude, 

which means there is less deviation between the maximum and minimum intensity.  

Water surface function always changes with time. Figure 21 shows the effect of time on light intensity 

when a single source is employed. The time can vary from 0 to wave period, T. Figure 21 shows the results 

for the time of 0, 0.5, and 0.8 sec, where the area covered by the light inside water always varies in accordance 

with time, as illustrated also in Figure 9.  

The interest is in the effective coverage area which is 

covered by light all the time. Figure 22 shows the effective 

coverage area when applying Algorithm 1. For different 𝜃 

(𝜃 = 20°, 30°, and 50°), Figures 22(a) and 22(b) 

provide the results for single and multiple light sources, 

respectably. When comparing Figures 22, 17(a) and 18(a), 

 
Figure 20: Effect of water surface wave’s 

amplitude on intensity for single light source 

 
 

 

  

 

 
Figure 21: Effect of instantaneous time on 

intensity for single light source 
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the effective coverage area is always smaller 

than the coverage area for a flat-water surface for 

both single and multiple light sources. Figure 23 

shows the difference between coverage areas for 

single and multiple light sources for varying 

wave amplitude. Note that zero amplitude 

corresponds to a flat-water surface. As evident 

from the figure, the coverage area diminishes 

with the increase of wave amplitude, which is 

expected given the increased scattering of light rays.  Again, the use of multiple beamformed sources will 

yield better coverage; yet the effect of wave amplitude is consistent.  

 For multiple light sources, we have repeated analysis of Figure 19 in presence of water waves. Again, we 

have considered same parameters as used for flat water surface (da = 5m, dw = 5m, p =30mW for a single light 

source, and 10 mW for each of the three beamformed light sources). Figure 24 shows the simulation results 

for water wave’s amplitude 0.3m. This figure is identical with Figure 19 except there are variations in the 

intensity between the maximum and minimum intensity due to the presence of surface waves. 

6.3 Lab Experiment 

In order to validate the theoretical analysis and simulation 

results, a lab experiment has been conducted using a 

122cm×46cm water tank. The tank is made of clear glass. 

Given the size constraint of the water tank, it is not possible 

to generate significantly sized water waves that cause 

measurable impacts on the light intensity inside the water. 

Therefore, we conducted our lab experiment only for a flat-

water surface. We have used blue LED light, which has the 

 
                              (a)                                   (b) 

Figure 22: Coverage area in presence of water waves for 

both (a) single and (b) multiple light sources 

 

 

 
(a)                                  (b) 

Figure 23: Changes in coverage area for 

different wave amplitude for (a) Single light 

source, (b) three beamformed sources. 
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lowest attenuation coefficient in the water, as mentioned earlier. As a light source, we have used 

WAYLLSHINE® Zoomable Scalable CREE LED 3 Mode 200 Lumen 150 Yard Flashlight, which can be 

configured for different beam angles. As a photodetector 10mm² PIN detector (PC10-6b TO) has been used 

since it has a high response for blue LED light. In the experiment three light sources have been used with 10 

 
                                        (a)             (b)                     (c) 

Figure 24: Comparing intensity and coverage area for both single (a), (b) and multiple light 

sources (c) at da = 5m and dw = 5m for wavy water surface. 

 
 

 

 

 
Figure 25: Experimental and theoretical results for light intensity at da = 0.25m 

and dw = 0.46m, with = 52° 
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mW power each. The water attenuation coefficient, 𝑘 is measured and found to 0.1 𝑚−1. Due to the small 

room and tank size, the experiment is done with da = 0.25m and dw = 0.46m. The beam angle is set to 52°,  

which is found to provide maximum coverage area inside the water tank for the above value of 𝑑𝑎 and 𝑑𝑤. 

The experiment is done under dark setting to avoid the ambient noise from external light sources. Both the 

experimental and simulation results are shown in Figure 25. From this figure, we can see the experimental 

results almost match those obtained via simulation. 
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 Modulation: Adaptive DPPM 

 

After doing extensive analysis on coverage area and intensity of a VLC system, we gear our research toward 

focusing on a suitable modulation technique for such kind of application. In chapter 2 we have mentioned that 

DPPM is the most suitable modulation technique for VLC operation across the air-water interface. We have 

also discussed changing M dynamically in DPPM is very important for the VLC links. However, if the 

transmitter module changes the value of M dynamically, it will not be possible for the receiver to demodulate 

the DPPM data. In this chapter, we design a novel frame structure which contains the information of M so that 

the receiver module can decode the received signals. This frame structure also helps in detecting error within 

a frame. We call this Adaptive DPPM (ADPPM) frame since it contains the information of M and changing 

the value of M will not hinder correct reception. We will first design a frame structure for the proposed ADPPM 

protocol and then develop an algorithm for fitting the encoded data in such a frame structure. We also show 

how this frame structure can be decoded. Finally, we propose an additional algorithm for determining the 

appropriate value of M, and consequently the symbol size L. 

7.1 Frame design 

Figure 26 shows our proposed ADPPM frame structure. In this frame, the payload is the modulated version of 

the actual message data. If 𝐷𝑚 is the data size of the actual message, then the maximum and minimum payload 

can be calculated as follows: 

𝑃𝑚𝑎𝑥 = 2
𝑀 ×

𝐷𝑚

𝑀
  and   𝑃𝑚𝑖𝑛 =

𝐷𝑚

𝑀
                                       (37) 

 
Figure 26: ADPPM frame structure 
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Delimiters: A guard band, G, is added before and after the payload. At the end of the frame, another guard 

band is added to inform the receiver about the frame boundary; recall the frame size of DPPM is variable. 

Theoretically, the bit pattern for G could be anything as long as the transmitter and receiver know it. Obviously, 

a similar bit pattern may appear in the payload and additional information may be included to distinguish 

guards from data, as we explain below. Generally, the size of G, denoted |G|, is subject to tradeoff. Using a 

large bit pattern for G will diminish the probability of having a similar pattern within the payload, and vice 

versa.  In our approach, if the same pattern appears in the payload, an additional zero is appended to such a 

pattern in the payload. For example, if G is picked to be ‘0110’, any time the pattern ‘0110’ appears in the 

payload, an additional zero is inserted in the middle making it ‘01010’ instead. A field, called 𝐸𝑍𝑃𝑠, is included 

in the frame to identify the added zeros due to matching the guard G within the payload. Basically, 𝐸𝑍𝑃𝑠 

contains the position of all those extra 0’s. If ezp represents the position of only one extra 0, EZPs can be 

expressed as follows: 

𝐸𝑍𝑃𝑠 = 𝑒𝑧𝑝 × 𝑁0                                                                     (38)                                                                               

Where 𝑁0 denotes the number of extra 0’s. The size of each ezp depends on the 𝑃𝑚𝑎𝑥 since it represents the 

maximum size of the payload. For example, if maximum size of payload, 𝑃𝑚𝑎𝑥 = 128 bits, we need at least 7 

bits to represent each extra 0 position. We can express this as follows: 

𝑒𝑧𝑝 =  log2(𝑃𝑚𝑎𝑥) =  log2 (2
𝑀 ×

𝐷𝑚

𝑀
)                                            (39)    

Thus, the size of 𝐸𝑍𝑃𝑠 varies depending on the value of 𝑁0. The maximum value of 𝑁0, denoted 𝑁0,𝑚𝑎𝑥, 

corresponds to the case that all consecutive groups of |G| bits in the payload matches the bit pattern of G.  

𝐸𝑍𝑃𝑠𝑚𝑖𝑛 = 0   𝑎𝑛𝑑     𝐸𝑍𝑃𝑠𝑚𝑎𝑥 = 𝑒𝑧𝑝 × 𝑁0,𝑚𝑎𝑥                                         (40)                                                        
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It is important to note that distinguishing the payload from G is essential only for the guard band after the 

payload in the frame since it can cause confusion about when the payload field actually ends. Therefore, 

overlapped matches of G within the payload is not warranted. Thus, 

𝑁0,𝑚𝑎𝑥 = ⌊
𝐷𝑚

|𝐺|
⌋                                                                    (41)   

Determining M: In addition to 𝐸𝑍𝑃𝑠, we also introduce an extra field, namely, 𝑁𝑂𝑃 to enable correct 

demodulation. NOP, which stands for number of 1’s in the data payload. Such a field is necessary to inform 

the receiver about the value of M used by the transmitter. Assume that 𝑁1 is the number of 1’s that the data 

payload. Given that DPPM sends only one “on” pulse for each M bits,  𝑁1 can be calculated as follows: 

𝑁1 =
𝐷𝑚

𝑀
                                                                               (42)                                                                                           

Thus, the size of the 𝑁𝑂𝑃 is 

𝑁𝑂𝑃 =  log2 (
𝐷𝑚

𝑀
) + 1                                                                  (43)                                                                          

The size of the NOP is fixed and is determined based on the maximum value of 𝑁1, which corresponds to the 

minimum value of M that will be used in communication. If 𝐷𝑚 is fixed, by knowing the decimal value in the 

NOP field in the frame, the receiver can estimate the value of M from Eq. (42).                                                                                   

7.2 Protocol Efficiency 

 

In the frame, anything other than the payload is called overhead. Thus, the overhead for our proposed frame 

structure is: 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 = 3|𝐺| + 𝑁𝑂𝑃 + 𝐸𝑍𝑃𝑠                                                    (44)                                                                       

Substituting the value of NOP and EZPs from Eq. (38), and (43) we get: 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 =  3|𝐺| + log2 (
𝐷𝑚

𝑀
) + 1 + 𝑒𝑧𝑝 × 𝑁0                                          (45)                                                                
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Now, by knowing the payload and overhead we can calculate the protocol efficiency, 𝜂 of the communication 

system as follows: 

𝜂 =
𝐷𝑎𝑡𝑎 𝑠𝑖𝑧𝑒

𝑃𝑎𝑦𝑙𝑜𝑎𝑑+𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑
                                                                    (46)                                                                                

This protocol efficiency, 𝜂 is very important to understand the maximum value of message data, 𝐷𝑚 that should 

send in one frame. It also tells us how effectively we can design a data frame. We want this as big as possible. 

The largest 𝜂 is when the payload, and overhead is at minimum. From Eq. (37) we can get the minimum 

payload.  Eq. (40) indicates that the overhead is minimum when EZPs = 0, i.e., when payload contain no guard 

pattern, G. Thus, 

𝜂𝑚𝑎𝑥 =
𝐷𝑚

𝐷𝑚
𝑀
+3|𝐺|+log2(

𝐷𝑚
𝑀
)+1 

                                                                (47) 

Meanwhile, the minimum value of 𝜂 corresponds to maximum overhead and payload, and will be: 

𝜂𝑚𝑖𝑛 =
𝐷𝑎𝑡𝑎 𝑆𝑖𝑧𝑒

𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑚𝑎𝑥+ 𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑚𝑎𝑥
                                                         (48)   

Using Eq. (40), (41), and (45), the maximum overhead. 

𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑚𝑎𝑥 = 3|𝐺| + log2 (
𝐷𝑚

𝑀
) + 1 + 𝑒𝑧𝑝 × ⌊

𝐷𝑚

|𝐺|
⌋                                        (49)                                              

From Eq. (37) the maximum size of payload is 2𝑀 ×
𝐷𝑚

𝑀
. However, we need to note that the payload may 

contains zeros due to matches of G with the data bits; in the worst cases the bit pattern of the data is simply a 

sequence of matches of G and 𝑁0,𝑚𝑎𝑥 bits are added. Therefore, the maximum payload is further updated to 

factor in the situation when 𝑁0 is maximum, i.e., using Eq. (41). Thus, 

𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑚𝑎𝑥 = 2
𝑀 ×

𝐷𝑚

𝑀
+ ⌊

𝐷𝑚

|𝐺|
⌋                                                      (50)                                                                            

Substituting  𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑚𝑎𝑥 and 𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑚𝑎𝑥 from Eq. (40), (49) and (50) into Eq. (48), we can derive formula 

for  𝜂𝑚𝑖𝑛. 
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𝜂𝑚𝑖𝑛 =
𝐷𝑚

3|𝐺|+ log2(
𝐷𝑚
𝑀
)+1+log2(2𝑀×

𝐷𝑚
𝑀
)⌊
𝐷𝑚
|𝐺|
⌋+2𝑀×

𝐷𝑚
𝑀
+⌊
𝐷𝑚
|𝐺|
⌋ 
                                   (51)    

From Eq. (47) and (51) we can note that the maximum and minimum protocol efficiency mainly depends on 

the message data length, 𝐷𝑚 and M. Such a relation is captured in Figure 27. From this figure we can see that 

for large values of 𝐷𝑚, 𝜂𝑚𝑖𝑛 and 𝜂𝑚𝑎𝑥 do not depend that much on M. On the other hand, for smaller 𝐷𝑚, 

growing M boosts 𝜂𝑚𝑎𝑥 and diminishes 𝜂𝑚𝑖𝑛. At this point we need to keep in mind that though higher 𝐷𝑚 

give us slightly better protocol efficiency, it also makes the 

frame size bigger which means if there is any error, we need 

to send that bigger frame again which eventually decreases 

the bandwidth efficiency. Therefore, we need to choose 𝐷𝑚 

as low as possible which also provides reasonable protocol 

efficiency. For example, if 𝐷𝑚 = 32 bits, we get 

reasonable protocol efficiency, when 𝐷𝑚 < 32 the 

maximum protocol efficiency drops drastically. 

Consequently, in the validation (Section 7.4) we choose 𝐷𝑚 = 32 bits. 

 

 
Figure 27: Effect of data size, 𝐷𝑚 and M on 

protocol efficiency, η 
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7.3 Algorithms and Illustrative Examples 

Based on the frame design and analysis above, in this subsection we develop two algorithms to: (i) generate 

the ADPPM frame structure at the sender, and (ii) demodulate the frame at the receiver. We will also propose 

another algorithm to dynamically change the value of 

M to maintain certain packet error rate (PER). 

Algorithm 2: A pseudo code summary of the steps for 

creating an ADPPM frame is shown in Algorithm 2. We 

will explain such an algorithm step by step using the 

example shown in Figure 28. The presentation follows 

higher level steps that those in Algorithm 2. 

Step 1: The key parameters, namely, the size of input 

data, 𝐷𝑚, the guard pattern, G and the modulation 

index, M, are to be determined. In the example, 𝐷𝑚 = 32 bits and 𝑀 = 4, i.e., 𝐿 =  2𝑀 = 16. We also 

assume that 𝐺 = ′0110′. 

Step 2: The values of ezp and NOP are calculated according to Eq. (39) and (43), respectively. In the example 

NOP = 4 bits and ezp = 7 bits. 

Step 3: Apply DPPM to modulate on input data. 

------------------------------------------------------------------------------- 

Input: Message data, 𝐷𝑚 

Output: ADPPM frame 

---------------------------------------------------------------- 

1. initialize: M, 𝐷𝑚, G 

2. set NOP = M/𝐷𝑚 

3. set bit size for each extra zero position (ezp) 

4. payload = mod_data = DPPM modulation of 

the input data 

5. if (mod_data contains G) 

6. add extra zero in the payload and update 

EZPs 

7. end if 

8. set ADPPM frame = G + payload + G + NOP 

+ EZPs + G 
____________________________________________________ 

Algorithm 2. Steps for generating an ADPPM 

frame 
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Step 4: Check the data for matches to 

the guard pattern, G. Anytime the 

pattern of G is encountered in the 

payload an extra 0 will be added and 

EZPs field will be updated, as shown 

in the Figure 28.   

Step 5: Form a frame following the format shown in Figure 26. 

Algorithm 3: The outlined steps 

explain how a receiver can decode 

an ADPPM frame and extract the 

message data, 𝐷𝑚. This algorithm is 

illustrated using the example shown 

in Figure 29. Again, the discussion 

follows higher level steps that those 

shown in Algorithm 3. 

 
Figure 28: An example ADPPM frame 

 
 

 

 
Figure 29: An example of decoding received ADPPM frame 
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Step 1: At first a receiver, Rx will look for the positions of the guard pattern, G throughout the whole frame. 

Since according to the format in Figure 26, a 

transmitter, Tx, would have added G three times, Rx 

should receive at least three guard patterns. If there is 

any error Rx can receive less or more than three guard 

patterns. In case of the former, the frame should be 

resent by Tx. On the other hand, since Tx added extra 

0’s in the payload, Rx should not receive more than 

three guard patterns if there are no errors. However, 

theoretically it may happen, because the EZPs field 

itself can contain a pattern that matches G. Thus, if Rx 

observes more than three instances of G, it does not 

conclude that an error has occurred. 

Step 2: Rx will extract the payload and the control 

segment within the frame. The latter will further be 

divided into two parts, corresponding to NOP and EZPs. 

Step 3: Depending on the decimal value of bits in the EZPs, extra 0’s will be discarded from the payload. After 

discarding them, the payload will reflect DPPM modulated data. 

 

Step 4: The number of 1’s in the DPPM data should match the value of NOP. In the example NOP = 8. We 

can also see DPPM data contains 8 1’s. If these two fields do not match there are errors in the packet. Given 

that the Rx knows that 𝐷𝑚 = 32, the value of M can be concluded by diving 𝐷𝑚 by NOP. 

-------------------------------------------------------------------------------- 

Input: Received ADPPM frame 

Output: Message data, D 

-------------------------------------------------------------------------------- 

1. Check the guard positions, G in the received data 

2. if (no. of G <3 or no G found in the beginning and end) 

3.     ack = 0 

4. else 

5.    extract payload and control segment 

6.    if (no. of bits in the control seg. < NOP) 

7.       ack =0 

8.    else 

9.       extracts NOP and EZPs 

10.       if (mod(EZPs, ezp) ≠ 0) 

11.          ack = 0 

12.       else 

13.          ack =1 

14.       if (EZPs ≠ 0 ) 

15.           get the decimal value of each ezp 

16.           if (max(decimal value of each ezp)< no. of payloads) 

17.              delete extra zeros from the payload 

18.          end if 

19.       end if 

20.       if (no. of 1’s in the payload = NOP) 

21.          demodulate payload 

22.       else 

23.          ack = 0 

24.       end if 

25.     end if 

26.   end if 

27. end if 

_____________________________________________________ 

Algorithm 3. A demodulation of an ADPPM frame 
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Step 5: Rx will then demodulate the DPPM data to get 

the actual message data, 𝐷𝑚. While decoding Rx will 

use the value of M inferred from the previous step. 

Algorithm 4: Leveraging Algorithms 2 and 3, this 

algorithm calculates PER and dynamically changes 

value of M depending to such PER. In Algorithm 4, a 

value M is initially chosen and then depending on PER 

either we decrease or increase M. In the validation 

section, both Algorithms 2, 3 and 4 will be explained 

with simulated data. 

7.4 Validation Results 

We have implemented Algorithms 2, 3 and 4 in MATLAB. Through simulation, we have analyzed PER, bit 

rate for different value of SNR and underwater depth, 𝑑𝑤. In this simulation we change the value of M and 

visualize the effect of M on bit rate and PER. 

Figures 30 and 31 capture the effect of M in bit rate and PER calculation for different SNR. These results 

have been generated using Algorithms 2 and 3. Figure 

30 shows that if the value of M is increased the bit rate 

decreases. This is expected due to the fact that the 

modulated data size grows with the increase of M, 

which ultimately decreases the bit rate; recall that the 

symbol L exponentially grows with the increase in M. 

On the other hand, Figure 31 shows that PER decreases 

with the increase of M. Because higher values of M imply that we are sending less ‘on’ chips and we can 

------------------------------------------------------------------------------- 

Input: Data, M 

Output: Packet error rate, PER 

---------------------------------------------------------------- 

1. Initialize: M, 𝐷𝑚 and threshold_PER 

2. Call Algorithms 1 and 2 

3. Calculate PER 

4. if PER > threshold_PER  

5.     Increase M 

6. else 

7.     Keep same M 

8.     Go to next frame 

9. end if 

10. calculate PER 
____________________________________________________ 

Algorithm 4. Changing value of M to optimize the 

PER 

 

 
Figure 30: Bit rate vs SNR for different value of M 
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provide more power on those ‘on’ chips; consequently, 

the probability of bit errors diminishes. In Figure 31, 

PER becomes almost close to zero for SNR value above 

15 dB. Hence, if the signal strength at the receiver is 

very good all values of M work perfectly. In this kind 

of situation settings, a lower value of M is desired, 

because it will give better bit rate. However, if the 

signal strength is low such that SNR is less than 15 dB, a higher value of M gives better PER at the expense of 

lower bit rate and consequently lower bandwidth efficiency as shown earlier in Figure 27. To conclude, 

depending on the signal strength at the receiver, we can dynamically change the value of M to achieve power 

and the bandwidth efficiency using Algorithm 4. 

Figure 32 shows PER verses underwater depth for different values of M, using Algorithm 4. In this 

simulation we have also studied the performance of OOK modulation, because it is the most popular 

modulation techniques for underwater optical 

communication; thus, we use OOK as a baseline 

to compare the result of our proposed ADPPM 

modulation scheme. The results in Figure 32 

indicate that PER grows with the increase of 

underwater depth 𝑑𝑤; this is because the SNR 

diminishes with the increase of underwater depth 

due to signal absorption and scattering. PER 

increases rapidly for small values of M. For OOK, PER also increases with the increase of 𝑑𝑤. For example, 

at depth 20 meter, the value of PER is almost zero for M = 4,8,16 and approximately 0.5 for M =2. Hence, at 

 
Figure 31: Packet error rate vs SNR for different M 

in DPPM 

 
 

 

 

 

 
Figure 32: PER vs underwater depth for various 

modulation techniques 
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this point, setting M = 4, 8, or 16 will yield the same error performance. However, keeping the value of M as 

low as possible will increase the bit rate as we discussed earlier. By using Algorithm 4 we can dynamically 

adjust M to optimize the bit rate and PER. For example, for a PER threshold of 0.3, Algorithm 4 will adjust M 

if PER exceeds a threshold. The green line in Figure 32 shows the simulation result for Algorithm 4. The results 

plotted in the figure indicate that PER remains below 0.3 for 𝑑𝑤 = [5, 15], and consequently a setting of M= 

2 is the best option. With the increase of 𝑑𝑤, Algorithm 4 dynamically would boost M to meet the PER 

requirement. Figure 32 also shows that our proposed approach outperforms the traditional OOK modulation 

for increased underwater depth. 
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 Modulation: Improving Bandwidth Efficiency of DPPM 

In the previous chapter, we have discussed how we can dynamically change the value of M of DPPM 

modulation to minimize the packet error rate (PER). In this chapter, we will discuss how we can improve the 

bandwidth efficiency of DPPM. As we mentioned earlier that the DPPM is one of the popular power-efficient 

schemes for supporting visible light communication in underwater environments and across the air-water 

interface. Despite such an advantage, DPPM does not efficiently utilize the available channel capacity.  This 

paper aspires to tackle such shortcoming by striking a better balance between power and bandwidth efficiency. 

Particularly, L-DPPM is considered where a block of M input data bits is mapped into one of the L distinct 

waveforms containing only one ‘on’ chip. A novel encoding algorithm and frame structure are proposed in 

order to shorten the time between consecutive symbols and consequently improve the bit rate of L-DPPM.  The 

idea is based on avoiding bit patterns that contribute the most to bandwidth inefficiency.  The proposed 

algorithm explores several bit patterns remapping through simple complement and shifting operations. A 

detailed frame structure with all necessary control bits is provided. Overall, boosting the bandwidth efficacy 

comes at the expense of a slight increase in control bit count and transmission power. The simulation results 

demonstrate the effectiveness of the proposed encoding algorithm and provide guidelines for determining M 

for best performance.  

8.1 Theoretical Analysis 

The DPPM frame size depends on the input data size, 𝐷𝑚 and modulation index, M, and the binary value of 

input data. When all the input data is logic ‘0’, the DPPM frame size becomes maximum and when all input 

data is logic ‘0’, the DPPM frame size becomes minimum. The maximum and minimum DPPM frame size 

are: 
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𝐹𝑚𝑎𝑥 = 2
𝑀 ∙ ⌈

𝐷𝑚

𝑀
⌉   and  𝐹𝑚𝑖𝑛 = ⌈

𝐷𝑚

𝑀
⌉                                                              (52) 

For any other combination of the input data, the DPPM frame size is between 𝐹𝑚𝑎𝑥 and 𝐹𝑚𝑖𝑛 . Hence the 

average the frame size is: 

𝐹𝑎𝑣𝑔 =
𝐷𝑚(2

𝑀+1)

2𝑀
                                                                                (53) 

From Eq. (53) we can clearly see, the average frame size is bigger than actual data size, 𝐷𝑚 and it grows rapidly 

with the increase of M. It is worth mentioning that among all the modulation technique OOK requires a smaller 

number of bits to modulate the actual data, and the modulated data size is exactly matches the data length, 𝐷𝑚. 

To capture the relation between actual and modulated data sizes, we define protocol efficiency, 𝜂 as follows: 

𝜂 =
𝐷𝑚

𝐹𝑎𝑣𝑔
× 100% = 

2𝑀

2𝑀+1
× 100%                                                        (54) 

The above equation indicates that the protocol efficiency for OOK is 100% and less than 100% for DPPM 

modulation for any value of M. Though the protocol efficiency of DPPM is less than OOK, it is very power 

efficient because it requires fewer number of ‘on’ chips than OOK. If 𝐷𝑚 and M are fixed, then the DPPM 

frame always contains ⌈
𝐷𝑚

𝑀
⌉ ‘on’ chips for any data bit pattern. For example, from Figure 4 we can see that the 

DPPM frame contains 3 ‘on’ chips. If the value of data is changed, then DPPM frame will again contain 3 ‘on’ 

chips but in different positions. On the other hand, in OOK, the number of ‘on’ chips depends on the decimal 

value of data. If the probabilities of having ‘on’ and ‘off’ chips (meaning having 1 or 0 for a bit) in the data are 

the same, then a message of size 𝐷𝑚 contains an average of  
𝐷𝑚

2
 ‘on’ chips. Thus, we can define power 

efficiency of DPPM with respect to OOK as follows: 

𝑃𝑑𝑝𝑝𝑚/𝑜𝑜𝑘 = (1 +
⌈
𝐷𝑚
2
⌉−⌈
𝐷𝑚
𝑀
⌉

⌈
𝐷𝑚
2
⌉
) × 100% = (1 +

𝑀−2

𝑀
) × 100%                                                     (55) 
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For example, if M = 4, then, 𝑃𝑑𝑝𝑝𝑚/𝑜𝑜𝑘 = 150%, which means we can improve power efficiency by 50% 

compared to OOK. If M increases, the power efficiency grows; however, from Eq. (54) we know protocol 

efficiency diminishes for large M, meaning that the bandwidth efficiency decreases as well. In the next section 

we will discuss some methods by which we can improve the protocol efficiency. 

8.2 Improving Bandwidth Efficiency 

The DPPM frame size depends on the data length D. Technically from Figure 4, we can observe that the DPPM 

frame size depends on the decimal value of each group of M bits in the data pattern. Recall that in DPPM, a 

message is divided into 
𝐷𝑚

𝑀
 groups. If we can map the message bit pattern to another where the sum of the 

decimal values of each group is less than that of the original message, then we can reduce the size of the DPPM 

frame, which eventually improves the bit rate and consequently the protocol efficiency. In order to do such 

mapping, it will be necessary to add some overhead, i.e., control bits, to the DPPM frame to enable successful 

message decoding at the receiver. The following discusses our proposed transformation for improving DPPM 

bit rate. 

1’s complement method: For certain messages, we can improve the bandwidth efficiency by simply sending 

the 1’s complement version of input data instead of sending the original one. For example, if input data,𝐷𝑚 =

′11110111′ 𝑎𝑛𝑑 𝑀 = 4, after DPPM modulation it becomes ‘000000000000000100000001’. The 1’s 

complement of 𝐷𝑚 is ‘00001000’ and after modulation it becomes ‘1000000001’. Thus, in this case, clearly 

sending the original data pattern requires more bits than sending its 1’s complement. Since there could be 

another scenario where sending the original data pattern requires fewer bits, an additional control bit has to be 

included in the DPPM frame to indicate whether the original or 1’s complement version has been used to 

encode the data. 
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Shifting method: By circular shifting of message bit patterns, we can also minimize the sum of decimal values 

of each group. For example, if M = 4 and 𝐷𝑚 = ‘0001100000000001’ the decimal values of each 4 bits are (1, 

8, 0, 1). Now if we right shift 𝐷𝑚 three times circularly, 𝐷𝑚 becomes ‘0010001100000000’ which provides a 

much smaller sum of decimal values (2, 3, 0, 0). To support shifting, we need control flags to specify the shift 

amount. Since a message of length 𝐷𝑚 can be shifted (𝐷𝑚-1) times, the overhead to represent the number of 

shift amount is, 

𝑂𝑠 = ⌈𝐿𝑜𝑔2𝐷𝑚⌉                                                                                 (56) 

The above equation indicates that a larger value 

of 𝐷𝑚, i.e., longer message, would increase the 

overhead. 

Reducing extra 0’s from DPPM frame: We have 

already mentioned that a higher value of M 

increases the DPPM frame size, and that frame 

mostly contains long string of 0’s. Our next 

method is to find a way to reduce extra 0’s from 

that DPPM modulated data. The idea is to 

indicate that only 50% of the zeros are indeed included in the symbol modulated bit pattern and the rest are 

omitted. For example, for “0000001” we include “0001” and provide a control bit to reflect that only 50% of 

the zeros are included. Generally, if the DPPM frame contains a count of n zeros before an ‘on’ chip, we can 

reduce that number by either 
𝑛

2
 𝑜𝑟 (

𝑛−1

2
+ 1) based on whether n is even or odd. For instance, assume that 

‘00000000010000010000101’ is a DPPM modulated message, which contains (9, 5, 4, 1) 0’s before every 1’s. 

Now we can reduce those 0’s to (5, 3, 2, 1) based on the above methods. A control bit will be set if zeros are 

omitted. In order to indicate whether the reduction comes from an odd or even number of 0’s, we need to add 

 
Figure 33: DPPM frame sizes for different methods (𝐷𝑚 

=32 bits) 
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an additional controls bit. For this example, for the four symbols we could add ‘1101’ where a one indicates 

that the actual number of 0’s was odd and a zero implies an even number of 0’s. The number of control bits in 

this case depends on how many groups in the message and can be determined by: 

𝑂𝑧 = ⌈
𝐷𝑚

𝑀
⌉                                                                                   (57) 

Figure 33 shows how much we can reduce the DPPM frame size by these three methods individually for a 

message size, 𝐷𝑚 =32 bits for different values of M. From this figure we can see, a small value of M like 2, 

actually increases rather than decreases the frame size. However, for higher values of M, any method can 

reduce the frame size than original DPPM frame. In the next section, we develop an algorithm that leverages 

these three methods to minimize the DPPM frame size. 

 

1’s complement of individual groups: Applying the 1’s complement to the whole message doesn’t always 

reduce the DPPM frame size. For example, if message = ‘00001111’ and M = 4, the 1’s complement becomes 

‘1111000’ which means DPPM data size will stay the same. Alternatively, we explore applying 1’s 

complement to the individual groups and adopt the version which has the lowest equivalent decimal values.  

In the above example the first 4 bits of data is ‘0000’, and thus will include it as is. The next 4 bits are ‘1111’, 

and applying 1’s complement is beneficial. Thus, our modified message will be ‘00000000’ and corresponding 

the DPPM frame will be ‘1101’, where two extra control bits are appended to indicate whether we have used 

the original or complement bit pattern of each group. Therefore, in this method, the added control bits, 𝑂𝑐𝑔, 

equal to the number of groups. 

𝑂𝑐𝑔 = ⌈
𝐷𝑚

𝑀
⌉                                                                                  (58) 

The frame design under this method is referred to as Complement DPPM frame (CDPPM). 
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8.3 Frame Design 

EDPPM frame: As discussed in the previous section, our 

proposed three methods work well in different message data 

patterns. In this section, we will combine those methods to 

create a frame structure which provides the minimum number of bits to represent a DPPM modulated data. We 

name our approach as Enhanced DPPM (EDPPM). If 𝑂𝑐 ,  𝑂𝑠, 𝑂𝑧 represent the number of control bits required to 

represent complement, shifting, and reduction of 0’s, then the total overhead in bits is: 

𝑂 = 𝑂𝑐 +𝑂𝑠 + 𝑂𝑧                                                                            (59) 

Figure 34(a) shows the frame structure of EDPPM, where payload is the modulated data. Using Eq. (56) and 

(57), we can update Eq. (59) as follows: 

𝑂 = 1 + ⌈𝐿𝑜𝑔2𝐷𝑚⌉ + ⌈
𝐷𝑚

𝑀
⌉                                                                        (60) 

From Eq. (52) we know that the minimum original DPPM data size is 
𝐷𝑚

𝑀
 . For EDPPM we need to add the 

overhead, hence the minimum EDPPM frame size is: 

𝐹𝑚𝑖𝑛
′ = ⌈

𝐷𝑚

𝑀
⌉ + 𝑂 = 1 + 2 ⌈

𝐷𝑚

𝑀
⌉ + ⌈𝐿𝑜𝑔2𝐷𝑚⌉                                                        (61) 

Finding the maximum frame size is tricky, since we are applying all three methods together. We need to find 

a pattern of the input data which modulated version doesn’t get reduced by any of the above methods. For 

example, if M = 4 and 𝐷𝑚 = ‘00001111’, we cannot reduce the DPPM data. If we apply one’s complement, 

the sum of the decimal value of each group doesn’t change. Moreover, if we apply any number of right shifts, 

the sum of the decimal value of each group remains the same. This example tells us that if half of the groups 

have ‘0000’ pattern and another half have ‘1111’ pattern for M = 4, complement and shifting do not help to 

reduce the DPPM data size. Thus, we can represent maximum frame is as follows: 

𝐹𝑚𝑎𝑥
′ =

1

2
⌈
𝐷𝑚

𝑀
⌉ + 2𝑀−1 ⌈

𝐷𝑚

𝑀
⌉ + 𝑂 = 1 + ⌈

𝐷𝑚

𝑀
⌉ (
3

2
+ 2𝑀−2) + ⌈𝐿𝑜𝑔2𝐷𝑚⌉                                  (62) 

 
Figure 34: EDPPM (a) and CDPPM (b) frame 

structures 
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By knowing 𝐹𝑚𝑖𝑛
′  and 𝐹𝑚𝑎𝑥

′ , we can calculate the average frame size. 

𝐹𝑎𝑣𝑔
′ = 1 + ⌈

𝐷𝑚

𝑀
⌉ (4 + 2𝑀−3) + ⌈𝐿𝑜𝑔2𝐷𝑚⌉                                                         (63) 

Using Eq. (54), we can again calculate the protocol efficiency of EDPPM as follows: 

𝜂′ =
𝐷𝑚

1+
𝑀

𝐷𝑚
(4+2𝑀−3)+⌈𝐿𝑜𝑔2𝐷𝑚⌉

× 100%                                                               (64) 

Now, we redefine power efficiency of our proposed frame structure in a similar way like Eq. (55). In the case 

of EDPPM, we need to keep in mind that the extra overhead also carries ‘on’ chips. If the probabilities of 

having an ‘on’ and ‘off’ chip are similar, the overhead will contain on average 
𝑂

2
 ‘on’ chips. Thus, the power 

efficiency of our proposed method relative to OOK will be 

𝑃𝑖𝑑𝑝𝑝𝑚/𝑜𝑜𝑘 =
𝐷𝑚
2
−(⌈

𝐷𝑚
𝑀
⌉+
𝑂

2
)

𝐷𝑚
2

× 100%                                                                (65) 

Substituting the value of O from Eq. (59) into Eq. (65) we get, 

𝑃𝑖𝑑𝑝𝑝𝑚/𝑜𝑜𝑘 = 1 −
3

𝑀
−

1

𝐷𝑚
(1 + ⌈𝐿𝑜𝑔2𝐷𝑚⌉)                                                        (66) 

This new protocol efficiency and power efficiency will be explained elaborately through simulation in the 

validation result section. 

A pseudo code summary of the steps for creating an EDPPM frame is shown in Algorithm 5. We will explain 

such an algorithm using the example shown in Figure 35. 
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Step 1: The key parameters are to be determined, 

specifically, the input data, P, the data size, 𝐷𝑚, and 

the modulation index, M. In the example, P = 

‘1110011111111110’,  𝐷𝑚 = 16 bits and 𝑀 = 4. 

Depending on the value of M and P, the size of 𝑂𝑠 and 

𝑂𝑧 are determined using Eq. (56) and (57), which are 

4 for both cases in this example. 

Step 2: Apply 1’s complement to P. 

Steps 3-8:  Perform circular right shift to both original 

and complement versions of P for 𝐷𝑚 times. Each 

time we calculate the sum of decimal values of each 

group. We then identify the lowest sum achieved for both original and complemented versions. In this 

example, we get the lowest sum after shifting 1 time for original input data and 3 times for the complement 

version and the lowest sums are 40 and 5 for original and 1’s complement version respectively. We adopt 

the smallest value and adjust the bit pattern accordingly. 

In the example, ‘0010001100000000’ is picked. Thus, 

instead of sending the original bit pattern for P, this 

value will be considered for DPPM modulation. Since 

the 3rd right shift of the 1’s complement version has 

been taken, control bit 𝑂𝑐 = 1 and  𝑂𝑠 = 0011. 

Step 9: Since, M = 4, after DPPM modulation to 

‘0010001100000000’ yields ‘001000111’. 

Input: Message data payload (P), 𝐷𝑚, M 

Output: IDPPM frame 

---------------------------------------------------------------------- 

1. initialize: M, 𝐷𝑚, and size of 𝑂𝑐, 𝑂𝑠 and 𝑂𝑧 

2. get 1’s complement of P, P’ 

3. for i=1 to 𝐷𝑚=size of(P) 

4. circular right shift P & P’ 

5. calculate sum of decimal value of each group 

6. end for 

7. get minimum sum of decimal values of each group 

8. update P, 𝑂𝑐  𝑎𝑛𝑑 𝑂𝑠 

9. modulate P using DPPM 

10. shortening the string of leading 0’s from each group 

of DPPM frame to either 
𝑛

2
 𝑜𝑟 (

𝑛−1

2
+ 1)   

11. update 𝑂𝑧 

12. EDPPM frame = 𝐷𝑃𝑃𝑀 + 𝑂𝑐 + 𝑂𝑠 + 𝑂𝑧 

______________________________________________ 

Algorithm 5. Steps for generating an EDPPM 
frame 

 
Figure 35: Illustration of creating EDPPM frame 
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Steps 10-11:  Removing some of the leading 0’s from the 

modulated data, as discussed earlier. In the example, 

‘001000111’ becomes ‘0100111’ which is the data 

payload of the EDPPM frame. Accordingly, 𝑂𝑧 is updated 

to be ‘0100’. 

Step 12:  Creating the EDPPM frame by adding payload and overhead, which is ‘0100111100110100’ in the 

example. 

CDPPM frame: Creating a CDPPM frame is quite simple; Algorithm 6 describes the steps. In such a frame 

structure, we have only payload and one overhead field which has shown in Figure 36 The size of overhead 

𝑂𝑐𝑔 can be calculated using Eq. (58). Figure 36 explains 

algorithm 6 with an example. 

Steps 1-2: Again, the key parameters are P, 𝐷𝑚, and M. In 

the example, P = ‘1011111100000111’,  𝐷𝑚 = 16 bits 

and 𝑀 = 4. Depending on the value of M and P, size of 

𝑂𝑐𝑔 is determined using Eq. (58), which are 4 in this 

example. 

Steps 3-12: Find the 1’s complement of each group of M 

data bits and compare the decimal value to that of the 

original bit pattern. If the complement version has a 

smaller decimal value, it will be adopted.  For instance, in the example in Figure 36, the decimal value of the 

first 4 bits of data is 11 and its complemented value is 4; hence, the latter is to be used and the corresponding 

𝑂𝑐𝑔 field will be 1. 

 
Figure 36: Illustration of creating CDPPM 

frame 

 
 

 

Input: Message data payload (P), 𝐷𝑚, M 

Output: CDPPM frame 

----------------------------------------------------------------- 

1. initialize: M, 𝐷𝑚 and size of  𝑂𝑐𝑔 

2. group, G = ⌈
𝐷

𝑀
⌉ 

3. for i =1 to G 

4.     calculate 1’s complement of each group 

5.     if (1’s complement of G(i) < original G(i) 

6.        new G(i) = 1’s complement of G(i) 

7.        𝑂𝑐𝑔(𝑖) = 1 

8.     else 

9.        new G(i) = original G(i) 

10.        𝑂𝑐𝑔(𝑖) = 0 

11.     end if 

12. end for 

13. CDPPM frame = G + 𝑂𝑐𝑔 

________________________________________________ 

Algorithm 6. Steps for generating the CDPPM 

frame 
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Step 13: Combine the new bit pattern for the data with 𝑂𝑐𝑔 to create the CDPPM frame. In this case it is 

‘01000000000001111100’. 

8.4 Validation Results 

Algorithms 5 and 6 have been implemented using 

MATLAB to analyze the protocol and power efficiency 

of our proposed EDPPM and CDPPM frame structures. 

Figure 37 captures the effect of M on protocol efficiency 

for different data sizes of EDPPM frame. We also show 

protocol efficiency for original DPPM data. From Eq. 

(54), it is clear that protocol efficiency doesn’t change 

with the data size, 𝐷𝑚, which is obvious in this figure. 

For M = 2, the protocol efficiency actually is worse than the original DPPM, which makes sense because in 

this case the overhead is relatively very high relative to the reduction of bit count achieved by our method. 

However, for higher values of M, we can see protocol 

efficiency increasing significantly and surpassing 

DPPM. For instance, we can increase protocol 

efficiency by 45% for M = 4. One of the key problems 

of DPPM is that its protocol efficiency decreases a lot 

with the increase of M. Here, we can see, when M = 8, 

the protocol efficiency drops to around 5%. Yet, using 

our method we can improve it a lot, especially for 

smaller data sizes. 

 
Figure 38: Protocol efficiency of EDPPM frame for 

different data size 

 
 

 

 

 
Figure 37: Power efficiency of EDPPM frame 

relative to OOK frame for different data size 
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The improved protocol efficiency comes in exchange for a slight reduction in the power efficiency, as shown 

in Figure 38, which has been plotted using Eq. (55) and Eq. (66). From this figure we can observe that for a 

low value of M, the reduction of power efficiency becomes major. For example, if 𝐷𝑚 = 64, M =2, the power 

efficiency using our method is 40%, down from 100% for 

the original DPPM. Yet if 𝐷𝑚 = 64, M =8, the power 

efficiency drops from 175% to 150% using our method, 

which is relatively small in this case. From the above 

discussion, we can conclude that for lower M values, 

EDPPM doesn’t improve the protocol efficiency, yet for 

higher values of M it increases protocol efficiency 

significantly. 

     We can improve protocol efficiency more while having the least effect on the power efficiency using a 

CDPPM frame. The results are shown in Figure 39 

and 40. From Figure 39, we can see protocol 

efficiency increasing from 48% to 74% for M = 4. 

Nonetheless, for higher M values of like M = 8, the 

increment is little. Thus, the CDPPM frame structure 

is good for relatively lower values of M. From Figure 

40, we can also see the reduction in power efficiency 

is less than the EDPPM frame (Figure 35) for M =4. 

 
Figure 39: Protocol efficiency of CDPPM frame 

for different data size 

 
 

 

 
Figure 40: Power efficiency of CDPPM frame 

relative to OOK frame for different data size 
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 Photoacoustic: Optimizing Acoustic Signal Quality 

So far, we have exploited how VLC can be used to communicate through the air-water interface. We have 

developed different methods and algorithms to improve all the key parameters of VLC like SNR, bit rate, 

bandwidth efficiency and best suited modulation techniques for VLC. Though VLC is very good for short 

distance communication, exponential decay of light in underwater setup makes it hard to work for long distance 

communication. To our best knowledge, there is no single physical signal that supports long distance 

communication while crossing the air-water boundary. In underwater wireless networks, photoacoustic energy 

conversion using high energy laser pulse is the only known viable option for communication from an airborne 

unit to a node at large depth, e.g., a submarine or an unmanned underwater vehicle. However, controlling the 

generated acoustic signal through this process is very complex. Specifically, if the repetition rate of laser pulses 

is low, the corresponding acoustic signal is very broadband. The higher frequency components of this 

broadband signal attenuate more if the underwater node is very far from the surface. Hence, a relatively 

narrowband signal with lower frequency components is desirable for long distance communication. The 

frequency component of the broadband acoustic signal depends on the incident angle of the laser light and 

observation angle of the receiver, i.e., the position of the underwater hydrophone. Both angles also change 

continuously for a wavy water surface, which makes it more complex to determine the frequency components 

of this kind of signal. In this chapter, we show that by carefully choosing the relative position of the airborne 

unit and underwater node, we can generate a narrowband acoustic signal with lower frequency components for 

both flat and wavy water surfaces. We provide theoretical analysis and simulation results to capture the effect 

of these angles on the generated acoustic signals. We further provide guidelines for optimum angle setting for 

improving the quality of the optoacoustic communication link. 
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We have already mentioned that the generated acoustic 

signal from an optoacoustic energy transfer mechanism 

is generally a broadband signal. Therefore, it is 

important to have the pressure spectral response 

analysis. In this section, we will discuss the spectral 

response of the acoustic pressure; based on such 

analysis, we will determine the best relative position of 

an airborne unit and underwater node for better quality 

acoustic signal generation. In the next section, we will 

show how this analysis helps in determining the relative 

positioning of the airborne unit and underwater node for 

the wavy water surface using a surface wave modeling 

function. 

9.1 Acoustic Spectral Response 

The pressure spectral response of the generated acoustic 

signal by optoacoustic energy conversion methods depends on the laser parameters, medium parameters and 

the range of the underwater node, i.e., position of the hydrophone in the underwater. This pressure spectral 

response has been calculated by solving Green’s function integral for normal [45] and oblique incident [43]. 

Eq. (67) and Eq. (68) show the result for a normal [45] and an oblique laser beam incident [43]. 

𝑃𝑛𝑜𝑟𝑚𝑎𝑙(𝑟, 𝜔) =  
−𝑇𝐼0𝛽𝑎

2

2𝐶𝑝
∙
𝑒𝑖𝑘𝑟

𝑟
∙ 𝐼(𝜔) ∙

𝜔2𝜏𝜇

1+𝜔2𝜏𝜇
2 ∙ 𝑒

−𝜔2𝜏𝑎
2

4                                              (67) 

𝑃𝑜𝑏𝑙𝑖𝑞𝑢𝑒(𝑟, 𝜔) =  
−𝑡𝑟𝐾

𝜇
∙ 𝑒𝑖𝑘𝑟 ∙ 𝐼(𝜔) ∙

Λ

𝜇
∙
𝑒ℱ

Δ
                                                          (68) 

where, 

Table 3. A summary of the important notations 

Notation Description 

r Range to the observation point 

𝜃𝑖 Incident angle 

𝜃𝑟 Refracted angle 

𝜃 Observation angle from vertical 

axis 

𝜑 Observation angle from horizontal 

axis 

𝑡𝑟 Optical transmissivity of the water 

𝛽 Thermal expansion coefficient 

𝐶𝑝 Specific heat of the water medium 

𝜇 Optical absorption coefficient 

𝑎 Laser beam radius 

𝐼0 Laser intensity amplitude 

𝜏 Laser pulse duration 

𝑇 Laser pulse repetition period 

𝐼(𝑡) Temporal laser waveform 

𝐼(𝜔) Impulse response of laser 

waveform 

𝑘 Acoustic wave number 

𝜔 Angular frequency of acoustic 

wave 

c Speed of acoustic wave 
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𝐾 = 
𝑖𝜇𝛽𝑝0𝜔

4𝜋𝐶𝑝𝑟
,                                                           (69) 

Λ

𝜇
= 2𝑖𝜎 sin 𝜃𝑟 sin 𝜃 cos𝜑 sinh(𝜉) − 2 sinh(𝜉) −  2𝑖𝜎 cos 𝜃 cos 𝜃𝑟 cosh(𝜉),                                (70) 

𝜉 =
𝑘2𝑎2 sin2𝜃 cos𝜑 sin2𝜃𝑟

8
,                                                                     (71) 

Δ = 1 − 2𝑖𝜎 sin 𝜃𝑟 sin 𝜃 cos𝜑 + 𝜎
2(𝑐𝑜𝑠2𝜃𝑐𝑜𝑠2𝜃𝑟 − 𝑠𝑖𝑛

2𝜃𝑟𝑠𝑖𝑛
2𝜃𝑐𝑜𝑠2𝜑),                       (72) 

  𝜎 =
𝑘

𝜇
=

𝜔

𝜇𝑐
,                                                                          (73) 

ℱ =
−𝑘2𝑎2(𝑠𝑖𝑛2𝜃𝑠𝑖𝑛2𝜑+𝑐𝑜𝑠2𝜃𝑟𝑠𝑖𝑛

2𝜃𝑐𝑜𝑠2𝜑+𝑠𝑖𝑛2𝜃𝑟𝑐𝑜𝑠
2𝜃)

4
                                                    (74) 

𝜏𝜇 =
cos𝜃

𝜇𝑐
                                                                            (75) 

𝜏𝑎 =
asin𝜃

𝑐
                                                                            (76) 

All the parameters in Eq. (67) to (76) are described in Table 3, and the angles are marked in Figure 41. Now 

in Eq. (67), the term (𝜔2𝜏𝜇)/( 1 + 𝜔2𝜏𝜇
2) acts like a high pass filter in frequency domain which has a 3-dB cut-

off frequency: 

𝑓𝐻 =
1

2𝜋𝜏𝜇
=

𝜇𝑐

2𝜋 cos𝜃
                                                                            (77) 

From Eq. (77), we can observe that the cut-off frequency depends on the optical absorption co-efficient and 

observation angle, 𝜃. The term exp(−𝜔2𝜏𝑎
2/4) in Eq. (67) represents the low pass filter with a 3-dB cut-off 

frequency: 

𝑓𝐿 =
𝑐√− ln 0.7071

𝜋𝑎 sin𝜃
                                                                            (78) 

These two filtering function acts as a band pass filter. The interesting factor here is that the value of these two 

cut-off frequencies depends on the observation angle, 𝜃. So, by controlling the value of 𝜃, i.e., controlling the 

position of the laser transmitter and acoustic receiver we can create an acoustic signal with desirable frequency 

response. 
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In Eq. (67) and Eq. (68), 𝐼(𝜔) is the spectral response of the laser pulse waveform. Let I(t) be the normalized 

laser beam profile; it can be represented as follows:  

𝐼(𝑡) =  ∑ 𝑒−(
𝑡−𝑛𝑇

𝜏
)2𝑁−1

𝑛=0                                                             (79) 

By applying a Fourier transform on Eq. (79), we get 𝐼(𝜔), which will be: 

𝐼(𝜔) = 𝜏√𝜋𝑒
−
𝜔2𝜏2

4 𝑒𝑖(𝑁−1)𝜔𝑇
𝑠𝑖𝑛

𝑁𝜔𝑇

2

𝑠𝑖𝑛
𝜔𝑇

2

                                                    (80) 

where, N is the number of Gaussian laser pulses, T is the laser pulse repetition period and  𝜏 is the laser pulse 

duration. If we know the value of all the parameters 

listed in Table 1, we can calculate Eq. (69) - (80) and 

then substitute all values in Eq. (68).  Hence, we can 

calculate the spectral response of the generated acoustic 

wave for an oblique incident. 

Through careful consideration of Eq. (68), we can note 

that there are three types of parameters: laser beam 

parameters, environmental parameters and some observation angles based on the relative position of the laser 

source, hydrophone, and water surface. For a specific laser beam source, the laser beam parameters and 

environmental parameters are fixed. Therefore, we can divide Eq. (68) into two parts as follows: 

𝐴0(𝜇, 𝑝0, 𝜔, 𝑟, 𝜏, 𝑇) =
−𝑡𝑟𝐾

𝜇
∙ 𝑒𝑖𝑘𝑟 ∙ 𝐼(𝜔)                                                     (81) 

𝐷(𝜃𝑟 , 𝜃, 𝜑, 𝜔, 𝜇, 𝑎) =
Λ

𝜇
∙
𝑒ℱ

Δ
                                                                 (82) 

where, 𝐴0 is the amplitude term whose value depends on the optical absorption coefficient, laser beam peak 

power, communication distance, laser pulse duration and laser pulse repetition rate. Here, 𝐷 is the directionality 

factor, which mainly depends on the refracted angle, 𝜃𝑟 , the vertical observation angle, 𝜃, and the angular 

 
Figure 41: General geometry for linear optoacoustic 

communication from air to underwater 
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frequency, 𝜔, of the acoustic wave. The refracted angle, 𝜃𝑟 can be calculated from the laser beam incident 

angle, 𝜃𝑖 by using Snell’s law. 

𝜃𝑟 = sin
−1(

𝑛𝑎

𝑛𝑤
sin 𝜃𝑖)                                                                   (83) 

where, 𝑛𝑎 and 𝑛𝑤 are the refractive index of air and water respectively. Substituting the value of 𝐴0 and 𝐷 in 

Eq. (68) we get, 

𝑃(𝑟, 𝜔) = 𝐴0 × 𝐷                                                                    (84) 

In the next subsection we will briefly describe amplitude, 𝐴0 and directionality factor, 𝐷. 

9.2 Parameter Effect Analysis 

Amplitude factor, A0:  From Eq. (69) and Eq. (81) we can see that the amplitude factor grows with the increase 

of the power and optical absorption coefficient of the laser beam; yet it decreases with the increase in 

observation distance. The value of this amplitude factor is plotted in Figure 42(b) with respect to frequency for 

laser parameters, 𝑝0 = 2 𝑀𝑊, 𝜇 = 13.7 𝑚
−1, 𝜏 = 10 𝑛𝑠  and 𝑇 = 10 𝑚𝑠. From this figure we can conclude 

that the value of  𝐴0 grows with the increase of frequency. 

 

                                                    (a)                                                              (b)                                                         (c) 

Figure 42: Determination of directionality factor, D for a) 𝜃𝑟 = 0
°, b) 𝜃𝑟 = 45

°and amplitude, 𝐴0 c) 𝜃𝑟 = 45
°and 

𝜃 = 45° for various frequency component of pressure wave 
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Directionality, 𝐷:  As we already discussed, the directionality, D mainly depends on the relative position of 

laser light source and underwater observation point, i.e., refracted angle,𝜃𝑟, and vertical observation angle, 𝜃. 

Eq. (84) shows that the acoustic pressure value is the multiplication of D and 𝐴0. Hence, in order to maximize 

the pressure value, we need to maximize both D and 𝐴0. Figure 42 shows the simulation results of D for various 

frequency components of the pressure wave using the same laser parameters that are used to calculate 𝐴0. This 

simulation is generated using Eq. (70) - (74) and Eq. (82). Figure 42(a) plots D with respect to f for various 

settings of 𝜃 while 𝜃𝑟 = 0°. The figure indicates that increasing f boosts the value of D until a certain level 

after which D starts to decline. Basically, the directionality factor, D acts like a band pass filter, whose lower 

and upper cut-off frequencies depend on 𝜃. In addition, Figure 42(a) shows that the gap between the lower and 

upper cut-off frequency widens with the increase of 𝜃. For example, when 𝜃 = 0°, the frequency response 

spans from few Hz to approximately 10 kHz. On the other hand, when 𝜃 = 88°, the frequency response covers 

from few Hz to approximately 100 kHz. From Figure 42(c), we observe that the value of 𝐴0 is almost zero up 

to 10 kHz. So, in this setup if we choose 𝜃 = 880, we can maximize the product of D and 𝐴0, and hence we 

can maximize the value of p. Keep in mind that Figure 42(a) has been drawn for 𝜃𝑟 = 0°. We have increased 

𝜃𝑟, specifically, 𝜃𝑟 = 45°, and recalculated D; the results are plotted in Figure 42(b). The figure shows the 

maximum frequency span when 𝜃 = 45° . Based on Figures 42(a) and 3(b), we realize that, in order to 

maximize the value of p, we need to choose 𝜃 and 𝜃𝑟 in such a way that the sum of these two angles is close 

to 90°. If 𝛾 is the sum of these two angles then, 

𝛾𝐷𝑚𝑎𝑥 ≈  𝜃 + 𝜃𝑟                                                                          (85) 
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We can further validate Eq. (85) from Figure 43, which shows the value of D for various 𝜃 while keeping 𝜃𝑟 

fixed. In Figure 43(a),  𝜃𝑟 = 0°, and hence we get 

maximum D when 𝜃 is close to 90°. On the other 

hand, in Figure 43(b), D is maximum when 𝜃 = 30° 

and 𝜃𝑟 = 60°. Based on this finding, in the next 

section we will discuss how to exploit the relationship 

between the position of the laser source and the 

underwater observation point for improving the 

quality of acoustic signal for both flat and wavy water 

surfaces. 

9.3 Positioning of Airborne and Underwater Nodes 

The theoretical analysis in the previous section has highlighted the importance of selecting 𝜃 and 𝜃𝑟 and how 

keeping the sum of their values around 90° improves the quality of the generated acoustic signal. Based on 

such analysis, if we know the underwater node position, i.e., hydrophone position, we can shoot the laser beam 

in such a way that it creates the desired value of 𝜃𝑟. Now based on the value of such 𝜃𝑟, we can calculate the 

incident angle, 𝜃𝑖 using Eq. (83). In this section, we discuss optimum positioning of the laser source and 

underwater node for both flat and wavy water surfaces. 

 
                              (a)                                            (b) 

Figure 43: Directionality, D verses vertical 

observation angle, 𝜃 for (a) 𝜃𝑟 = 0° and (b) 𝜃𝑟 = 60° 
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9.3.1 Flat Water Surface 

For a flat-water surface, it is easy to 

calculate all the angle values; these 

angles do not change over time since 

the water surface is flat. Figure 44 

shows some good relative positions of 

the laser source and the underwater 

node. For example, if the underwater node position is such that it creates 45° angle with the laser beam incident 

point at the water surface, we need to shoot the laser beam at such an incident angle so that the refracted angle 

becomes close to 45° as well. This scenario is explained in Figure 44(a). Figure 44(b) shows the best shooting 

angle of the laser beam for an underwater node close to the water surface. Similarly Figure 44(c) shows the 

best angle values for underwater nodes, which is vertically below the laser beam incident point at the water 

surface. 

9.3.2 Wavy Water Surface 

For a wavy water surface all angles continuously change over time due to waves on the water surface. In order 

to calculate these angles, we need to know the water surface function. It is very difficult to accurately model 

the water surface function. The simplest way to model the water surface is to assume that it is trigonometric 

function, e.g., sine or cosine, with variable amplitude and frequencies. However, more complex and accurate 

surface models exist in the literature. Section 3.1.2 has described some of the models. We utilize those models 

to simulate the water surface model in the simulation section. 

 
Figure 44: Relative position of laser beam incident point and 

hydrophone position for better quality pressure wave 

 

                       (a)                                          (b)                                            (c)  
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Now, using any of the water surface models described in section 3.1.2, we can calculate the value of 𝜃, 𝜃𝑖 , and 

𝜃𝑟 at a particular phase or time of the water surface 

function. Again, we want to shoot the laser beam at such 

an angle so that the generated acoustic signal’s strength 

is maximal for a known position of an underwater node. 

To find such an angle, we will start with an optimal 

position of the laser source and underwater node for a 

flat-water surface and will observe the effect of water 

waves on the relative positions of the communicating 

pair. Figure 45(a) shows the optimal value of these 

angles for the particular hydrophone positions. If the 

water surface is wavy, these angles will be changing 

continuously over time. Figure 45(b) shows the angle 

values at a particular phase (moment of time) of the 

water surface. At this particular moment, we can 

observe that the value of 𝜃𝑖 , and 𝜃𝑟 becomes larger in 

comparison to the flat surface scenario. However, the value of 𝜃 becomes smaller than the flat surface. In 

essence, the sum of 𝜃 and 𝜃𝑟 remains almost the same, which is close to around 900. This is a very important 

finding and is consistent with Eq. (85).  The interesting question is whether this holds for a full wave period, 

i.e., at any particular moment of the water surface. In order to answer such a question, we need to calculate the 

values of 𝜃 and 𝜃𝑟 for all phases of a water surface period. The results are shown in Figure 46. This figure 

plots the sum of 𝜃 and 𝜃𝑟 for all phases of a water surface for different wave amplitudes. Based on these results, 

we can note that when the wave amplitude is zero, i.e., the water surface is flat, the sum of these angles is 900 

 
                       (a)                                                 (b)                           

Figure 46: Relative position of laser beam incident 

point and hydrophone for (a) flat and (b) wavy water 

surface 

 

 

 

  
Figure 45: Sum of 𝜃 and 𝜃𝑟 for all phases of a water 

surface wave. Here water surface is assumed to be a 

sine wave 
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which is as expected from the above analysis. With the variation of water surface amplitude, the fluctuation of 

𝜃 + 𝜃𝑟 stays around 900. If the water wave amplitude increases the deviation from 900 also grows, which has 

been shown in Figure 46 for four different wave amplitudes. Typically, water waves are not high in most setups 

under normal environmental conditions. Some rough wave crests could exist at shores and during 

environmental hazards like Tsunami, cyclone, etc. Therefore, we can conclude that the optimum relative 

positions of the laser source and underwater node for flat surface are still applicable for a wavy water surface 

in most practical scenarios. We confirm such a conclusion in the next section. 

9.4 Validation Results 

 

From the previous section, we know that in order to create a relatively strong narrowband signal, we need to 

choose 𝜃 and 𝜃𝑟 such that their sum remains close to 900. In this section, we simulate the spectral response of 

the generated acoustic signal using Eq. (68) – (80) for both flat and wavy water surfaces. The simulation results 

for flat water surface are shown in Figure 47 for various values of 𝜃 and 𝜃𝑟 while keeping other laser and 

environmental parameters fixed. The laser parameters have been chosen based on a currently available laser 

source [65]. Basically, we have set, 𝜇 = 13.7 𝑚−1, 𝛽 = 210 × 10−6 (1/0C), 𝑝0 = 2 × 10
6 MW/m2 , 𝑎 =

 
           (a)                                           (b)                                         (c)           (d) 

Figure 47: Spectral response of acoustic wave, for (a) 𝜃𝑟 = 0
0, 𝜃 = 00 , (b) 𝜃𝑟 = 85

0, 𝜃 = 850, (c) 𝜃𝑟 = 85
0, 𝜃 =

00, and (d) 𝜃𝑟 = 0
0, 𝜃 = 850 
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3 𝑚𝑚, 𝐶𝑝 = 4200 J/Kg.k, , 𝑟 = 1 𝑚 , 𝜏 = 10 𝑛𝑠, 𝑇 = 10 𝑚𝑠  and  c = 332 m/s. Figures 47(a) and 47(b) show 

that when the sum of 𝜃 and 𝜃𝑟 is not 900, the spectral response is very broadband, spanning from few Hz to 1 

MHz, and the pressure spectral amplitude is very low with a maximum around 50 mPa. On the other hand, 

Figures 47(c) and 47(d) indicate that the pressure spectrum spans from few Hz to approximately 100 KHz and 

the maximum spectral amplitude is around 350 mPa. Hence, in these cases, the frequency spectrum is almost 

10 times lower than the Figures 47(a) and 47(b). Moreover, the maximum spectral amplitude is also higher 

than that in Figure 47(a) and 47(b). In essence, we are getting a relatively narrow-band signal with high spectral 

amplitude response when 𝜃 and 𝜃𝑟 are chosen such that their sum is 90°. 

In the previous section, we have concluded that the 

criterion of choosing 𝜃 and 𝜃𝑟  for a wavy water surface 

is similar to that of the flat-water surface for typical 

water wave fluctuations. To confirm such a conclusion, 

we show in Figure 48 the simulation results for the 

spectral response of the generated acoustic signal 

corresponding to a wavy water surface. This simulation 

has been conducted for various phases of the wavy 

water surface function while fixing the amplitude of the 

water wave at 30 cm. The results in this figure are almost like those in Figures 47(c) and 47(d) for various 

phases of the wavy water surface. Yet, the amplitude of spectral response becomes a bit weaker than the flat-

water surface which is expected because the sum of 𝜃 and 𝜃𝑟 is not anymore 900  due to the fluctuation in the 

wavy water surface, as shown in Figure 46. If the water surface amplitude increases, the deviation of the sum 

of 𝜃 and 𝜃𝑟 from 900 will also increase; hence the amplitude of spectral response will decrease where Figure 

47 shows that if the sum of 𝜃 and 𝜃𝑟 is not 900, the spectral amplitude decreases. 

 
Figure 48: Spectral response of acoustic signal for 

various phase of the wavy water surface while wave 

amplitude = 30 cm 

                   
 

 



 

76 

 

 Photoacoustic: Modulation Scheme 

As we discuss earlier, photoacoustic energy transfer is a promising mechanism for enabling cross-medium 

communication. Most research studies related to photoacoustic communication have only focused on 

characterizing the channel and relating the laser and acoustic signals. Little attention has been given to 

developing suitable modulation and demodulation schemes. In this chapter, we will discuss our research that 

fills such a technical gap and proposes a novel OOK modulation scheme using peak detection technique. In 

chapter 3, we have discussed the photoacoustic mechanism and the design challenges associated with the 

choosing appropriate modulation scheme for photoacoustic based air-water communication. Based on that 

discussion, in this chapter, we present our novel modulation and demodulation scheme. We will start our 

discussion describing the transmitter and receiver design based on that OOK modulation. 

10.1 Transmitter and Receiver Design 

 

To design a suitable modulation scheme, we have studied the generated acoustic signal carefully. Figure 6a 

shows the pattern of the generated acoustic signal for a single pulse of the laser light. From this figure we can 

observe that for a single laser pulse generated acoustic signal has multiple peaks. The highest peak appears 

almost at the very beginning. Then the strength of the acoustic signal diminishes within a couple of 

milliseconds. Hence, we adopted a peak detection based OOK modulation (PDOOK) scheme, meaning that 

sending a bit value of ‘1’ corresponds to emitting a laser pulse and for a value of ‘0’ no pulse is triggered. 

Figure 49 shows the PDOOK modulated acoustic signal for a random data pattern ‘1011’. In order to 

demodulate this acoustic signal, a peak detector is to be employed to identify the first peak of the received 

acoustic signal and use such peak value as baseline for the rest of the bit transmission time, T. If the first peak 

continues to be the largest, a bit value of “1” is concluded. However, the peak will be reset before the next bit 
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transmission time. In order to do that we use an electric reset pulse to reset that peak level. Here we must keep 

in mind that bit transmission time, T, and laser pulse duration, 𝜏 are different, whereas  𝜏 is the duration of 

laser pulse whereas T is the laser pulse repetition time. In the balance of this section, we describe the design of 

the transmitter and receiver for our PDOOK modulation/demodulation. 

10.1.1 Transmitter Design 

Figure 49 shows the timing diagram for the 

signals required to implement our proposed 

PDOOK. Based on such a timing diagram, Figure 

50 shows a complete block diagram of the 

PDOOK transmitter and receiver. The main 

objective of the PDOOK transmitter is to produce 

a laser pulse of specific energy and repetition rate 

based on the data to be sent and the achievable 

bit rate. The controller generates a random return 

to zero (RZ) type data sequence that drives the 

components which triggers the pulse generation in the laser. First, based on the input data, the controller creates 

a signal to produce the desired laser pulse. We choose a RZ type control signal since it helps to distinguish 

between consecutive ‘1’s. The laser driver has three main components: oscillator, preamplifier, and amplifier. 

Based on the electronic signals, these three components enable producing laser pulses with a desired pulse 

duration, pulse repetition rate and laser pulse energy. In order to implement a nonlinear PA mechanism, a very 

powerful pulsed laser source is required. Usually a Q switch Nd:Yag laser can produce such a high energy 

nano or pico-second laser pulses.  

 

Figure 49:Timing diagram of PDOOK signals 

 

 



 

78 

 

10.1.2 Receiver Design 

Figure 49 shows timing diagram for all the associated signals with a PDOOK receiver and Figure 50 provides 

a block diagram description of the receiver circuit. Functionally, we can divide the PDOOK receiver into the 

following: 

Detection and amplification: At first, a hydrophone detects the PDOOK modulated acoustic signal. Since the 

modulated acoustic signal is very broadband, a hydrophone with a broad range of frequency response is 

required for this kind of receiver. Usually, an acoustic signal generated using a nonlinear PA mechanism can 

contain frequency components even in the MHz range. Though a higher frequency component mostly 

attenuates with the increase of the distance that the signal travels in the water, a hydrophone should sense at 

least a couple of hundreds KHz frequency components of the acoustic signal in order to successfully detect the 

signal at the receiver end.  A pre-amplifier followed by an amplifier is used to produce a larger electrical signal.  

Peak detector: After amplifying the signal, a peak detector is used to detect the maximum voltage of the 

acoustic signal. At the circuit level, a peak detector is realized using a capacitor. As shown in Figure 49, the 

detected signal peak should be latched for at least T sec, which can be achieved by choosing appropriate RC 

time constant. In order to successfully detect the next acoustic pulse (next transmitted bit), we need to reset 

 
Figure 50: Block diagram of the photoacoustic air-to-underwater communication 
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(set to 0 V) the peak value at the beginning of every time period T. This could be done by using a small 

rectangular reset pulse at the end of every time period, T. The pulse generator block in Figure 50 is responsible 

for doing so. Such pulse generation requires time synchronization between the sender and receiver. Therefore, 

PDOOK requires that the first transmitted bit to logic ‘1’, which constitutes a necessary overhead. In our 

receiver design, the detection of the first acoustic signal peak triggers the generation of a reset pulse. 

Shaping: From Figure 7 we can see the peak intensity of every acoustic signal is not the same. Hence, we need 

a decision circuit to make all the peaks in the same level. Usually, a comparator is used as a decision circuit. 

We need to keep in mind that this decision circuit might change the overall circuit gain. A voltage follower 

circuit is required to maintain the desired voltage and current level of the receiver circuit. Figure 49 shows 

what a demodulated PDOOK signal looks like. Figure 51 shows an example of a receiver circuit that has been 

used for our experiment. The amplifier, voltage follower and comparator (decision circuit) all have been 

designed using op-amps. The amplifier is a non-inverting type whose gain can be controlled by the R1 and R2 

resistors. The peak detector is composed of a diode, capacitor and two resistors R3 and R4. The resistor R3 has 

very high value and R4 has very low value. A BJT switch has been used to switch between R3 and R4. This 

switch is controlled by a reset pulse, which we discussed earlier. When the value of that reset pulse is 0 V, the 

 
Figure 51: Schematic diagram of the acoustic receiver circuit 
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peak detector is connected to the large resistor R3 so that the RC time constant of the peak detector becomes 

higher. The higher RC time constant helps the receiver retain the peak value for a long period of time. When 

we need to reset the peak value at the end of every time period, T, a small reset pulse in the BJT base connects 

the peak detector with the lower resistor R4, so that the capacitor of the peak detector can discharge quickly. 

Finally, a comparator circuit in conjunction with a voltage follower produces the two fixed voltage levels to 

successfully distinguish between logic ‘1’ and ‘0’. 

10.2 Validation Results 

 

Both lab experiments and simulations have been conducted to validate our proposed PDOOK transmitter and 

receiver design. In this section, we will start discussing the lab experiments and then present simulation results 

which further capture the performance of PDOOK in a noisy environment.  

10.2.1 Lab Experiments 

Experiment Setup: In our experiments, the Geoscience Laser Altimeter System (GLAS) Q-switch Nd:Yag laser 

has been used as a light source [66]. The pulse duration of this laser source is 6 ns with energy of 1 ~ 50 mj 

per pulse. The diameter of the laser beam is 2 cm. It can produce a maximum of 40 Hz repetition rate. In order 

to control the laser driver and create control signals, a delay generator (DG535) has been used [67]. A Xilinx 

FPGA (Artix-7) has been used to generate random patterns of pulse periods and control the output of a delay 

generator [68]. Mirror and focusing lenses have been used to focus the laser light on the water and produce 

different laser irradiance in the water. In our experiments, we have used lenses of 20 cm and 7.5 cm focal 

lengths. We have used laser pulse energies ranging from 20 mj to 50 mj. For example, if we choose 20 mj laser 

pulse energy and 20 cm focusing lens, by using Eq. (10) we can produce 5.8 × 1011 Wcm−2 irradiance in the 

water which is above the breakdown threshold irradiance mentioned in chapter 3.  
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A 1.27m (L) x 0.6m (W) x 0.8m (H) water tank was 

used in the experiments. The tank is made of clear glass. 

Sound absorbing material is placed on the inner sides 

and bottom of the tank to mitigate reflection of acoustic 

signals. Given the constrained tank size, we placed our 

hydrophone at a maximum distance of 30 cm from the 

laser pulse focusing point. The hydrophone was placed 

at two different positions, namely, 𝜃 = 90° and 𝜃 = 0°, 

from the vertical axis (norm on the water surface) of the laser light focusing point. Since the generated acoustic 

signal is very broadband, we have used the TC4014 hydrophone [69], which can detect acoustic signals up to 

480 KHz. Such a hydrophone has a receiving sensitivity of -186dB ±3dB re 1V/μPa. The hydrophone is 

connected with an active input module (EC6076) which provides power to the hydrophone [70]. Figure 52 

shows our experimental setup. 

Experimental Results: To validate our 

modulator/demodulator design, at first, we 

transmitted a random bit pattern ‘110110011’ 

at a repetition rate 10 Hz. Figure 53 shows the 

corresponding signals at the different stages of 

modulation/demodulation, as captured by a 

Tektronix DPO4054 digital oscilloscope. The 

topmost signal in the figure is the control 

signal based on the above bit pattern which is used to generate a sequence of laser pulses. The next signal is 

 
Figure 52: Depicting the experimental setup for air-

to-underwater PA communication 

 

 

 

 

 
 

Figure 53: Tx and Rx data for laser pulse energy 30 𝑚𝑗 and 

repetition rate 10 𝐻𝑧 
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the modulated acoustic signal that reaches the receiver. Then, we show the PDOOK demodulated waveform 

before and after passing the decision circuit.  

    To further assess the design robustness, we have varied the laser pulse energy and observed the signal 

strength of the demodulated acoustic signal for various laser pulse repetition rates. The results are shown in 

Figure 54. We have used 20 cm and 7.5 cm lenses to focus the laser light inside the water. Figure 54a shows 

the signal strength for a laser repetition rate 10 Hz. As expected, the increase of laser pulse energy boosts the 

strength of the received acoustic signals. There are two additional important notes to make about the results. 

First, the 7.5 cm focusing lens yields a stronger signal than the 20 cm lens, which is attributed to the creation 

of more irradiance, as indicated by Eq. (10). Second, the received acoustic signal is directional, where a 

stronger signal is received when the hydrophone is placed at 𝜃 = 90° than at 𝜃 = 0°. This observation is 

consistent with some experimental results found in the literature, e.g., in [46]. This kind of directivity depends 

on the generated plasma shape. Plasma could have different shapes, for example spherical or cylindrical. In 

our case the plasma is cylindrically shaped, and hence the signal strength is higher in one direction than the 

other.  

              

                                   (a)                                                                                                                   (b) 

Figure 54: Effect of laser pulse energy on the received acoustic signal strength for laser repetition rate (a) 10 Hz 

and (b) 20 Hz 
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The effect of focusing lenses is more significant than the hydrophone position. Figure 54b shows the results 

for a higher laser pulse repetition rate, specifically 20 Hz. The obtained results resemble those in Figure 54a, 

yet in all cases the received signal strength is a bit smaller than for a 10 Hz repetition rate. This is mainly 

because a higher repetition rate grows the probability of creating a vapor cloud which blocks subsequent pulses, 

as mentioned earlier in chapter 3 [56]. The effect of vapor cloud could be mitigated by using beam steering 

techniques. Employing a modulation technique which requires sending a smaller number of acoustic pulses 

could also reduce the effect of vapor cloud. In our future work, we will focus on how to diminish the impact 

of the vapor cloud on PA communication. 

   We further show the effect of laser pulse repetition rate on received signal strength in Figure 55. As expected, 

with the increase of laser repetition rate, the received signal becomes weaker. Figure 55a and 55b show the 

result for laser pulse energy of 20 mj and 50 mj, respectively. Again, the a 7.5 cm focusing lens creates 

stronger acoustic signals than the 20 cm counterpart. We also observe that positioning the hydrophone at  

𝜃 = 90° provides a better signal than 𝜃 = 0°. Moreover, the variation in acoustic signal strength becomes 

                

                                               (a)                                                                                                             (b) 

Figure 55: Effect of laser repetition rate on received acoustic signal strength for laser pulse energy (a) 20 mj and 

(b) 50 mj 
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smaller with the decrease of the laser repetition rate. This is mainly because the effect of vapor is more 

significant at high repetition rates. 

10.2.2 Simulation Results 

The aforementioned lab experiments have been conducted to show the performance of PDOOK at very short 

distance in a lab environment and in the presence of electrical noises only. Yet, in a real ocean environment, 

there could be other ambient noises that cannot be replicated in a lab prototype. Hence, we have pursued 

simulation to study the effect of ambient noises on the bit error rate (BER) and signal-to-noise ratio (SNR) 

performance of our proposed PDOOK modulation scheme.  

BER calculation: At first, we injected random ambient noise and determined its effect on BER. We have 

assumed the ambient acoustic noise to be the additive white Gaussian noise (AWGN), and consequently 

calculated the error probability using the Q-function [71]. The Q-function of the noisy signal can be defined 

as follows: 

𝑄 (
𝑡−𝜇

𝜎
) =

1

√2𝜋𝜎2
∫

𝑒−(𝑥−𝜇)
2

2𝜎2
𝑑𝑥

∞

𝑡
                                                         (86) 

where, 𝜇 and 𝜎2 are the mean and the variance of the noise distribution, respectively. The above Q-function 

indicates the probability that a Gaussian random variable x will obtain a value larger than t. Our proposed 

modulation technique is OOK type modulation, which means it has two states: (i) logic ‘0’ indicated by no 

(zero voltage) reception, and (ii) logic ‘1’ implied by 𝑉𝑝 voltage reception. Here, 𝑉𝑝 is the voltage amplitude at 

a receiver which has been shown in Figure 54 and 55. For varying laser pulse energy and repetition rate, 

respectively. If the threshold voltage for distinguishing between these two stages is 
𝑉𝑝

2
, based on Eq. (86), the 

probability of erroneously detecting a logic stage can be defined as, 

𝑃(𝑒𝑟𝑟) = 𝐵𝐸𝑅 =  
1

√2𝜋𝜎2
∫

𝑒−(𝑥)
2

2𝜎2
𝑑𝑥

∞
𝑉𝑝

2

                                                 (87) 
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Here we assume the mean of the noise is 0. Now combining Eq. (86) and Eq. (87), we can conclude, 

𝐵𝐸𝑅 = 𝑄(
𝑉𝑝

2𝜎
)                                                                        (88) 

Figure 56 shows the value of BER for different noise 

levels, 𝜎  and is plotted based on Eq. (86)-(88). The 

simulation is done using MATLAB and based on a laser 

repetition rate of 20 Hz. We can observe from the figure 

that with the increase of 𝜎 (the noise), the value of BER 

increases which is expected. The results have been 

shown for a receiver positioned at 0° and 90°, where the 

value of BER is higher for 0° position [72]. Intuitively, 

when the received signal is stronger the value of BER is low; by considering Figure 54b and Figure 55 

collectively give us an idea how much laser pulse energy is required in order to fulfill a certain BER 

requirement in a communication channel based on the noise level. 

Similarly, Figure 57 shows the effect of the laser pulse 

repetition rate on the BER calculation for various noise 

levels. The simulation is performed for a fixed laser 

pulse energy of 50 mj. Here, we observe that with the 

increase of the laser pulse repetition rate, the BER grows 

which is also expected, because from Figure 55b we 

observe that with the increase of laser pulse repetition 

rate, the received signal strength diminishes. Figures 55b 

and 57 point out the value of maximum laser pulse 

 
Figure 56: BER vs laser pulse energy for laser 

repetition rate 20 Hz for different noise levels 

 

 

 
Figure 57: BER vs laser pulse repetition rate laser 

pulse energy for pulse energy 50 mj for different 

noise levels 
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repetition rate, i.e., what maximum bit rate is required for maintaining a certain BER value based on the noise 

level. 

SNR calculation: Next, we determine the effect of noise on SNR for various underwater depths. In the lab 

experiments, we have measured Sound Pressure Level (SPL) at relatively close proximity from the generated 

plasma (acoustic source). In order to determine SPL at a further depth (longer distance), we need to factor the 

acoustic path loss model and ambient acoustic noise at that depth. Acoustic path loss (PL) can be estimated in 

dB as follows [73]: 

𝑃𝐿(𝑓) = 𝑘 ∙ 10 log𝐷 + 𝐷 ∙ 10 log 𝑎(𝑓)                                                    (89) 

where, D is the underwater distance in km, k is the spreading factor, f is the acoustic source frequency in KHz, 

and a is the absorption coefficient. The spreading factor, k, determines the geometric shape of the acoustic 

propagation path; the value of k is 1.5 for so-called practical spreading [73]. The absorption coefficient, a, can 

be determined using Thorp’s formula as follows [74]: 

10 log 𝑎(𝑓) = 0.11
𝑓2

1+𝑓2
+ 44

𝑓2

4100+𝑓2
+ 2.75 × 10−4𝑓2 + 0.003            (90) 

The acoustic noise in an underwater environment has been modeled in [73], where turbulence, shipping, waves, 

and thermal noises are the main contributors. The power spectral density of these noise sources can be 

described by following empirical equations: 

10 log𝑁𝑡(𝑓) = 17 − 30 log 𝑓                                                           (91) 

10 log𝑁𝑠(𝑓) = 40 + 20(𝑠 − 0.5) + 26 log 𝑓 −   60 log(𝑓 + 0.03)                          (92) 

10 log𝑁𝑤(𝑓) = 50 + 7.5𝑤
1

2 + 20 log 𝑓 −  40 log(𝑓 + 0.4)                        (93) 

10 log𝑁𝑡ℎ(𝑓) = −15 + 20 log 𝑓                                                  (94) 

Thus, the total noise 𝑁(𝑓) can be expressed as: 

𝑁(𝑓) = 𝑁𝑡(𝑓) + 𝑁𝑠(𝑓) + 𝑁𝑤(𝑓) + 𝑁𝑡ℎ(𝑓)                                             (95) 
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In the above equations, s is the shipping activity factor whose value ranges from 0 to 1 and w is the wind speed 

in m/s. Using Eq. (89) - (95), we can calculate the SNR in dB as follows: 

𝑆𝑁𝑅 = 𝑆𝑃𝐿 − 𝑃𝐿 − 𝑁                                                                      (96) 

All the parameters in Eq. (96) must be measured in dB. 

Figure 58 shows the simulation results for SNR for 

various underwater depths. In this simulation, 𝑤 =

10 m/s and 𝑠 = 1. As expected, with the increase in the 

underwater depth, the SNR diminishes. The values of 

SNR have been shown for different settings of laser 

pulse energy at the transmitter side. With the increase of 

laser pulse energy, unsurprisingly the SNR also grows. 

Figure 59 shows the effect of laser pulse repetition rate 

on SNR for various underwater depths. We can observe 

from the figure that the SNR becomes slightly smaller at 

higher laser repetition rates. This is mainly because at 

higher laser pulse repetition rates, the acoustic signal is 

relatively weaker, as shown in Figure 55.  Figure 58 and 

59 point out the laser pulse energy and repetition rate 

required to obtain a certain amount of SNR for a known 

noisy channel. 

 

 

 

 
Figure 58: SNR vs underwater depth for different 

laser pulse energy 

 

  

 
Figure 59: SNR vs underwater depth for different 

laser pulse repetition rate 
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 Conclusion and Future Work 

 

11.1 Conclusion 

This thesis has investigated the viability of establishing VLC links through the air-water interface in order to 

enable communication between an airborne base-station and underwater networks for short distance 

communication and photoacoustic energy conversion for long distance communication. For VLC, both the 

coverage area and light intensity have been studied under flat and wavy water surface conditions. We first have 

considered a single light source and then extended the analysis for multiple beamformed light sources. In clean 

and steady water, a single light source provides better intensity. In the case of turbid water and/or wavy surface, 

we promote beamforming of multiple light sources which boosts coverage while keeping enough intensity for 

VLC communication. Coverage is very important in the presence of water current because an underwater node 

can drift away.  

Moreover, we studied the best modulation technique for VLC. We have presented a novel frame structure for 

DPPM modulation that enables dynamic adjustment of the symbol size to cope with varying channel conditions 

and transmission power constraints. The proposed frame provisions for specifying key DPPM attributes in 

order to inform the receiver about how to demodulate the transmitted signals.  We have also developed an 

algorithm to dynamically change those DPPM attributes to optimize the bit rate and PER. Through simulation 

we have shown that our proposed Adaptive DPPM scheme with adjustable symbol length, provides better 

power and bandwidth efficiency than the DPPM with fixed symbol sizes. Our modulation scheme also provides 

better PER than traditional VLC modulation techniques such as OOK.     We have also investigated how to 

improve the bandwidth efficiency for DPPM modulation schemes. Two novel frame structures, namely, 
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IDPPM and CDPPM, have been designed. IDPPM provides better results for relatively higher value of M, 

while CDPPM provides better results for lower value of M.  

     For long distance air-water communication, we promote photoacoustic energy transfer mechanism. First, 

we have studied the effect of the laser beam incident angle and observation angle on the spectral response of 

the generated acoustic signal using linear optoacoustic methods. The study has provided guidelines on optimum 

positioning of airborne and underwater nodes for which we can generate the best quality acoustic signals. The 

best quality implies an acoustic signal that has the highest spectral response at the lower frequency components. 

Low frequency acoustic signals are preferred since they can travel long distances in underwater medium. 

Through theoretical analysis and simulation, we have shown that if the sum of the refracted angle of the laser 

beam in the water medium and the observation angle of the underwater node from vertical axis is around 900, 

we can create a relatively narrow-band signal with high signal strength. The results of our study are paramount 

for establishing robust communication links that leverage the optoacoustic effect and serve applications where 

deep underwater nodes need to be reached without employing gateway nodes on the water surface. 

     Furthermore, we have developed a novel peak detection based OOK (PDOOK) modulation scheme for 

photoacoustic communication. The thesis has presented the design of the PDOOK transmitter and receiver and 

provided details for the various modules. We have validated our design through extensive experiments using 

a lab-based prototype. Overall, the thesis provides analysis and protocols to establish downlink for 

communication across the air-water interface. 

11.2 Future Work 

The use of photoacoustic as a cross-medium communication is still in the early stage. There are many open 

research issues that need to be addressed. The biggest challenge will be how to improve the bit rate for this 

kind of photoacoustic communication. The achievable bit rate using photoacoustic is a couple of Hz to kHz 

range, which is very low for real-time audio and video communication. Moreover, focusing laser light inside 
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the water medium is difficult in practice. In lab setups, one can do so by using focusing lenses. However, such 

an approach is not practical in an open ocean environment. Auto-focusing laser light could be a viable option 

that is worth investigation. 
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Appendices 

Appendix A: Calculation of water attenuation coefficient: 

Using Beer’s law, we can find the attenuation of optical signal at distance d as follows [59]: 

 

𝐼 = 𝐼0. 𝑒
−𝑘(𝜆)𝑑                                                                          (97) 

 

Where 𝑘(𝜆)  is the attenuation coefficient (𝑚−1) of water, which is sum of absorption, 𝑎(𝑚−1) and scattering, 

𝑏(𝑚−1) coefficient 

 

𝑘(𝜆) = 𝑎(𝜆) + 𝑏(𝜆)                                                                     (98) 
                                                                   

The value of a and b depends on the biological factors of water and optical signal wavelength, λ. The absorption 

occurs mainly due to the pure water, chlorophyll-a, and humic and fulvic acids. The expression to get the value 

of a can be described as [60][61]: 

𝑎(𝜆) = 𝑎𝑤(𝜆) + 𝑎𝑓
0𝐶𝑓𝑒

−(𝑘𝑓𝜆) + 𝑎ℎ
0𝐶ℎ𝑒

−(𝑘ℎ𝜆) + 𝑎𝑐
0(𝜆) (

𝐶𝑐

𝐶𝑐
0)
0.602

                         (99) 

Where, 

 𝑎𝑤 = pure water absorption coefficient(𝑚−1); 

 𝑎𝑓
0  = specific absorption coefficient of fulvic acid; 

 𝑎ℎ
0   = specific absorption coefficient of humic acid; 

 𝑎𝑐
0  = specific absorption coefficient of chlorophyll in 𝑚−1; 

 𝐶𝑓  = concentration of fulvic acid in mg∕m3; 

 𝐶ℎ = concentration of humic acid in mg∕m3;  

𝐶𝑐 = concentration of chlorophyll-a in mg∕m3; 

 𝑘𝑓 = fulvic acid exponential coefficient, and 

 𝑘ℎ = humic acid exponential coefficient. 

The scattering is mainly caused by the water and particles, and can be express as [60][61]: 

𝑏(𝜆) = 𝑏𝑤(𝜆) + 𝑏𝑠
0(𝜆)𝐶𝑠 + 𝑏𝑙

0(𝜆)𝐶𝑙                                                           (100) 

Where, 
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 𝑏𝑤 = water scattering coefficient in 𝑚−1; 

 𝑏𝑠
0 = scattering coefficient for small particulate matter in m2∕g; 

 𝑏𝑙
0 = scattering coefficient for large particulate matter incm2∕g; 

 𝐶𝑠 = concentration of small particles in g∕m3, and 

 𝐶𝑙 = concentration of large particles in g∕m3.  

The scattering albedo is defined as the ratio of the amount of scattering to the overall attenuation, i.e., 𝑤0 =

𝑏

𝑘
.  Eq. (97) is valid when there is no contribution of the scattering light in the received light. However, in turbid 

water scattered light may reentered in the receiver field of view (FOV). In that case we need to rewrite Eq. (97) 

as follows [59]: 

𝐼 = 𝐼0. 𝑒
−𝛾𝑑                                                                                   (101) 

Where                                     𝛾 = 𝑎 + (1 − 𝑛)𝑏                                                                              (102) 

The scattering factor n (0 ≤ 𝑛 ≤ 1) is used to recollect scattered light. 
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Appendix B: List of Acronyms: 

 

Acronym Description 

VLC Visual light communications 

UWNs Underwater Wireless Networks 

PA Photoacoustic 

OOK On-Off Keying 

PPM Pulse Position Modulation 

DPPM Differential Pulse Position Modulation 

PER Packet Error Rate 

ADPPM Adaptive Differential Pulse Position Modulation 

FSK Frequency-shift keying 

PSK Phase-shift keying 

QAM Quadrature amplitude modulation 

PDOOK Peak Detection based OOK 

TARF Translational Acoustic-RF communication 

OPPM Overlapping PPM 

MPPM Multiple PPM 

DPIM Pulse-interval modulation 

DH–PIMα Dual-header pulse-interval modulation 

MFSK Multi-frequency Shift Keying 

KdV Korteweg–de Vries equation 

CDPPM Complement DPPM 

EDPPM Enhanced DPPM 

GLAS Geoscience Laser Altimeter System 

SPL Sound Pressure Level 
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