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ABSTRACT

Title of dissertation: FLOODBOT: VISION AND AI ENABLED
FLOOD DETECTION SYSTEMS
IN URBAN ENVIRONMENT

Bipendra Basnyat, Doctor of Philosophy, 2022

Dissertation directed by: Dr. Nirmalya Roy
Department of Information Systems

Flash floods are one of the most commonly occurring natural disasters. How-

ever, communities are often ill-prepared for its pre-disaster precautions and post-

disaster aftermath. We argue that the technical and economic resources are signif-

icant constraints in identifying, assessing, and reducing disaster risks. While other

mature flood protection mechanisms exist, they are often expensive and site-specific.

Expensive flood detection and control mechanisms are often limited to affluent com-

munities, increasing the risk of flood damage to less affluent areas. Our research

develops economically viable, scalable, and mobile flash flood detection systems that

reduce disaster risks. We explore various state-of-the-art machine learning models,

the Internet of Things (IoT), crowd-sourcing, participatory sensing, and cloud in-

frastructure to deliver social media-based flash flood detection systems called Flood-

Bot. The FloodBot is a scalable, mobile, and end-to-end mass-deployable alternative

flash flood detection system based on vision, sound, and social media content. The

FloodBot’s vision is enabled by state-of-the-art computer vision (CV) techniques; its

auditory capabilities are enabled by acoustic scene classification (ASC) techniques,

while conversational AI enables its speech processing capabilities.



In this thesis, we propose novel multimodal deep learning frameworks and

cross-domain transfer learning techniques to classify flood severity, perform object

recognition and segmentation. We employ pre-trained transfer learning techniques

to enhance the accuracy of traditional/hand-crafted models and attain 97% accuracy

under an ideal scenario. Specifically, we posit deep learning models such as convo-

lutional neural networks (CNNs), single-shot multi-box object detection (SSDs),

and segmentation models for vision-based tasks. We augment the vision by sound

(Mel-Spectrogram) based deep learning models and classify environmental sounds

pertinent to flood during weather adversaries (low light, bad weather). Our exper-

iments using the sound signal and deep learning models attest that we can classify

flood-related sound events with a 78% accuracy, even in adverse weather condi-

tions (heavy rain, strong wind). Finally, we demonstrate how memory-based end-

to-end pre-trained language models such as Bidirectional Encoder Representations

Transformers (BERT) can enable conversational power and seamlessly integrate the

FloodBot into social media.

In summary, this thesis assesses the relevancy of the multimodal information

(image, sound, and social media) and integrate them together to deliver proactive

notifications such as tweets to reduce damages and prepare the community during

natural disasters. We have deployed FloodBot in Ellicott City – a severe flash flood-

prone area in Maryland with a live Twitter handle umbc floodbot in collaboration

with Howard County Storm Water Management Division and released more than

24 hours of annotated multimodal AI-Ready data (video recordings) in the public

domain to foster further research for natural disaster monitoring in the community.
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Chapter 1: Introduction

Flooding destroys livelihoods, depletes valuable resources, and kills people.

Numerous efforts are being made to develop a flood warning system with the goal

of minimizing or mitigating the damage caused by flood disasters. Previously, flood

management and mitigation were regarded as a technical challenge best left to civil

engineers. Civil and construction engineering aims to improve community safety

and readiness by constructing dams, relocating infrastructure or moving people out

of the flood zone. Their procedure is reliable and often life-saving, but it is expensive

and out of reach for people with lower socioeconomic status.

However in recent decades, the paradigm has shifted more toward an inter-

disciplinary approach. Data-driven mitigation and management is emerging as a

viable option for resolving flooding issues. The paradigm shift can be attributed to

the smart city vision [9]. Proponents of the smart city vision believe that seeing

an event occur in real-time can help us better understand its dynamics and create

more context-aware applications. They believe data and digital technology improve

people’s lives. Communities can monitor events remotely and better understand

how a calamity, such as a flood affects demand patterns in real-time. They can

1



then strategies effective mitigation plan. This means that automated data collec-

tion systems take the place of human data collectors, minimizing the possibility

of human casualties. For instance, remote sensing and image-based solutions such

as unmanned aerial vehicles (UAVs) or other noninvasive technologies can collect

real-time data for disaster risk reduction (DRR) without the need for human pres-

ence at the disaster site. While eliminating the need for manual data gathering

saves money, it also generates a large volume of data, necessitating an optimized

data/information extraction system.

Breakthrough in sensor technology enabled us to deploy sophisticated sensors

and cameras in rugged environments [128]. We can now sense elements of the physi-

cal world that were previously unavailable due to advancements in sensor technology

and microchips. This is the intersection of the Internet of Things (IoT) with our

current understanding of cyber-physical systems. Our capacity for observing and

comprehending environmental occurrences has increased significantly, transforming

environmental disasters into a data burst.

Even though signal collection from remote systems has become relatively

straight forward, information extraction remains a challenging research problem.

Extracting the appropriate signal type from a data burst is an iterative process.

Relevant information may be concealed and discovered only after they have been

properly churned. To that purpose, this thesis also tries to find the most important

signal in a flood event from various types of signals. We traverse across distinct

signals such as image, sound, and text from social media to identify the most in-
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formative signal. We refer to these various data types as modalities, which are

characterized by their distinct properties.

Lastly, we can lessen the impact of disasters in two ways: by being informed

and prepared ahead of time, or by efficiently managing the chaos afterward. Flood-

ing is a natural calamity, and the timing and manner in which it occurs are by

large unpredictable. However, we can be better prepared and informed about the

risks and consequences. It is possible to save lives by being well-equipped with tools

and technologies to detect and respond to such crises before they occur. Our thesis

focuses on the development and implementation of such remote flood monitoring

system that can detect floods without the need for human involvement. As a result,

human beings are safe from harm. We use images, acoustic, and social media con-

tents to detect floods and categorize their intensity and post information on social

media for awareness.

Therefore, this thesis highlights the importance of information system-based

inter-disciplinary work in reducing disasters and better preparing the community.

We believe it can provide a broader solution and hypothesize that machine learning

and computational methods will help life-saving missions. Our approach allevi-

ates the need to extract and examine data manually as the rate of data generation

is beyond human comprehension. This thesis seeks to deliver a scalable, mobile,

and end-to-end mass-deployable flood detection system based on sight, speech, and

hearing. As a result, this thesis addresses common issues associated with smart city

deployment, where an automated system captures data but lacks a proper down-

3



stream system to convert the raw data into usable information. Here we attempt to

convert those otherwise non usable raw data into usable information. Simply put,

we want to create a system that can successfully translate the vast amounts of raw

data collected by sensors into decision-supporting facts. This thesis provides system

design approaches for a downstream information extraction system based on real

time deployment and data collection.

1.1 Flood Detection: General Architecture

A typical flood detection system and its component are shown in Figure 1.1. To

help focus and emphasize the scope of this thesis, we will first define the fundamental

components of conventional flood detection system. There are two major building

blocks of flood detection system, the Environmental Monitoring Unit (EMU) and

Decision Support System (DSS)/Alert and Warning System Unit.

Figure 1.1: Flood Detection System - General System Architecture

i) Environmental Monitoring Unit

Environmental monitoring units (EMU) are a collection of tools and tech-

niques used to monitor and assess an environment. They capture the environmental

4



parameters (data points) [43]. EMU is a mesh of integrated cyber-physical sensors

and data generation devices that interface with their surrounding. The EMUs used

in our research are water level sensor, audiovisual (camera), ultrasonic sensor, and

other auxiliary ambient sensors.

The water level sensors use a pressurized tube to determine the water level and

relay data to the Central processing unit (CPU). The Audio Visual Sensor/Camera

is the EMU’s second crucial component, as it records temporal video. These two

key components produce the data necessary for this thesis. Furthermore, EMU is

equipped with solar-powered integrated systems and a networking gateway for data

transmission to remote servers.

ii) DSS/Alert and Warning System Unit

The Decision Support System (DSS) is the flood detection system’s compu-

tational unit. After the EMU transmits data using machine to machine (M2M)

technology, the raw data is stored, analyzed and converted to useful information by

the DSS/Alert and Warning System Unit.

We further split DSS-Unit into two broad categories. The Data Capturing Unit

- a standardized data storage system containing application servers, web servers, and

an integration platform for social media. The Data Capturing Unit provides data

persistence and other general application need such as web hosting, automation and

other system integration. Next is the Machine learning or advanced analytics unit

(focus of this thesis) where we use sophisticated algorithms to transform raw data
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into usable information.

1.2 Thesis: Scope

With a clear understanding of general architecture of conventional flood de-

tection system, we now define the scope of this thesis. Our flood detection systems

framework and the focus areas of our work are illustrated in Figure 1.2. The the-

sis discusses four key topics (boxes): deployment and data collection, various data

modalities, the primary purpose of these modalities, and the outcome of multimodal

analysis.

Figure 1.2: Flood Detection Framework: Scope

The first section of the thesis discusses our deployment, data collection, and

sensors and how we use sensor data to annotate and validate our multi-modal (im-

age, sound, and social media content) raw data. We then discuss our multi-modal

data, experiments and various deep learning techniques, including convolutional

neural networks (CNNs) and transfer learning. We can gather information about a
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phenomenon or a system of interest from various tools, measurement techniques, ex-

perimental setups, and other sources. Because natural processes and environments

are so diverse, it is rare for a single acquisition method to provide a comprehensive

understanding. The availability of multiple datasets obtained from the same system

using different acquisition methods opens up new possibilities for research. It pro-

vides context beyond what can be obtained by analyzing each dataset separately.

Therefore we motivate our thesis to assess how one can use multi-modal data in

parsing flood-related information. We then describe how the curated information

(outputs) can be prepared for mass consumption and two-way communication in

social media. The thesis concludes with a design of a prototypical functional system

for flood detection.

1.3 The contribution of this Thesis

This thesis is an applied research performed with a defined objective to un-

derstand challenges in designing artificially intelligent flood detection system. Our

thesis seeks to deliver a practical system and highlight the lessons learned during the

design, development, and implementation of flood detection systems based on deep

learning. We start with a simple design and gradually enhance its complexity and

capacity. As we investigate and comprehend the components and obstacles, we pro-

pose enhancements and solutions for the roadblocks that impede the development

of a safe and sound flood detection system.

7



We posit that disaster-response systems such as ours cannot rely on a single

form of signal (data modalities); therefore we test a variety of physical flood de-

tection signals, such as water level data, images, and sound (physical sensors). We

infuse the social sensors [76] into the physical sensors to create even stronger flood

signals and integrate our system into social media for information dissemination.

Beyond technical merit, this thesis has a broad impact to the community. We

took a multidisciplinary approach and integrated ourselves into the community by

collaborating with local government,industry partners and most importantly the

flood impacted local stakeholders. Our work was also featured by NSF [53, 103] and

widely covered by news media [146, 139, 161]. Specific thesis contributions are :

• We iterate through different designs and demonstrate our deployment in di-

verse setups and flood-prone locations. We discuss the deployments and their

underlying hardware and software architectures. The performance of the next-

generation (iteration) flood detection system is then improved by observing

and mitigating the previously observed challenges.

• We traverse various data modalities (image, sound, and social media) to iden-

tify the best signals that can be used to build a robust flood detection system.

More specifically, we use deploy various deep learning models and technolo-

gies to detect flood signals. We develop novel techniques for annotating data

that would otherwise be difficult to obtain strong supervision using weakly

supervised learning.
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• Rather than being a “Lab-Only Research”, this thesis dealt with various

ground-level implementation and real-world challenges. We brought together

a diverse group of stakeholders to holistically explore the flood detection

problem (for example, industrial partners—vendors, Howard County govern-

ment—regulators, Old Ellicott City Partnership—flood victims and stakehold-

ers, foreign collaborator—University of Pisa, and so on).

• AI-Ready Data Release - To foster long-term feasibility and continuity of this

research and deployments beyond this thesis, we have released 29 hours of raw

data in public domain [28]. 20 hours of this data has been hand-annotated

with a five-minute binning that allows multi-faceted research formulation in

various urban settings.

Precisely, this thesis presents result of an experience collected during an end-to-end

system design of machine learning based flood detection system called ‘FloodBot’.

FloodBot is a social media integrated distributed computing system consisting of

cameras, networking devices, solar-powered computation unit, and a powerful deep

learning server(s) [18, 20, 134, 22].

We use the FloodBot loosely as an generic term to describe different aspect of

flood detection and our pertinent focus areas. FloodBot’s scope also vary depending

on the experiment setup, modalities and our problem in hand. FloodBot is a live

system deployed in Ellicott City that was devastated by major flood in 2016 July

and 2018 May [119]. Our system has been live and operational since September
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2019 and can be followed on Twitter at https://twitter.com/umbc floodbot [145]

for live data and social media interactions.

1.4 Thesis Organization

In this thesis, we developed a multi-modal flood detection system using novel

machine learning techniques and assessed them under a variety of weather conditions

and data modality (image, sound, and social media). Figure 1.3 illustrates the

thesis’s organization and the location of each chapter. First, in Chapter 2, we review

the relevant research from these three data modalities. In Chapter 3, we describe

several iterations of our deployments. There we discuss several architectures and

challenges before settling into the current state of FloodBot. We also highlight our

learning from those deployments and our mitigation strategies in Chapter 3.

10



Figure 1.3: Thesis Organization

After describing the deployment and providing pertinent background informa-

tion in Chapter 1 through 3; we outline our data collection in different modalities

in Chapter 4. We describe our experiments and findings across three modalities

in Chapter 5 (Image Analytics), Chapter 6 (Sound Analytics), and Chapter 7 (So-

cial Media Analytics) respectively. The chapters have been separated by their data

modality. Figure 1.3 shows the organization of our thesis.

In Chapter 5 we describe various experiments and deep learning models for

image analytics. We begin with shallow learning progress into to deep learning. We

examine the difficulties and fallacies inherent to traditional and shallow learning.

We detect objects using a convolutional neural network (CNN) and transfer learn-
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ing. We studied a CNN-based model that had been trained on large amounts of

labeled data and then tested it on our limited labeled data. To improve flood detec-

tion capability, the parameters of the CNN model were fine-tuned utilizing transfer

learning techniques. Additionally, we experimented with pre-trained models and

used them to recognize objects. Furthermore, we examined flood detection using an

image segmentation technique under image analytics. Then, in later part of Chapter

5, we used weak supervision and similarity search technique to compare the flood

image to a non-flood image.

In Chapter 6, we switch the data modality from image to sound. We exper-

iment with Mel Spectrogram-based sound signal and train CNN to classify envi-

ronmental sound events. We demonstrate our experiment results on possibility of

floods detection only using sound waves as our signal. Chapter 7 describe our work

third data modality (social media) and attempts to transform the Floodbot into a

conversation agent. We demonstrate how we have integrated FloodBot into social

media agent and assess its information dissemination potential.

Finally, in Chapter 8, we conclude the thesis by proposing possible future

research directions. There, we summarize our work and describe the work in progress

that will continue beyond this thesis.
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Chapter 2: Related Work

Flood detection is an interesting topic that has attracted the attention of

multiple disciplines [39, 137, 92, 74, 75]. Flooding at the watershed scale is a

complicated phenomenon and nonlinear dynamic processes not easily represented

by simple models [74, 65]. Typically, solving river engineering problems requires a

thorough understanding of river flow, such as the flow depth, flow velocity, and flood

extent. Hydraulic models predict the flow characteristics by utilizing the govern-

ing equations of the flow in motion (mass and momentum conservation principles)

[107]. However, depending on their spatial extension, solving such equations can be

cost and resource prohibitive. Additionally, modeling two-or three-dimensional river

flows using high-resolution topographic data at large scales (national or continental)

is nearly impossible [65].

Numerous data-driven models, including bivariate models of frequency ra-

tio, Shannon entropy, the weight of evidence (WOE), and evidential belief func-

tion(EBF), have been created and used for flood mapping [127]. However, the

success of such models are limited to that specific area (watershed) not transferable

to different area. Multi-criteria decision-making (MCDM) models listed above also
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rely on expert opinion, introducing significant bias and inaccuracy. The conven-

tional approach, where hydraulic models [65, 75] are used to simulate water-flow

and estimate downstream inundation is beyond the scope of this thesis. Instead, we

try to understand the data (environmental conditions) contributing to floods using

numerical methods and data-driven approaches.

Along with the physics-based hydraulic models, machine learning (ML) tech-

niques have evolved over time [27]. The emphasis on learning from current data and

experiences to improve understanding of real-world problems is also growing [97].

ML techniques approaches are particularly advantageous when existing models are

incapable of fully capturing the physics in mathematical terms, the computational

cost is prohibitively high, or available knowledge about the problems is limited. This

has made machine learning approaches extremely useful for evaluating various as-

pects of water resources engineering, rainfall-runoff estimation, flood susceptibility

mapping, and flood prediction e.t.c. [84, 129, 2].

With its continuous surveillance of the flooding river, our thesis’s FloodBot

deployment generates many audiovisual recordings, sensor readings, and weather

data. As a result, we have collected abundance of complex granular and raw in-

comprehensible data. Data thus collected cannot be translated into a mathematical

expression or model to adequately represents the events (flood). We are also unable

to use these raw data and draw a mathematical model or solvable equation to detect

the flood event [65].
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Complex environments, such as ours, are frequently modeled using parameter

estimation and pattern recognition techniques, [46]. Parameter estimation [143]

attempts to identify and model nonlinear and complicated interactions between

inputs and outputs; draw inferences and generalizations; and uncover underlying

correlations, patterns, and so on.

As a result, this thesis attempts to model the environment and feed our multi-

modal raw data as an input in order to find a function or model that can detect

pertinent patterns associated with flood/flood causing events. In other word, we cast

the problem of flood detection into a to parameter estimation problem or inverse

modeling (let the environment be unknown function). The idea is then to find a

system that solves an optimization problem by maximizing or minimizing an objec-

tive/cost/fitness function to find the best model parameters [4] within a permissible

range (referred to as solution space) (for example, residual sum of squares).

To perform the parameter estimation, we need powerful algorithms that can

find patterns during inverse environmental modeling (estimating parameters). Ma-

chine learning (ML) techniques have made significant contributions to the evolution

of prediction systems that provide more accurate and cost-effective solutions [99] in

estimating parameters from such complex data set. One such approximation tool is

Artificial neural network (ANN).

ANN has been shown to capture the non-linearity and detect patterns success-

fully in various applications [5, 149, 110] or data representation. ANN are computer
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systems comprised of interconnected nodes that function similarly to human brain

neurons. ANN learn by detecting the hidden relationships within data through pat-

tern recognition [29]. Pattern recognition is a type of data analysis that employs

machine learning algorithms to detect patterns and regularities in data automati-

cally. ANN can learn and model nonlinear and complicated interactions between

inputs and outputs, generating inferences and generalizations and uncovering hidden

links, patterns, and predictions [110]. Due to its excellent approximation capabilities

[85], ANN has been applied in a variety of areas, including modeling and identifica-

tion of complex and nonlinear systems and optimization and automation [108, 24].

However ANN fails to scale in complex problem setting. Due to the slow learning

speed, over-fitting, and constraints on local minima, determining critical parameters

such as training algorithms, activation functions, and hidden neurons is relatively

tedious [123].

Deep learning is used to circumvent this limitation of ANN by stacking multiple

ANN layers and transforming them to DNN. DNN is type of an artificial neural

network (ANN) with multiple layers between the input and output layers. Compared

to its predecessor ANN, DNN is a highly scalable machine learning technique that

can learn directly from raw data without manual feature engineering [25, 57, 121].

DNN have been widely used for representation learning in recent years and have

demonstrated superior performance in a variety of applications, including image

classification, object detection, and speech recognition [25, 121, 57]. Thus inspiring

us to experiment with multiple DNN architectures and follow their approaches.
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We show the research analogy and our motivation based on related work in

Figure 2.1. We use computational methods and parameter estimation technique to

understand/simulate the flood causing environment (sensor and audio visual record-

ings FloodBot) and deploy multiple DNNs architectures to help us parse/model the

flood related data representation.

Figure 2.1: Research Analogy

We are specially interested to learn

flood related data patterns (parameters)

hidden in three data modalities (Image,

Sound and Social Media) captured by

Floodbot. Our work therefore focuses in

utilizing these data modalities as input

and various types of DNN as an approxi-

mator. We exploit the representational power of deep neural network (DNN) across

three data modalities.

2.1 Multi Modal Data Analysis

FloodBot is envisioned to converse and inform users about the flood situation

remotely. As a result, it is responsible for two fundamental tasks: first, comprehend

the flood signal, and second, posses linguistic features necessary to communicate.

These two tasks falls under overarching study area of Visual Question and Answer-

ing. A VQA system takes image and open-ended natural language question as input
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and returns a natural language answer as the output [10]. VQA is a vast and compli-

cated research area that is frequently regarded as the pinnacle of current Artificial

Intelligence capability. Automatic image understanding and artificial intelligence

are complex because of time, hardware, software, data volume, etc., and are not

possible at a smaller scale. Therefore, instead of making this thesis a full VQA

problem, we limit our work into understanding the building blocks VQA in context

of natural disasters (flood).

FloodBot captures various data that can supplement the VQA task. For ex-

ample, images from the video enables us to identify physical objects, while audio

(e.g., the sound of pouring rain) can provide additional context required to detect

flood. FloodBot’s social media presence, data curation and content parsing can

provide context and link physical sensors with human and their feelings during the

disaster. [70]. Stitching these three modalities and information helps us design a

robust flood detection system.

Multimodality is a very natural concept for living creatures. External and

internal sensors, sometimes referred to as ”senses,” are used by living creatures

to detect and discriminate between signals. Humans can detect and discriminate

between signals, communicate, cross-validate, disambiguate, and make numerous

decisions in a dynamic and constantly changing internal and external environment.

Multi-modal data fusion and analytics is done for a variety of reasons. For

example to obtain a more unified picture and global view of the system, improve
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decision making, exploratory research, or answer specific system questions (flood

detection). They can also be used to trace common vs. distinct elements across

modalities or time, and to extract knowledge from data in general. Here, we will

look at setups in which a phenomenon (flood) is observed using multiple instru-

ments, measurement sensors, or acquisition techniques. The setup in which one

has access to data obtained from multiple modalities is referred to as multimodal

[79]. Complementarity is a crucial property of multimodality because each modality

adds value to the overall setup that cannot be deduced or obtained from any of the

other modalities in the setup. Our multi-modal signal analysis reduces the risk of

uni-modal data failure and widens our ability to detect flood-causing environment

further. To that end, the following section reviews related work in each of the data

modalities. We evaluate the work in three areas: first for image analytics, then the

environmental sound, and finally social media.

2.2 Image Analytics

Image recognition and analytics is a branch of Computer Vision (CV) and ar-

tificial intelligence. CV aids computers in recognizing locations, people, objects, and

other elements in images. But before a computer vision model can be successful at

a specific task, such as flood detection, it must first perform fundamental tasks such

as image recognition, classification, or detection. The success of image recognition is

primarily attributed to a deep neural network architecture known as convolutional
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neural network (CNN) [121].

Our thesis explores various CNN based architectures [60, 147, 120]. Convolu-

tional neural networks introduced by [82] replaced the fully connected layers with

discrete convolutions and drastically reduced the parameters compared to its pre-

decessor multi layer perceptron (MLP). The thesis’ guiding principle of teaching

machines to understand images and their content is at the heart of deep learning

and computer vision research. Some of the groundbreaking architecture that has

advanced the research area are listed chronologically LeNet [82], alexNet [77], Vi-

sual Geometry Group of the University of Oxford [132], GoogLeNet the winner of

ILSVRC 2014 [142] , and the ResNet [60]. The majority of our work in Chapters 5

is based on a variant of CNN. We employ a custom CNN for flood detection that

is loosely based on the LeNet [82] architecture, and ResNet [60] variant for object

detection.

Object detection is the task of detecting instances of objects of a certain class

within an image. We use object detection technique to determine what is nearby the

flooded stream. In Chapter 5, we start by finding if a person or a vehicle is within the

flood zone or classify the severity of the flood using CNN. However, that approach

is unable to establish the object’s vicinity to a flooding stream. As a result, we

further examine a more sophisticated computer vision concept known as semantic

segmentation [23]. The semantic segmentation in pixels enables us to compute and

infer the proximity of increasing water levels to nearby objects [23]. As with the

alarm system on an autonomous driving vehicle [30], our implementation can alert
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authorities when the water level rises and the impending danger to surrounding

items reaches a certain threshold .

Semantic image segmentation is also called pixel-level classification. It is the

task of clustering parts of the image together which belong to the same class. Object

detection deals with finding different objects in an image and classify them into one

category [166]. Previously computer vision task was performed using low-level im-

age abstraction such as HOG, edge, pixel histograms [144]. However, these methods

lacked scalability until a CNN-based breakthrough method was proposed by [56]

called U-Net [120]. U-Net is the most used encoder-decoder based famous models.

U-Net constructs the encoder-decoder structure for semantic segmentation. U-Net is

an improvised version of fully connected network (FCN)-based segmentation model

[120]). Like the FCN, U-Net first creates convolutions and restores the image in the

later part of the network, learning feature representation along the way. Our imple-

mentation closely relates to medical imaging [120] work where computer vision and

deep learning model extracts clinically relevant information from medical images.

All the experiments discussed so far are based in supervised learning. In

supervised learning, the algorithm ‘learns’ from the training examples by generating

predictions and adjusting for the correct response iteratively. While supervised

learning models are more accurate than unsupervised learning models, they need

manual data labeling before training. For instance, in the flood detection problem,

a supervised learning model can predict whether or not there is a flood based on

sample training data. This creates two significant challenges for the scalability and
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generalizability of our solution approach.

To start, we want to make the device portable, which means that the detec-

tion should work on images (places/environments) that the model has never seen

before. Second, the time and resources required to label the data are considerable.

As a result, we experiment with less data hogging and more flexible deep learning

architectures for unsupervised or semi-supervised learning. On the other hand, Un-

supervised learning models operate autonomously to discover the inherent structure

of unlabeled data. They still require some level of human intervention to validate

output, but far less than supervised learning. Our experiments in the supervised

setting know that deep supervised learning performs well when large amounts of la-

bel data are available. However, there is a massive amount of unlabeled data in the

real world. Every day, FloodBot generates hundreds of videos requiring supervised

learning labeling.

In the later part of Chapter 5 we explored the possibility of limiting our need

to manually annotate the data or evaluating how to reduce the need for significant

annotation using semi-supervision techniques. Self-supervised learning is a variation

of unsupervised learning, where we exploit unlabeled data to obtain labels. There

are no explicit annotations or class labels associated with the data. We use unlabeled

data to get some labels and induce a supervised learning model on unlabeled data.

Specifically, we design supervised tasks called pretext or auxiliary tasks, which can

learn meaningful representations [72]. Thus, the model becomes ready to solve a

downstream task such as a classification or semantic segmentation or any other

22



supervised learning task.

Therefore, we aim to understand the work in a semi-supervised setting and

increase FloodBot’s vision parsing capability to generalize more. Specifically we

looked at Radford, et al.[7] new visual concept called Contrastive Language-Image

Pre-training (CLIP). CLIP builds on previous work on zero-shot transfer, natural

language supervision, and multimodal learning. Because of our mutli-modal data

we found CLIP’s technique of jointly training an image encoder and a text encoder

to predict the correct pairings of a batch of (image, text) training examples relevant

to our work.

In Chapter 5 we also experimented with zero-shot learning, which is expected

to generalize to unseen object categories in image classification. After analyzing

different state-of-the-art works in contrastive learning, we based our experiment

on similarity search after Schroff et al.’s Siamese network design [59]. Similar to

their model FaceNet [125], which directly learns a mapping from face images to

a compact Euclidean space. We assess the similarity of our flood images (positive

and negative pairings)using the similarity index calculated via metric learning [153].

Metric learning compares the proximity of two vector space representations with the

closer distance resulting in similar items and vice versa [152].

While vision-based flood detection has had success, the main issue arises when

the system loses visibility. Low lighting combined with inclement weather can cause

a loss of vision [52], which is frequently a precursor to heavy rain and flooding. As
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a result, we propose using sound as a alternative signal to assess the likelihood of

detecting floods. Furthermore, sound signals have a smaller data volume (byte) ,

reducing the footprint of each deployment. Next we look at literature and work that

are related to us and guided us in designing sound based flood detection.

2.3 Environment Sound Analytics

We enable devices to make sense of their environment by analyzing the environ-

ment’s sound signals. This work is part of a larger investigation area from machine

listening related to computational auditory scene analysis [33, 14]. Machine listen-

ing systems perform similar processing tasks to the human auditory system. They

are part of a broader research theme that connects fields such as machine learning,

robotics, and artificial intelligence [12].

Acoustic scene classification (ASC) is the task of assigning a semantic label to

an audio stream that identifies its the environment from the sound recording [12].

Sawhney[124] proposed the first reported work in the ASC area in a 1997 technical re-

port from the MIT Media Lab. ASC is also related to psychoacoustic/psychological

studies aimed at understanding the human cognitive processes that enable humans

to understand acoustic scenes [93]. However, the context of our work and this thesis

is focused on computational auditory scene analysis (CASA) [33], a more focused

algorithmic approach tries to identify the sources of acoustic events in a sound clip-

ping and closely related to event detection, and classification techniques [47]. ASC
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aims to identify and label temporal regions containing single events of a specific

class. ASC have been employed in surveillance systems [117], and speech analysis

through segmentation of acoustic scenes[69].

Sound event detection (SED) is a subfield of ASC that aims to automatically

detect the occurrence of target sound events from audio signals capturing an acoustic

scene, such as a vacuum cleaner, thunderstorm, birds sound, or a dog barking. The

surge in publications in the Detection and Classification of Acoustic Scenes and

Events [3, ?, 1] indicates an increase in interest in SED. Since its first competition

in 2013, the field has seen many novel research ideas, focusing on deep learning-based

ASC algorithms.

Most SED algorithms build upon deep neural networks, specifically the convo-

lutional neural network (CNN). As input to the network, either fixed two-dimensional

signal transformations such as Mel spectrograms [66], or raw one-dimensional au-

dio samples are used (end-to-end learning) [170]. Until the recent uprise in deep

learning, traditional methods Gaussian mixture model (GMM) [164] was used to

classify/detect acoustic events. Other conventional methods were hidden Markov

model proposed by [95] and support vector machine [116].

Chapter 6 describes our work in Environmental sound classification (ESC) a

task under SED. The objective here is to determine what is occurring in an audio

stream and when it occurs. In practice, the objective is to determine the temporal

locations of distinct sounds within an audio source [96]. Such detection systems has
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been successfully used in in many practical applications[96, 158], such as robotic

hearing, smart home[13], audio monitoring systems, soundscape assessment, etc.

ESC is a more challenging research problem than the regular musical note detection

or speech recognition problem [130]

So far, we have only discussed physical sensors (image + sound); however, we

found that social sensing is equally relevant and robust in event detection during

[16, 137]. We argue that social sensing data contain a wealth of information about

spatial interaction and semantics that outperforms the detection capability of phys-

ical sensors [89]. Our deployment site is in a busy commercial area, so we could infer

if a mass event is happening by mining social media posts. The analysis of social

media content related to crises focuses primarily on data types such as images, ge-

olocation, videos, text, and so on. However, the majority of this work has centered

on images and geolocation in the context of crisis management. [76, 109, 70, 136].

When used properly, social media can be a goldmine of information. Social

media analytics [165] needs a strong natural language processing (NLP) capability

often provided by deep learning language models. In Chapter 7, we develop language

models and aid the Floodbot’s physical sensing capability with social sensing capa-

bility through natural language processes. We describe one such experiment where

FloodBot is perceived as a conversational AI agent. We coined the term FloodBot

after infusing the social sensing capability to otherwise just physical sensor (image

+ sound).
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2.4 Social Media

Designing and implementing chatbots is not a straightforward task. It involves

a specific architectural design and an appropriate goal/task-oriented algorithm with

the domain-specific dataset [35]. Chatbot customization demands and development

technologies are evolving rapidly with current industrial needs. There have been

various recent enhancements, new features, and in-depth studies that are reported

in this domain [6]. We carefully selected to review certain relevant work in this area

of chatbot design. Well-designed and executed chatbots play a crucial role in the

real world and could be an essential tool to improve user engagement and experience

between humans and the served domain overall. FloodBot is designed to converse

and inform about the situation remotely.

The implementation of ChatBot highly depends on its knowledge bank, also

known as corpus. The content of the information that a chatBot is trained on pro-

vides knowledge and context to the ChatBot for conversation. A successful chatBot

implementation needs tonnes of datasets and standardized evaluation metrics to

track and compare their performance [63]. However, collecting data to train data-

driven dialogue systems is difficult and time-consuming. Here, we list some of the

famous corpora used to build chatbot. The WikiQA [163], Question Generation as

a Competitive Undergraduate Course Project data by [138], Ubuntu Dialogue Cor-

pus [91], MultiWOZ [34], Cornell Movie-Dialogues Corpus [45], Stanford Question

Answering Dataset (SQuAD)[114] and bAbI [155].
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We experimented with multiple non domain-specific Question and Answering

corpus (Q&A) from the list above. After performing the complexity and relevancy

analysis on these datasets, we used Facebook’s bAbI-QA [155] for question answering

for our work in Chapter 7, and text understanding as our seed corpus. This dataset

comprises a set of contexts, with multiple question-answer pairs available based on

the contexts. We infused more data from physical sensor readings into the same

dataset and in the same format.

FloodBot is a type of chatbot envisioned to respond naturally to human

queries. Though FloodBot is uniquely designed to converse around potential hazards

around flood-prone areas, it uses similar components as any other chatbot.FloodBot

is a task-oriented Chatbots are built to accomplish specific tasks like making restau-

rant reservations [31, 73, 140]. Most goal-oriented bot like ours are implemented

using a modular system, where the bot often has access to an external database on

which to inquire about information to accomplish the task [55]. Some other ground-

breaking work in the dialogue system is proposed [140, 148, 126, 150, 115, 155].

The primary problem in all categories covered previously has been develop-

ing a unified model that examines signals (image, sound, and social media) in a

single location or situation. Somehow, research is deepening in each domain but

fragmented. Therefore, we try to test multi-modal data and model development to

harness the full potential of the deep learning data domain. This hinders the use of

deep learning in delivering end-to-end problem solutions. Therefore, in Chapter 4,

6 and 7 and we tried to implement these together and propose a joint multi-modal
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learning technique to solve a real-world problem.

In Chapters 4 and 5, we incorporate work from the field of image analytics; in

Chapter 6, we incorporate work from the audio analysis. Chapter 7 then discusses

textual and social media-related projects. We presented studies in this chapter

that motivated us to conduct experiments in multiple modalities. After examining

numerous successful works in the field of deep learning [42, 58, 121, 82, 11, 75] from

a variety of disciplines, we employ these concepts to develop our flood detection

system.
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Chapter 3: Deployment

This chapter’s primary objective is to present FloodBot’s system design, it-

erations, and subsequent learning and enhancements. We began our study in 2017

[15] and have tested and refined our design ever since. We upgraded the technol-

ogy from a standalone physical sensor to a social media-enabled FloodBot [22]. To

reach there, we constructed multiple prototype devices and collected real-time data

to deliver advanced alerts for citizen safety.

One of the primary contributions of this thesis is to develop a viable cyber-

physical system capable of remotely monitoring/sensing the flooding situation. Once

we have reliable and most viable product (MVP) in place, we can extend our systems

to serve as a community watchdog, for example, through social media integration.

This chapter takes a chronological look at those design attempts and deployments.

We then discuss the complexities and challenges inherent in deploying disaster risk

reduction IoT systems, a.k.a FloodBot. We document the complexities and chal-

lenges of establishing a fully functional and dependable IoT-based flood detection

system (FlodBot) for the community.

30



3.1 Ideation

In the early stages of our research, we spent a significant amount of time

trying to build a simple hardware/software platform for flood detection. We carried

out several micro-experiments and designed boards and circuit-level flood detection

systems. These experiments helped us discover about the challenges and fragility

of these devices, as well as their limitations in being able to work in a challenging

environment.

Figure 3.1: Ideation

The units needed to be waterproof whereas severe rain and extreme weather in-

tegral part of our deployment. This possessed a major challenge around the scalebil-

ity. Further, there was always a difficulty with the power supply. The cost of pow-

31



ering and reusing the system (solar + batteries) would outweigh the sensor/board

and computing cost. We show some of those micro experiments in Figure 3.1 and

list out their main capability, senors used and the objective etc. in Table 3.1.

Table 3.1: Ideation & Experiments

Experiment Capability Senor Objective

Exhibit-1 Senses the moisture and sends email Moisture Sensor Server side Technology & Automation
Exhibit-2 Measures the Depth of Liquid Ultrasonic Sensor Notify when water level has reached threshold
Exhibit -3 Image Capture Camera Weather Monitoring
Exhibit-4 Networking & Data Transport Wifi, Zigbee,Float Flood Detect & underground sensing
Exhibit-5 Monitor & Altert Water Depth Gen-1 Detect water threshold & notify
Exhibit-6 Vision Based Detection Gen-2 Scene Text Recognition
Exhibit-7 Vision,Sound & Text Based Detection Gen-3 End to End System-FloodBot

Nonetheless, we revisit these units to remind ourselves of their challenges and

the lessons we learned from these deployments. Following the ideation phase, it

became clear that we should focus our research on either hardware and its stability

or software and its optimization. We decided to dive deep into software development

and analytics and more toward advanced analytics (Deep Learning).

3.2 Prototype & Generations

From the ideation phase deployments and trials, we discovered that the most

time-consuming and crucial aspect of IoT development is its reliability, physical

stability, and data quality [38]. To that end, we evaluated the design, development,

and deployment of those Internet of things (IoT) systems in severe environments and

with a high degree of heterogeneity. We further put the FloodBot’s IoT components

through a stress test to determine their reliability in severe conditions.
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In subsequent sections, we describe the deployment specifics, their architec-

tures, and the problems and motives that led us to iterate into the next generation.

We refer to our past deployments and their ecosystem as their ‘Generations’ to rep-

resent different genre of hardware and software. Each deployment had its own set

of benefits and drawbacks. We gradually acquired knowledge, corrected errors, and

continued to the next stage. We experimented with alternative technologies and

underlying processing units (genre) and proceed into the next generation, starting

from on-premise server-based computing, to edge computing, and then to the cloud

computing. Even though there were other deployments and experiments we only

focus on the three most significant iterations (generations).

3.2.1 General System Architecture

Our deployments are all based on the similar technology and architecture.

They follow traditional client-server architecture, clients are Environmental Mon-

itoring Unit (EMU) deployed on flood detection site and remote server Decision

Support System (DSS).

Figure 3.2: General System Archi-
tecture

They all use a three-tiered Internet of

things architecture consisting of a perception

layer, a network/gateway layer, and an appli-

cation layer [113]. These layers are depicted in

Figure 3.2.

Although the intra-device communica-
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tion protocols, IoT units, and target infrastruc-

ture slightly change in each generation (Gen) deployment, their overall data flow

and operation remain identical. The data endpoint for Gen-1, Gen-2, and Gen-3

deployments is an on-premise server, an edge computing unit, and the cloud, re-

spectively.

3.2.2 Gen-1 On-Prem FloodBot

This was the first deployment outside our lab and first real world deployment.

Our initial Waspmote Plug & Sense Unit deployment was based on ‘On-Premise IoT

Architecture’. The Waspmote Plug & Sense included an inbuilt SD (Secure Digital)

card with a maximum storage capacity of 2 GB. The solar panel charged the unit’s

battery.

(a) Field Deployment (b) Server Side Components

Figure 3.3: Gen-1 Deployment

This system was deployed in May 2018 and remained operational throughout

the summer and December 2018. We relocated the equipment and evaluated its

agility and reliability under different scenarios, locations, and weather conditions.
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This deployment provided abundant learning opportunities. Table 3.2 summarizes

the capability of Gen-1 and its technology stacks.

Table 3.2: Gen-1 IoT Deployment Summary

Gen-1 On-Prem IoT

Network Protocol 3G

Perceptor Flood Level Threshold Sensor

The application layer Custom Code (LAMP, JAVA)

Major Capability Binary Data and Email Trigger

Once we were able to operate the device, it was adequately reliable. The server

performed the critical function of this unit, and hence the unit itself is less prone to

failure at the IoT node.

i) Capabilities

This unit’s primary feature is to send a binary trigger to the server when it

crosses the unit’s predefined flood threshold. The circuit is closed when the water

level reaches the mechanical float mechanism, and the unit transmits a binary signal.

The signal then triggered a sequence of server-side applications, including database

inserts, SMS alerts, and email notifications.

ii) Limitations

Next we list limitations observed in this deployment.

• Data Limitations: This device is only capable of sending a binary signal

when the preset flood threshold is reached.

• Limited Predictive Capability: Real-time flash flood detection requires a
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predictive model which can forecast future flood level in the area. However, the

data limitation capability of this system does not accommodate the predictive power

well. This deployment would be able to create at most a Rule Based engine.

• Cost: Given a limited data ability for our application, the device is also

cost-prohibitive. The equipment cost us almost two thousand dollars.

• International Device: Being an imported device connecting to the American

network service providers is a challenge.

iii) Lessons Learned

It took a long time and many attempts to get Gen-1 to work. Gen-1 was

the first time we deployed and tested a cyber-physical system outside a controlled

laboratory. We needed to ensure that the device was safe and not prone to physical

damage or theft, which is counter intuitive for our research and the remote mon-

itoring. Although the device was marketed as plug-and-play, it required extensive

specialized coding to function. We were required to research and comprehend a wide

range of hardware, software, and networking components proprietary to the vendor

[86].

We based our second-generation (Gen-2) deployment on our previous experi-

ence with Gen-1 deployment. We built an in-house lab unit for this iteration and

attempted to address the issues seen in Gen-1. In addition, we experimented with

a cost-effective solution and more robust data.
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3.2.3 Gen-2 Edge-Computing FloodBot

Our objective for Gen -2 was to automate the process of flash flood detection

and categorize flood levels using computer vision and image processing techniques.

We required a time-variant image capture system that could store and track rising

water levels in a stream. Therefore, we developed an end-to-end in-house prototype

and validated its performance in a challenging environment.

(a) Gen-2 Blueprint (b) Field Deployment

Figure 3.4: Gen-2 Deployment

For this, we devised two distinct units located adjacent to one another: the

physical unit - riser structure, and the computational unit - edge computer. The

physical unit/riser structure is a flood gauge (ruler-like) color-coded labels. The

computation unit/edge computer is a solar-powered Raspberry Pi [54] with a cam-

era. The edge device captures the images and stores them for post-processing.
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i) Capabilities

The guiding principle for this deployment is based on scene text recognition

(STR)[131]. Scene text recognition is the task of recognizing character sequences in

natural scenes. The microcomputer (Raspberry Pi) and camera are powered by a

battery connected to a solar cell. The camera takes pictures at preset time intervals.

The edge computer(Raspberry Pi) was provisioned with of three primary compo-

nents/modules. The first module in the pipeline is the image Acquisition unit, the

second module is the image pre-processing unit, and the third is the machine learn-

ing unit.

Figure 3.5: Water Level Riser

a) Image Acquisition Unit

In comparison to other fields of computer vi-

sion research, such as traffic sign detection or ad-

dress identification, our flood detection task lacked

vast amounts of labeled data and flood detection

systems. As a result, we had to create our train-

ing data meticulously by deploying the unit for an

extended period and labeling the data. To do this,

we developed a color-coded calibrated scale for the

Flood Gauge/Riser Structure and collected training data over three months. Next

we describe the components of the system and their capabilities.
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- Water Level Riser Structure The Water Level Riser Structure was con-

structed entirely from components obtained at a local hardware store. The setup

and components level detail is shown in Figure 3.5. This unit comprises a clear hol-

low riser (6-inch High density pipe), an inflow pipe (2-inch PVC) , a floatable water

marker (floating pool noodles), and a top emergency spillway (perforated riser cap).

The riser’s bottom has an inflow pipe from where water enters the system. The

floatable inside the riser structure, rises with depth of stream. The second critical

component of this accessory is the blue-colored floatable. The floatable water level

indicator used to observe rise and fall of the water level in the riser. A Graduated

Flood Gauge is attached to the Water Level Riser Structure. This is a color-coded

Water Level Scale with three color-coded regions and a 1-inch demarcation. The

scale used in this prototype can measure Water-surface difference up to 18-inches.

b) Edge Computing

For edge computing we used following three components. Their capabilities and

uses are described accordingly.

- Camera and Micro Computer The most crucial task is capturing time-variant

images of rising/receding water levels in the stream, so we used a raspberry pi a

micro-computer and its camera as portable image capturing unit. The raspberry pi

and a camera takes a time-lapse picture with one minute interval.

- Software Stack The Micro Computer (Raspberry Pi) runs on Linux Operating

system called Debian. Images and the meta-data are transmitted and stored in the

Linux based Centos 6 server with Apache, MySQL and PHP installed in our lab.
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- Server Side Processing Field deployed Raspberry Pi transmits the data peri-

odically to the server via HTTP push. Then our final process is to automate the flash

flood categorization task. We implemented popular clustering techniques K-Means

to separate the most dominant colors. We then used digit recognition techniques

to identify the flood level in a stream. The capabilities of Gen-2 is summarized in

Table 3.3.

Table 3.3: Gen-2 IoT Deployment Summary

Gen-2 Edge Computing IoT

Networking On Device Storage

Perceptor Camera Unit

The application layer Pre-Trained Deep Learning Model

Major Capability Real time Flood Detection on Edge

ii) Limitations

This device is constructed locally using commodity hardware (pipes, gauges,

overflow structures) and software (computing models, image data storage, and pro-

cessing). It presented unique problems and learning opportunities. Some of the

significant challenges and shortcomings are highlighted below.

• Stability: The major challenge in this design and deployment is the physical

stability of the unit. Figure 5.19(b) shows the precarious physical stability of this

deployment.

• Reliability: Lose wire connections, dangling parts, and stand-alone camera

reduced the reliability of this unit.

Safety: The units will also be hard to deploy in harsh flooding or unforeseeable
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scenarios. It would be easily swept away during flooding and misplaced.

• Accessibility: The camera is unable to capture clear images in extreme/foggy

weather and at night.

This study was centered on the challenging field of computer vision and pre-

sented us with excellent research prospects. Apart from the shortcomings mentioned

previously, the primary limitation of this equipment is its inability to detect floods

at night. The computer vision technique described above relies on the camera’s abil-

ity to determine color and digits, and so the device would be unable to determine

flood level at night.

iii) Lessons Learned

Through this deployment, we validated the fundamentals of cyber-physical

device development and understood its sophistication. The construction of this

complete package comprises hardware (physical devices), IoT sensor circuit compo-

nents, and deep learning. The project depended on various engineering disciplines,

including mechanical/civil, electronics, and software.

Here, we also explored on how to automate flash flood detection via scene-text

recognition technique. Though the setup was prototypical, we laid a foundation for

future expansion into this work. With the challenges addressed, this deployment

proved that image could be a reliable source for flood detection. We perfected our

networking, data transfer, and some pre-cursory work needed in future deployments.

Much of current FloodBot design ideas are expansion of the in-house flood detector

(Gen-2).
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We sought to address concerns identified in Gen-1 and Gen-2 with our third

generation deployment -Gen-3. With a solid understanding on the constraints im-

posed by past deployments, we can now envision a fully functional system. The

overall setup and deployment of this system, as well as the sensors, are depicted in

Figure 3.6.

3.2.4 Gen-3 & Beyond

Gen-3 FloodBot is envisioned to be a cyber-physical device capable of both

physical and social sensing [89]. The term sensing implies two distinct characteristics

of the data. First one is generated by the our hardware/software components such

as water level reading, video captures, weather data etc. [165].

Figure 3.6: Typical FloodBot Setup

Second, where human act as a sen-

sor by creating social interaction data (of-

ten in social media) when they either

consume/curate the flood related data to

propagate further into ts in social me-

dia. We also envision the social me-

dia integrated social sensing capability as

contemporary (cool) need for FloodBot.

When a disaster strikes, people often seek

information from social media platforms,

and post the contents back into social media. FloodBot is expected to live and play
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active role in community via its enhanced communication and data propagation

capability.

Beyond contemporary, the device should be durable, economically viable, and

stable. Thus, our build and deployments under during Gen-3 provides significant

contributions to this thesis. As we encountered physical damages and washing away

of our underwater sensors, we inclined our research more towards the over-the-air

(contact less) sensor modalities.

We examined the current trend of using and interacting with technology today

and attempted to simulate flood detection accordingly. Rather than constructing

a standard data gathering and wireless sensor network, we envision FloodBot as a

state of the art community member, contributing to the creation and consumption

of knowledge in the same way that humans do. As a result, we equipped Gen-3

FloodBot with cutting-edge features such as AI-Conversation [137, 20, 18].

i) Capability

The setup for Gen-3 FloodBot is depicted in Figure 3.6. Gen-3 deployments

consists of two types of sensors. The first sensor is a pressure-based water level indi-

cator, while the second is a camera unit. Several such sensors are located along the

Ellicott City streams. The installation is based on a native client-server architecture.

Each node consists of camera(s), solar-powered CPU with a network gateway, and

other ambient sensors, including a water level sensor (at the bottom/under flowing

water).
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• State of the art: The sensor technology, water proof enclosures, reliable

network components and embedded system makes this sensor state of the art.

• Redundancy: We deploy more than one unit in one location (Figure 3.6) i.e.

more than one sensors (often 2 cameras,devices) to create redundancy and collect

multi-modal data.

• Interfacing: Unit provides two easy ways of data interfacing. We can either

use application programming interface (API) to a read the raw data reading or web

interfaces to download them. Table 3.4 shows capabilities of Gen-3.

Table 3.4: Gen-3 IoT Deployment Summary

Gen-3 Cloud Computing IoT

Network Cloud Connected 3G

Perceptor hydro-static level sensor

The application layer Cloud hosted API

Major Capability Water Level, Images and Social Media Posting

ii) Limitations

FloodBot [145] is an online and live system operating in Howard County,

Maryland, since 2018. We have gained substantial understanding of the unit’s func-

tionality and associated issues. While we are always learning through the live Gen-3,

the following are some of the problems we have faced thus far.

• Initial Setup: It took several months initially to get the device operational

due to internal hardware failures and network connectivity issues and even bureau-

cratic challenges (fund, permissions etc).
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• Proprietary Device: The device and its perceptor (CPU and other units)

are all proprietary to the vendor, therefore we have limited access, visibility and

modification capabilities to the unit’s internal operation.

• Stability: Flash flood event(s), repeatedly washed away few of our pre-

ceptors (pressure transducer); thus, this unit is also susceptible to physical stabil-

ity,specifically to the underwater ‘contact’ sensor units.

• Clogging & Debris: The sensor unit is submerged in the water and often gets

clogged by siltation and other debris. The debris also causes connectivity issues and

data loss.

iii) Lessons Learned

As with prior deployments, Gen-3 also provided abundant learning. We notice

that even the advanced, complex systems as Gen-3, some of the fundamental un-

derlying issues with WSN still remains. For instance, the washing away of our Gen

3 sensor, vandalism, and network connectivity reliability are all ongoing difficulties

to any outdoor wireless networking system or cyber-physical system. However, we

believe that Gen-3 deployment is a major milestone for us and will provide possi-

bilities for multi-faceted research directions. The unit is completely integrated with

a camera, enabling remote viewing and validation of the data.
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3.2.5 System Evaluation

We score the systems and their success based on evaluation criteria discussed

by Fahmideh et al. and Maoling and et al. [51, 162]. Based on their criteria, we

selected four evaluation metrics to assess the quality of our deployment generations.

•Performance to measure the device capacity from parallelism, their ability

to query the unit from both multiple user interfaces and Operating Systems.

• Modifiability to measure the ability and flexibility to make changes from

both hardware and software in the deployment.

• Reliability to measure the overall reliability of the system.

•Availability to measure the capability of usage and execution of the software

developed during intervals of time.The results are shown in Table 3.5.

Table 3.5: Evaluation Metrics

Evaluation Report Card

IOT Performance Modifiability Reliability Availability

Gen-1 Low Low High High

Gen-2 Medium High Low Limited

Gen-3 High Low High High

3.3 Conclusion

Despite complex communication networks, Gen-1 deployment was feasible for

the execution time duration. Since the Gen-1 was mainly a plug-and-play device, it
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was less adaptive to changing requirements for scalability and customization. Gen-1

performance was limited due to its inability to support numerous users or distributed

environments.

The availability of the Gen-2 deployment was limited, as it was developed

and installed in a precarious state, not suitable for harsh environmental/weather

conditions. The overall performance of the Gen-2 system was average, as the data

collected and analyzed with this system were not up to par due to the device’s

physical instability, insufficient image data, and lack of a night vision camera.

Thus far, the Gen-3 deployment appears to be promising compared to prior

deployments. We have real-time access to the data via the API call and dashboard.

The sensors and equipment are very efficient and connected to the internet. The

Gen-3 system’s performance is superior to that of the previous generations due to

the better data quality, system stability, network connectivity, and data complex-

ity. Rest of the thesis now only discussed the data collection and describes our

work performed under Gen-3. We show various deployment locations and pertinent

components of Gen-3 sensors in Figure 3.7 .
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(a) Deployment Location-1 (b) Deployment Location-2

(c) Deployment Location-3 (d) Deployment Location-4

(e) Gen-3 - CPU (f) Gen-3 - Water Sensor

Figure 3.7: Gen-3 - Deployment
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Chapter 4: Data Collection

This chapter’s primary objective is to document our data collection efforts,

motivation, and community impact. First, we present the context of our work and

its relevance to everyday real-life and life-threatening situations. We then discuss

our collaborative community activities and highlight ongoing work in this area that

fosters sustainability of our work beyond this thesis. This thesis gave us a unique

opportunity to engage with the community and consider how to effectively solve a

real-world problem. Our study began as a result of the flood and subsequent damage

to the community in July 2016 [118, 156, 159].

Figure 4.1: July 2016 Flood Damage: Ellicott City

While our study was still in the ideation, the town was affected by a second flood

in May 2018 [157, 160]. These disasters wreaked devastation in the area and resulted

in property loss. Figures 4.1 and 4.2 depict the damage caused by these two floods.

The flood mostly devastated a historic commercial district, costing several
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small company owners their lives and forcing them to flee town or close their doors

[119].

Figure 4.2: May 2018 Flood Damage: Ellicott City

Therefore, we envision our research to be scalable, long-term, and have a lasting

influence on the community. We worked with various community members and took

a holistic approach to the flood detection problem rather than limiting ourselves to

a lab prototype(research). In the next section of this chapter, we describe our such

multiple collaborations. These collaborations are ongoing aspects of our research

and community impact that will continue beyond this thesis.

4.1 Community Collaborations

Following the flood devastation in the area, UMBC/Mobile Pervasive & Sensor

Computing Lab (our research team) partnered with the Howard County Department

of Public Works and their hardware vendors [68, 112] .

In addition, the Howard County Department of Public Works [67] provided

us with potential flood spots all across the county. Owing to the two floods that

wreaked havoc in the Old Ellicott City neighborhood, we concentrated our data

collection efforts in that area. Figure 4.3 shows the entire county and their identified

flood prone locations (red dots). The purple highlighted area in Figure 4.3 depicts
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Figure 4.3: FloodBot-Watershed/Scope Area

the scope of deployment and flood detection researched as part of this thesis.

This is an ongoing collaborative project between UMBC, Howard County, and

other hardware-software companies initially supported through the Department of

Homeland Security’s Flood Mitigation Program [48] and National Science Foun-

dation (NSF) research grant [104]. The locations of FloodBot’s data accessibility,

sensor nodes within purple area above (Howard County Maryland and Old Ellicott

City area) are shown in Figure 4.4. We also independently bought sensors from

another vendor Evigia [50] and deployed at the same location to facilitate cross-

company/device resilience research and built redundancy.
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Figure 4.4: FloodBot-Deployment Map

Our research and deployments have contributed to the emergence of an entirely

new and noble study direction. In addition to the scope of this thesis, we also

experiment with various techniques for integrating the cyber-physical system with

social media [133, 134, 135, 136]. The readings and images from the device are

automatically tweeted using the umbc floodbot [145] Twitter handle.

4.2 Data Collection

As described in Chapter 1.2 and depicted in Figure 1.2 on page 6, this thesis

relies on three data modalities for image analytics, sound analytics and social media.

This section describes how we enrich and annotate multi-modal data using a sensor.

We describe the sensor data, image data, sound data, and then the textual (social

media) data and their use in our research.
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4.2.1 Sensor Data

This thesis began as a physical sensor investigation into effective flood sensor

methods. In Chapter 3.1, we discussed our deployment and ideation experiments.

After evaluating several in-house sensor systems, we discovered that sensor design

is a separate field of study. As a result, we collected water level data using cloud-

connected “off the shelf” sensors already integrated in Gen-3 Deployment. Gen3-

FloodBot has a pneumatic pressure sensor to measure the water-depth (flood level)

depicted in Figure 4.5.

Figure 4.5: FloodBot - Sensor

The sensor is a pressure sensor (also

called pressure transducers or pneumatic

pressure sensors). Pneumatic pressure

sensor is used to measure and monitor

compressed air/gas pressure levels in a

system using a variety of electronic de-

vices. These pressure sensors are trans-

ducers, which provide an electrical signal

proportional to the measured output pres-

sure. The transducer(sensor) is connected

to the CPU for data storage and transmis-

sion. It performs liquid level measurement by having the sensor submerged under

the water surface. The pressure sensor measures the water’s equivalent hydrostatic
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pressure above the sensor, converted into liquid depth.

(a) Stream Flow (b) Flow Depth

Figure 4.6: FloodBot Water Depth

We have collected depth of water in the stream through out the deployment

period. Here we show some general statistics around the depth recorded during our

deployment. We show sample reading from one month (2020-05-12 to 2020-09-24)

in Figure 4.6 .

Data-smoothing

The sensors’ depth readings are too erratic to be used as a signal. Except

in the case of a sudden flood, the water level gradually increases or recedes. As a

result, the early spikes and peaks are primarily due to sensor anomalies. We smooth

sensor readings with a linear filter while maintaining the depth trend. We employ

the Hodrick-Prescott (HP) filter, which is frequently used to smooth time series.

Hodrick-Prescot is a method for estimating a time series’ cyclical and trend compo-

nents. The function computes the time series’ cyclical and movement components
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using a frequency cut-off or smoothing value. We filter the raw water level reading

using the smoothness parameter lambda = 100. The effect of the HP filter on the

readings of our water level from one of the month is shown in figure 4.7.

Figure 4.7: Hodrick-Prescott Filter

4.2.2 Audio Visual Data

The FloodBot implementation starts with real-time images acquisition. These

images are transferred into the cloud for pre-processing required in any computer

vision pipeline. We automate the image pre-processing using Open CV [32] and

Python.The Flood Image database contains images captured in various weather

conditions for more than two years. Figure 4.8 shows the sample images captured

during various ambient conditions from the testbed.
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Figure 4.8: Flood-Watch Camera

We collected thousand of such images from the each FloodBot camera node

[68, 112]. We programmed the FloodBot to use a smart file naming convention.

As depicted in Figure 4.9, the filenames of images are stored using a standard date

YYYY-MM-DD-HH-MM-SEC. This naming convention gives us two valuable pieces

of information: one-it makes sure the images are unique (time base constraint). We

can imperatively see the day and time of that image, another important aspect for

temporal data parsing need.

Figure 4.9: Sample Images Captured by FloodBot
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Since temporal information is preserved in the filename, we can easily connect

other data elements using temporal join. We also have a video camera deployed in

the same location. We can extract image frames from the video for the image-to-

image comparison and audio signals from the same video to use it as another flood

detection signal.

4.2.3 Weather Data

We also collected the weather data from a public weather application interface

during the same deployment time frame. We find the weather in the area at the

time we captured those images. The weather data API allows us to extract weather

at that particular location based on our camera’s latitude and longitude. We collect

and store these records by minutes in our database. From the weather API, we

extract many ambient weather elements.

Day FileName Img Time temperature humidity windSpeed visibility

5/16/2020 20200516152104.jpg 5/16/2020 15:21 54.29 0.87 7.79 10
6/24/2020 20200624012310.jpg 6/24/2020 1:23 72.77 0.85 6.44 10
10/11/2020 20201011080816.jpg 10/11/2020 8:08 51.31 0.89 7.56 10
10/4/2020 20201004220847.jpg 10/4/2020 22:08 53.84 0.7 5.8 10

These include a summary, icon, Precipitation Intensity, Precipitation Prob-

ability, temperature, Apparent Temperature, Dew Point, humidity, pressure, wind

speed, wind gust, wind bearing, cloud cover, UV index, visibility, ozone, Precipi-

tation Type, Precipitation accumulation. FloodBot is provisioned with real-time
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weather integration. Our current FloodBot Twitter [145] automatically tweets the

weather condition every 6 hours using that weather data.

Figure 4.10: Weather Data

4.3 Multimodal Temporal Data Fusion

Temporal data are sequences of a single type of data, most commonly numer-

ical or categorical values, and multivariate or composite information. We seek to

extract implicit, non-trivial, and potentially useful information from our various data

sets by mining temporal data (image, sound, weather and social media). Therefore,

during the data collection we take extract precaution to save all the timestamps or

perform time based annotation (eg. image frame naming convention using frame

time).
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Table 4.1: Multimodal Data

Parameter Values

Weather Time 10/29/2020 16:00
FileName 20201029160625.jpg
Img Time Stamp 10/29/2020 16:06
pressure water level 2.78
dpth trend 7.18978
time 1603987200
summary Rain
icon rain
precipIntensity 0.0534
precipProbability 0.71
temperature 43.4
apparentTemperature 40.22
dewPoint 43.31
humidity 1
pressure 1008.1
windSpeed 5.35
windGust 11.39
windBearing 117
cloudCover 0.99
uvIndex 2
visibility 7.424
ozone 260
precipType rain
precipAccumulation 0

As a result, we take extra

precautions during data collection

to save all timestamps or perform

time-based annotation (e.g., image

frame naming convention using frame

time).

Once the data is collected, we

use a temporal join to bring all of

these heterogeneous sources together

(image captured time, social me-

dia posting time, weather timestamp,

depth recorded timestamp, and so

on) and store it in our database for machine learning. With all of the data points

stitched together, we now have multidimensional data that can represent the site

condition and flood situation in greater detail. Figure 4.11 shows our sample tempo-

ral multi-modal data. The following chapters use temporally fused data to discover

temporal patterns and regularities across modalities, beginning with image, then

sound, and finally social media. The temporal data stitching techniques enable our

thesis’s next set of data explorations.
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4.3.1 AI-Ready Data Release

Table 4.2: Raw Data

Month Video

202001 355

202002 735

202003 700

202004 513

202005 387

202008 4

202009 2

202010 12

202011 41

202012 29

202101 34

202102 15

202103 5

202104 14

202108 7

202109 29

202110 21

202111 230

202112 342

202201 214

202202 141

Research only matters if it is seen and used, and open-

access publishing has been shown to increase readership

and citations. We strongly believe that many researchers

can build insights from our work’s underlying data. Fur-

thermore, collecting data, formulating models and writing

code are resource-intensive. We hope our research contin-

ues beyond this thesis and encourage future researchers to

spend time pressing research questions rather than redun-

dant work on a model or dataset development. Therefore,

we have released all our AI - Ready data collection and rel-

evant code in the public domain and made them accessible

in GitHub [28].

i) Raw Data

Our data collection is extensive and versatile, and it

may be applied to a variety of experimental settings, not

just flood detection. We show the monthly data availabil-

ity in Table 4.2. As part of this thesis, we are sharing a

3831 video recording that lasts 29 hours. Since FloodBot

captured the video, we have static image frames and audio

snippets. Additionally, we provide the code for extracting the visuals and audio

elements included in video frames to do various experiments. There are 1,553,370
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static image frames to be extracted from the 1072 W x 1920 H video recording.

Similarly, 1,638,525 extractable audio frames are recorded at 127313 maximum bit

rate. In the background, the recording captures varied weather patterns, extreme

stream conditions, and exciting urban events such as weddings, social gatherings,

and concerts.

ii) Annotated Data

During our research, we experimented with the data extensively and published

it at various venues. To that end, the data is richly annotated and ready for the

next level of analysis and problem formations. We show two sample annotations in

Table 4.3 and in Table 4.4.

Table 4.3: Classification & Detection

Identification Classification Detection

Video Frame Id Flood Level Person Vehicle

202001181134 202001181134f 0.jpg No Flood 0 10
202001181136 202001181136f 0.jpg No Flood 0-2 10
202001190018 202001190018f 3.jpg No Flood 0 5-10
202001191101 202001191101f 4.jpg No Flood 0-2 10

• Classification and Detection

Table 4.3 shows the annotation primarily used for our Image Analytics. We

use the annotated data to verify model accuracy. The video frames are annotated

(Identified) with their timestamp and labeled accordingly. For example, V f i would

represent the time in minutes, the frame, and the frame number from that F. We find

this nomenclature very informative to have a temporal sense of data during analysis

and scene reconnaissances. The following two sets of columns are our class labels
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where we can frame the problem either into multi-class classification {Flood, No

Flood, Severe Flood }. The last column is our annotation, where we have estimated

the count of objects in range. Note that the FloodBot captures images from the

parking lot; therefore, the actual counts are not possible. We use these ranges to

verify the risk associated with persons or vehicles in a broader sense and use object

detection to validate these counts.

• Contextual Information

Table 4.4 shows descriptive annotation primarily used during environmental

sound analysis and support the social media curation. These data have been bene-

ficial in generating the Tweets and annotating the sound clippings when we assume

that the vision-based system has failed or is not performing well.

Table 4.4: Contextual Information

Identification Context Natural Language

Video Visibility Weather Time Description

202001181134 Clear Cloudy Morning calm and quite morning time.
202001181136 Clear Cloudy Morning Flood Image is blocked by

wooden post.
202001190018 Night Cloudy Night Street lights are on. pretty

empty parking lot
202001191101 Clear Sunny Morning parking full of cars. people

standing by the stream

Out of the total raw 29 hours of video recorded, we have annotated 20 hours

of video recordings that translate into 1,031,314 of annotated image frames. Fur-

thermore, all of these image frames are temporally joined with weather data to

their 5 minutes time binning; hence we can see the temporal weather pattern and
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stream flood variation with a minor detail (our thesis) or formulate other urban

data analytics problems.
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Figure 4.11: Multi Modal Temporal Data Fusion
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Chapter 5: Image Analytics

Over the last decade, there has been tremendous success in the field of com-

puter vision [121]. Computer vision output has been successfully applied in various

real-world applications [78, 44]. We can use computer vision to develop a complete

information propagation and processing system, such as FloodBot. As a result, we

leverage the power of computer vision models to detect objects and classify flood

severity in images. This chapter details our experiments and analytics performed in

FloodBot’s first data modality (images).

We first start the experiments, as a supervised learning where we are given a

pair of the dataset, feature vectors, and corresponding labels. We pose our problem

as a multi-class classification problem and divide the input images into three classes

‘No Flood ’, ‘Minor Flood ’, and ‘Flood ’ conditions based on the stream flow condi-

tions observed in the images. We start with traditional image analysis and shallow

learning for flood detection before progressing into more complex (deep learning)

methods. The goal of the classifier is to find the best model that can map a feature

to its corresponding label. We are given the task of building a machine learning

system that will classify them into one of their classes. Such supervised classifiers
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require labeled data (feature/label pairs) to train.

Supervised learning

In supervised learning, we are given a data set
{
xi, yi

}N

i=1
where X and Y are

their feature and label spaces. We usually assume X is in a high dimensional space

xi ∈ Rd & yi ∈ Rc ; C = {1, · · · ,M}. The label space are comparatively smaller

and finite as compared to the feature space.

Supervised Learning

• Problem Definition

Given a set of images: P(FloodBot Images) P =
{
xi, yi

}N

i
Find: f(.)

that maps f ∗(.) = X → Y ∈ C
}K

0

• Goal

f ∗(·) = argminh(·)∈H
1

|DTR|
∑

(x,y)∈DTR
ℓ(x, y|h(·)),

• Approach

Cross Entropy Loss L :

L(ŷ, y) = 1
N

∑N
1 yi.log(ŷi)

Here, we assume the labels are in a finite field. For instance, we can approach

our research problem of identifying a flooding stream as a binary classification prob-

lem where yi ∈ {0, 1} or in a multi-class classification setting, we assume the labels

are yi ∈ {C}. Alternatively, we can also define the supervised learning problem as
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a conditional probability distribution of two sample spaces P (y|x).

fw : Rd → R; fw(xi) ≈ yi ∀i (5.1)

5.1 Shallow Learning

Until the recent upsurge of the deep learning-based solution, image analysis

and feature understanding were primarily done using traditional computer vision

[121, 24]. Traditional image processing approach involves interconnected steps such

as segmentation, feature extraction and classification often done manually [62]. In

certain circumstances, deep learning is unnecessary, as traditional Computer Vision

(CV) algorithms may handle a problem far more efficiently and with fewer computa-

tional resources. Deep learning in computer vision tasks requires a large amount of

data, frequently millions of records. For example, the PASCAL VOC [49], Dataset

has 500K images with 20 object categories, ImageNet [121], has 1.5 million images

with 1000 object categories, and Microsoft Common Objects in Context (COCO)

[87] has 2.5 million photos with 91 object categories. Even though deep learning

might be the go-to tool for computer vision these days, We believe that traditional

image analysis is still valuable.

Traditional approaches can be used when data is not large or high computa-

tional power are unavailable. Deep learning requires considerable computing power,

time, precision, input qualities, and quantity, among other things, which are not
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always readily available. As a result, we first explore flood detection problem using

traditional image analysis. We implement computer vision tasks using hand-crafted

global features extraction from FloodBot captured images and evaluate them us-

ing traditional shallow supervised learning techniques. We treat our problem in its

simplest form (shallow learning) and begin with a supervised learning frame work

where we are given a a pair of labeled dataset.

Formally, the problem can be therefore be stated as:

Given observations X = {x1, . . . , xN} ⊆ RR and Labels Y∗ = {y∗1, . . . , y∗N} ⊆

RR of a specific flood category such that y∗n represents the ground truth flooding

condition of xn. Therefore, the classifier’s task is to learn a mapping function fw such

that fw is able to map (xn 7→ y∗n) and generalize to previously unseen observations.

Here, we assume the observations xn and their labels y∗n to be vectors in some

high-dimensional space RR .

The observations xn corresponds to a spatio-temporal data representation or

a single data instance (image and other features) captured by FloodBot. For the

ground truth labeling Y we experiment with various automated class labels and also

manually annotate the validation set. More specifically, Y ∈ C = {FloodClass}.

We have separated training images explicitly therefore, the model has partial learn-

ing of the full dataset.
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5.1.1 Feature Extraction

The term “feature extraction” refers to the process of transforming raw data

into numerical features that can be processed while retaining the dataset’s infor-

mation. Also, raw data are often unusable by machine learning models. Extracted

feature are believed to produce better and accurate results than directly applying

machine learning to raw data.

Image feature extraction can be performed on two levels: local and global.

Global features describe the image as a whole to generalize the entire object, whereas

local features describe image patches (critical points in the image). Local feature

extraction compares critical points (detectors) in the same image using, e.g., affine

covariant features, a difference of Gaussian, etc. Some of the commonly used local

feature descriptors are SIFT (Scale Invariant Feature Transform), SURF (Speeded

Up Robust Features), ORB (Oriented Fast and Rotated BRIEF), BRIEF (Binary

Robust Independent Elementary Features) etc.

Some examples of global descriptors are shape Matrices, Invariant Moments

(Hu), Histogram Oriented Gradients (HOG), and Co-HOG, etc. These are real-

valued numbers (integers, float, or binary). Local features describe the image

patches (critical points in the image) of an object. We chose global descriptor

color, texture and shape to use as feature for the classification task.
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Color

Based on the heuristic image analysis, we noticed that our images show similar-

ities during different times and weather conditions, including heavy rain. Therefore

we decided to use the color histogram as one of our features. Though the color his-

togram technique is a straightforward and low-level method, it has shown promising

results in practice for image indexing and retrieval tasks [105].

(a) No Flood (b) Flood

(c) No Flood Histogram (d) Flood Histogram

Figure 5.1: Color Histogram as Image Feature

A color is represented by a three-dimensional vector corresponding to a color

space position, the hue-saturation-value (HSV) and red–green–blue (RGB). We

chose an RGB color space. We show one sample image from our dataset in Fig-
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ure 5.1. It is apparent in Figure 5.1 that the distribution histogram for the “No

Flood” image is wider, with pixel intensity picking around 200. In the case of the

Flooded images, the histogram range is less and peaks around 225.

Texture

In image processing, the texture is a function of spatial variation of the pixels’

brightness intensity. The texture is the primary term used to define objects or con-

cepts of a given image [80]. A surface is a set of texture elements or texels occurring

in some regular or repeated pattern. The texture is considered as a statistical prop-

erty where similar structures repeat [36]. Texture analysis plays a crucial role in

computer vision cases such as object recognition, surface defect detection, pattern

recognition, medical image analysis, etc.

Figure 5.2: Base Image

Using texture as a feature allows us

to understand the statistical and struc-

tural difference of pixel alignments in an

image. We see a pattern in our images

to our images into their classes such as

Flood and No-Flood. The image tex-

ture gives us useful information about

the image’s content, the objects in the

image, the background context, back-
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ground, and so on. E.g., when the stream is in a low-flow condition, the riverbed

and stones are visible, creating a more textured surface, whereas when the stream

is completely flooded. This example shown in Figure 5.2 . We use structural (Lo-

cal Binary Pattern) and Statistical (Co-occurrence Matrix, Energy Entropy) as our

feature extractor. The statistical methods use spot localization of pixel values. Sta-

tistical image analysis involves analyzing the texture of images performs a series of

statistical calculations on the lightness intensity distribution functions of pixels [80].

5.1.2 Data Annotation

To annotate data we use the structural similarity index measure (SSIM) [151,

101] between base image and incoming image. The SSIM index evaluates a test

image X with respect to a reference image Y to quantify their visual similarity.

SSIM evaluates the quality of X, with respect to Y , by computing a local spatial

index that is defined as follows.

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(5.2)

Given an image, the goal of an image similarity feature is to find other “similar”

images. We used similarity index to annotate our training data. We use two extreme

image as our base image and annotate the test images based on their proximity to

the base image. First we fixed the two base images (Flood and No Flood) and

computed their SSIM value against the fixed all black pixel images of same size. All

three images are shown in Figure 5.3.
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(a) Flood (b) Base (c) No Flood

Figure 5.3: Images for SSIM Base Metrics

Here we use two images shown in Figure 5.2 to compare the similarity score

using the mean squared error (MSE). The mean squared error (MSE) estimates the

average squares of the errors—that is, the average squared difference between the

estimated values and the actual value.

SSIM is used to compare two images, especially from their quality perspective.

However, it can also be used as a metric to compare two images. To create our

training-labeled dataset , we compared the incoming image vector similarity index

with both of the images and used those features to label images into one of their

class flood and No Flood. For example, the MSE produced by two flood images

should be closer than their contrasting pairs. We show our example input dataset

in table 5.1 below. Here
{

histogram, haralick moments, floodcomp, nofloodcomp}
∈

{
Y } . As observed in the ‘Flood Base’ and ‘No Flood Base’ the SSIM scores

are in range of 6000 and above for the non flooded stream images. All remaining

images are then categorized similarly and our training data is generated. We save
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Table 5.1: Sample Data: Supervised Learning

Histogram haralick moments Flood Base No Flood Base label

1.88 7478.94 0.00 2144.86 7708.33 flood
2.14 6145.18 0.00 1592.86 6132.83 flood
2.14 8940.25 0.00 7287.06 4711.10 no flood
1.75 4135.11 0.00 8904.78 5433.42 no flood
1.82 4898.44 0.00 2708.60 2918.53 no flood
4.52 7082.86 0.00 2112.21 3205.62 no flood

manually annotated images for validation.

5.1.3 Shallow Learning

In this section, we walk through three shallow learning used to classify flood .

We labeled our dataset into one of the classes as described earlier. We then split the

dataset in training and test set with 70% and 30% of examples of each, respectively.

With the datasets ready, we can run machine learning such as LogisticRegression,K-

nearest neighbors, Linear Discriminant Analysis,Gaussian Naive Bayes and Support

Vector Machine.

i) K-Nearest Neighbour(KNN)

KNN classifies data points based on the most similar points. It is non-

parametric, i.e., it does not assume data to come from a normal distribution. The

model is made up entirely of the data given to it. The algorithm works by finding

the distance between the vector distance between points. KNN computes the dis-

tance between each data point and the test data. It then finds the probability of

these points being similar to the test data and classifies it based on which points

share the highest probabilities.
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ii) Logistic Regression(LR)

Logistic regression (LR) is a statistical method similar to linear regression.

Usually, LR finds an equation that predicts an outcome for a binary variable, Y,

from one or more response variables, X. However, unlike linear regression, the re-

sponse variables can be categorical or continuous, as the model does not strictly

require continuous data. To predict the output class, LR uses the log odds ratio

rather than probabilities and an iterative maximum likelihood method rather than

least squares to fit the final model.

iii) Naive Bayes (NB)

Naive Bayes can be extended to real-valued attributes, most commonly by

assuming a Gaussian distribution. This extension of naive Bayes is called Gaussian

Naive Bayes. We use Gaussian distribution because data can be reconstructed using

only two-parameters µ and σ. LDA is another supervised learning technique that

computes the directions i.e., linear discriminant that will represent the axes that

maximize the separation between multiple classes.

5.2 Deep Learning

Low-level image features discussed here (shallow learning) have been shown

to be effective representations for a variety of high-level visual recognition tasks, in-

cluding object and scene classification. However, as visual recognition tasks become

more difficult, the semantic gap between low-level feature representation and their
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capability to represent/understand scene widens. The low performance of shallow

learning is often termed as ‘Semantic Gap’ [167] unable to be closed due to the

deficiency of shallow models. The term ‘semantic gap’ is widely used to refer to

the disconnect between image representations (information stored in raw pixel) and

image recognition objectives (detect/classify object in image). Shallow learning fails

to generalize and the learning of these models is sub-par for our problem of flood

detection. Therefore we need to find a model that has a better learning algorithm

or help us close the semantic gap. In next section we experiment with various forms

of DNN into models specifically the CNN.

Surveillance systems like FloodBot generate abundance of images, and videos.

The development of search applications and algorithms to perform semantic analysis

on these images and videos can provide more relevant search results and summaries

and often beyond capacity of shallow learning.

Deep learning methods have grown in popularity as a result of their ability to

outperform traditional (i.e. shallow) machine learning methods and extract features

from raw data with little or no preprocessing [83]. Convolutional neural networks

(CNNs), a type of deep neural network, have demonstrated significant performance

gains in the area of object detection and scene classification [167] specifically closing

the semantic gap. Convolutional neural networks (CNNs) [78] is particularly well

suited for image pattern recognition, the precursory for classification [81, 102].

Rather than employing a single model and increasing its complexity, we divide
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our problem (scene parsing/understanding) into individual components. The vari-

ants of the deep learning model used in our image analytics are depicted in Figure

5.4. We investigate the concept of scene classification in this work by performing

two types of high-level image recognition tasks. First, we examine image classifica-

tion techniques and categorize the flood using deep learning (CNN) patterns using

(V-M1).

Figure 5.4: Deep Learning Models

Following that, we employ various types of feature learning to detect the pres-

ence of objects in the scene (V-M2). We combine the two elements(classification

and detection) to serve as FloodBot’s eye on flood severity and objects in harm’s

way. We then add semantic segmentation to our DNN model set to understand the

vicinity and proximity (V-M3).

Deep learning can perform better at learning the data representation than

shallow learning however supervised learning needs a large amount annotation data.

Extracting features from the image is a resource intensive task and subjective. Get-
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ting good-quality training data is another challenge in machine learning because

data labeling is tedious. Therefore, we explore reducing the need of annotation

by framing our problem as a semi-supervised learning and look at Semi-Supervised

metric learning (VM-4).

5.2.1 V-M1 Flood Classification

The goal of this work is to adapt a CNN network to classify different types

of flooding. Traditional flood classification based on hydraulic models lacks scaling

and generalization [39, 137, 75]. For flood categorization, we propose a customized

CNN network. Rather than defining a set of features by hand, we created a fully

automated neural-based machine learning system for extracting discriminative fea-

tures from training data and perform classification. Our method is easily adaptable

to a variety of other fields, not just flood classification. Furthermore, because flood

images lack distinguishing visual patterns and we have relatively small data, we

adapted the standard CNN design to address these challenges. To avoid over-fitting,

we used data re-sampling and random neural node drop-out to reduce the number of

parameters in the CNN model. To enable flexible experimentation, we used Google

Colab Platform to implement various neural networks.

This is our domain-specific Flood Categorization Model. In order to classify

the current flooding situation at the site. This is supervised learning based on

annotated data developed in for training image dataset were provided using the
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current rainfall intensity .

5.2.2 V-M2 Object Detection

For complete image understanding, just classifying different images is not

enough; instead, we need to estimate the concepts and locations of objects con-

tained in that image. Object detection is a branch of computer vision and image

processing that is used to detect instances of semantic objects of a particular class

(such as humans, buildings, or car) in digital images and videos. Object detec-

tion enables the identification and localization of items in an image or video. We

can identify, localize and count count objects in a scene, determine and track their

specific locations, and precisely label them

Object detection is the process of identifying the instance of the class to which

the object belongs and estimating its location by outputting the bounding box

surrounding the object. Detecting a single instance of a class of objects in an image

is called single class object detection, whereas detecting the classes of all objects in

an image is called multi-class object detection. We developed a multi-class object

detection model to detect objects in the images captured by FloodBot.
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5.2.3 V-M3 Image Segmentation

Object detection identifies what is in the vicinity of the flooding stream. In

our previous work, we answered whether a person or a car was in the flood vicinity.

However, that work was unable to define the proximity of the object in the context

of a flooding stream. Semantic segmentation helps determine the relations between

objects and the context of things in an image. With this work and semantics seg-

mentation of objects detected in the area, we can further enhance FloodBot’s power

to quantify the risk metrics. For example, a car detected a few hundred feet away

from the flood zone might be less risky than the one parked right next to the flooding

stream. The pixelated semantic segmentation allows us to compute and infer the

closeness of increasing water levels with the vicinity objects. Just like autonomous

driving vehicle’s alarm system, our implementation can warn the authorities when

the flood level is rising and imminent risk for nearby objects reaches some threshold.

Semantic segmentation/scene parsing has been an active research area of the

computer vision community since early 2000. However, J. Long and et all’s [90]

convolutional neural networks breakthrough work perform end-to-end segmentation

of natural images is considered as the major milestone in the area. Semantic seg-

mentation has been successfully used for applications such as face recognition [56],

number plate identification, detecting road signs, and satellite image analysis.

Our previous work [18, 20] has shown FloodBot’s success in performing com-

puter vision task of object detection and classification. There, we trained FloodBot
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to identify objects in the vicinity and perform flood level classification using object

detection, classification, and transfer learning. This work extends the flood detec-

tion technique to a more robust, sophisticated, and descriptive computer vision task

of semantic segmentation.

Semantic segmentation helps determine the relations between objects and the

context of objects in an image. With this work [19] and semantics segmentation of

objects detected in the area, we can further enhance FloodBot’s power to quantify

the risk metrics. For example, a car detected a few hundred feet away from the

flood zone might be less risky than the one parked right next to the flooding stream.

The pixelated semantic segmentation allows us to compute and infer the closeness of

increasing water levels with the vicinity objects. Just as in the case of an autonomous

driving vehicle’s alarm system, our implementation can warn the authorities when

the flood level is increasing and imminent risk for nearby objects.

5.3 Model Architectures

In this section we describe model architecture of various DNN used as a part of

our thesis. We designed two CNN models for classification: i) Custom: CNN where

we designed and experimented with different layers of CNN and ii) pre-trained model

(Mobilenet V2) for object detection and implemented image segmentation iii) Image

Segmentator.

i) Custom CNN: Classifier
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We designed V-M1 as a convolutional neural network experimenting with var-

ious layers and parameters (custom-model). V-M1 is our best performing cus-

tom CNN architecture. CNN is primarily used in image classification problems

[82, 121, 24]. V-M1 is trained to detect patterns found in our FloodBot images and

classify them into one of three classes. Analogous to standard CNN, V-M1 consists

of four types of layers for a convolutional neural network: the convolutional layer,

the pooling layer, the ReLU correction layer, and the fully connected layer. The very

first layer of V-M1 is a convolution layer. In this layer, we create filters of different

sizes and slide over the FloodBot captured images. These are feature extractors.

Figure 5.6: V-M1 CNN Architecture

There are seven convolution layers, all of Kernel size (3 x 3). We use different

filters ranging from 3 in the first CNN layer to 256 in the last CNN. We maintain the

spatial dimension of the input image by setting a stride of one. We then use max-

pooling between two convolution layers. Max Pooling layer receives feature maps

created by CNN and applies the pooling operation to each of them. The pooling

operation reduces the size of the images while preserving their flood detecting char-

acteristics. We use 2 x 2 kernels for the max-pooling filter and keep the maximum

value within each cell.
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Figure 5.5: Layer wise Architec-
ture V-M1

This gives us the same number of feature

maps as input in the output, but these are much

smaller. The pooling layer reduces the number of

parameters and calculations in the network and

improves the efficiency of the network, reducing

over-fitting. We infuse non-linearity into our data

by using one of the most common nonlinear func-

tions called ReLU (Rectified Linear Units). It is

defined by ReLU(x) = max(0, x). The ReLU cor-

rection layer replaces all negative values received

as inputs by zeros and as an activation function.

Finally, the most commonly used layer is the fully

connected layer. The objective or fully connected layer is to identify or detect the

final output categories, Flood Classification in V-M1.

Here we summarize our V-M1 Hyper Parameters. We experiment with the

following four hyperparameters:

• The number of filters K = 3 X 3.

• The size F filters: each filter has dimensions F×F×D pixels.

• The S is Stride (S = 1 move the window one pixel at a time ).

• The Zero-padding P: P=0. For each input image of size W×H×D, the pooling

layer returns a matrix of dimensions WcHcDc, where: Choosing P=F-1/2 and
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S=1 gives feature maps of the same width and height as those received in the

input.

We show the arrangement and high-level organization of the CNN layer in Figure

5.6 and the actual model parameters in Figure 5.5.

ii) Pre-Trained : CNN Classifier

Transfer learning is the improvement of learning in a new task through the

transfer of knowledge from a related task that has already been learned [169]. Trans-

fer learning has been used successfully to save resources and improve efficiency when

training new models. Transfer learning expedites model training when limited la-

beled datasets are available, harnessing pre-trained learned parameters. In Deep

learning, the first few layers are trained to identify features of the task. During

transfer learning, you can remove last few layers of the trained network and retrain

with fresh layers for target job. The process of keeping early layers and altering last

few layers in called fine tuning. Fine-tuned learning experiments require a bit of

learning, but they are still much faster than learning from scratch [98]. Additionally,

they are more accurate compared to models trained from scratch.

Transfer learning, therefore, alleviates the need for a large set of labeled train-

ing data for every new model. Since few parameters need altering, many variations

can be performed, improving the efficiency of machine learning development and

easing deployment for multiple models. We used pre-train model [122] for trans-

fer learning. MobileNetV2 is a light weight pre-trained convolution neural network
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Algorithm 1: Cross Domain Transfer Learning

Input: Real Time Images from Flood Potential Site
Output: Flood Label: Flood , No Flood , Minor Flood
1: Get Rainfall Intensity at ti
2: Label training image Yi into one of the class-Labels based on rainfall intensity
3: Start with the PreTrained Model(s) of choice
4: Freeze the base Model and transfer learned parameters to custom head model
5: Align output of the Base Model to required vector length
6: Add a drop out and a fully connected (dense) layer + Softmax Classifier
7: Validate Model Performance
8: Save Model Weights for Real Time Image Classification

and has been claimed to surpass its predecessors. We resized our input images to

MobileNetV2 expected size of {128 ∗ 128 ∗ 3}.

The MobileNetV2 was trained on millions of images from the Imagenet[121]

dataset. MobileNetV2 serves as a feature extractor for our classification model.

Their base model consists of more than 100 layers and over 2.5 million parameters

and trained over millions of images. We freeze the base model and add a new

custom head for our classification. If we do not freeze the base model then the new

run would recompute initial weight and parameters hence defeating the purpose of

using such a powerful pre-trained model. The last layer of MobileNetV2 outputs

{4∗4∗1280} tensor. The output size is not useful for our classification problem. We

treat the output from MobileNetV2 as our source domain. MobileNetV2 provides

a very efficient mobile-oriented model that can be used as a base for many visual

recognition tasks [122].
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Table 5.2: Cross Domain TL Model - V-M1

Layer (type) Output Shape Layer

MobileNetV2 Layers .. ..
out relu (ReLU) (4 x 4 * 1280) Existing
Global Average Pooling 1280 New
Fully Connected Layer 3 New

We flatten the output to fit our classification problem. In order to flatten

the output without loosing the weights, we use global average layer. This layer

functions similar to max pooling layer where the highest pixel values are transferred

to the next layer. Instead, the Global average layer averages the weights there by

maintaining the semantics of learned feature weights. Global average layer reduces

the output from the base model to a vector size of 1280. We then add a drop out,

and a fully connected layer to the base model, and create our prediction model for

three classes. We use Softmax as an activation function. Table 5.2 summarizes

addition of custom layers and their types. Algorithm 7 outlines our approach in

using Cross Domain Transfer Learning.

iii) Object Detector

Our object detection model Vision-Model 2 (VM-2) is based on a method

proposed by Wei Liu et al. [88] called Single Shot Detection (SSD) for detecting

objects in images using a single deep neural network. SSD allows us to detect

multiple objects within an image with a single shot (one pass) instead of approaches

based on regional proposal networks (RPNs). R-CNN series require two shots (two-

pass): first for generating region proposals and second for detecting the objects in

the proposal region. Thus, SSD is much faster compared with two-shot RPN-based
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approaches [88].

The SSD architecture consists of a single convolutional network that learns to

predict and classify bounding box locations in a single pass. As a result, SSD can

be trained from end to end. The SSD network is comprised of a base architecture

(MobileNet-V2) and a series of convolutional layers. SSD generates a fixed-size

collection of bounding boxes and scores for the presence of object class instances

within those boxes. This is a vanilla grade SSD implementation of the Single Shot

Multi box Object detection used to detect objects in the vicinity. SSD generates

scores for the presence of object category by a drawing and bounding box around

the detected object. We randomly selected image frames and ran them through the

V-M2.

iv) Image Segmentator

We use two types of deep learning model to perform the binary segmentation

task of identifying the island. Our first deep learning model is a standard U-Net

architecture model, based on U-Net: Convolutional Networks for Biomedical Image

Segmentation [120]. Our second deep learning model is a variation of the U-Net

model with added dropout for model correction. We also test and validate Flood-

Bot’s segmentation pipeline using pre-trained models such as FCN, Deeplab, and

U-Net.

a) U-Net Image Segmentor

One of the most famous models in this class is U-Net. U-Net constructs the

encoder-decoder structure for semantic segmentation. U-Net is an improvised ver-
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sion of fully connected network (FCN)-based segmentation model [120]). Like the

FCN, U-Net first creates convolutions and restores the image in the later part of the

network, learning feature representation along the way.

U-Net [120] is a encoder-decoder type networks that are composed of two

sub-networks: an encoder and a decoder. The encoder network’s objective is to

extract features from an image and reduce the representation’s dimensionality. It

is composed of a contracting path and an expansive path. The contracting path

is typical of a convolutional network’s architecture. It is composed of two 3x3

convolutions (unpadded convolutions) that are applied repeatedly, each followed

by a rectified linear unit (ReLU) and a 2x2 max pooling operation with stride 2

for down sampling. The model doubles the number of feature channels with each

downsampling step. Each step in the expansive path consists of an upsampling of

the feature map, a 2x2 convolution (“up-convolution”) that halves the number of

feature channels, concatenation with the correspondingly cropped feature map from

the contracting path, and two 3x3 convolutions, each followed by a ReLU. Cropping

is necessary because each convolution results in the loss of border pixels. A 1x1

convolution is used in the final layer to map each 64-component feature vector to

the desired number of classes. The network contains a total of 23 convolutional

layers.

Our implementation closely relates to medical imaging [120] work where com-

puter vision and deep learning model extracts clinically relevant information from

medical images. The FloodBot, is deployed in a famous historic and shopping
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district with lots of pedestrian activities and outdoor restaurant. The stream-our

testbed, runs through this shopping district. To that end, we provide a qualitative

analysis of the images captured by FloodBot, perform real-time semantic segmen-

tation on them using today’s state of the art the deep learning semantic models to

identify imminent risk.

Pre-trained models are excellent at segmenting objects that were part of their

training set. However, there is no pre-trained object detection model or segmen-

tation model for our specific problem: to detect stream rocks and walls or is-

lands/landmass. To that end, we analyze images from the stream bed during and

after rainfall to understand stream morphology using semantic segmentation. The

computer vision and semantic segmentation of the stream morphology element such

as boulders, rocks riverbed walls allow for real-time reconnaissance of flood level in

the stream. They can be perceived as a spatiotemporal fingerprint of the stream

bed before and after the flooding event. We can then use detection (presence or

non) of some anchor objects to classify the flood condition.

5.4 Implementation

In this section, we describe our deployment detail and data collection process.

The deployment of our system follows a native client-server architecture. The clients

are cameras and other sensing nodes deployed on the ground. The server houses

application and technology stacks with deep learning packages and infrastructure
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for offline training and online inference, and a web and database server for message

storage and propagation. The deployment locations are chosen based on their hy-

drological significance and hazard potential. The systems have been online since

November 2019 and are collecting real-time flood data from the streams in Ellicott

City, Maryland [22].

In this work we explored scene parsing pipeline for flood detection. We build,

train, and validate image classification, detection and segmentation pipeline from

the flood-prone stream. Our approach is practical, scalable, and portable for flood

monitoring. For multimodal data fusion, we stitch heterogeneous multimodal data

streams to create a better representation of flood causing the environment, thereby

increasing the reliability of our deep learning model frameworks. This work can also

create a framework for data amputation and anomaly detection. Our temporally

connected multimodal data source enables missing data imputation and anomaly

detection. FloodBot’s mission is to complete the inference from its segmentation

models in near real-time. Therefore we explore the various state-of-the-art image

segmentation models and assess them based on latency, accuracy, and suitability for

our problem.

We have connected the data collection systems to the social media platform

Twitter, which broadcasts the readings regularly via the Twitter handle umbc FloodBot

[134]. The readings (Image and water depth) from the location are tweeted every six

hours a day. This work and past tweets can be traced in Twitter using 1 [18, 17, 16].

1https://twitter.com/umbc FloodBot
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Some of the foundation work required for this work, such as deployment details and

underlying system design, are discussed in our Chapter 3 and Chapter 4.

5.4.0.1 Feature Extraction

We have collected the weather data synchronous to the images. Thus we

programmed database queries and python package to label the image into one of

the classes based on recorded rainfall intensity during the image frame timestamp.

For example, a nice sunny day with no rain recorded would yield ‘No Flood.’ Light

rain would cause minor floods. Significant rainfall would classify an image as ‘Flood’.

We categorize the flood images into three classes No Flood, Minor Flood and

Flood. The classes are based on turbulence, turbidity and observed high velocity

of the flowing water predominantly caused by rainfall intensity.

In contrast to the shallow learning, we do not manually extract features from

the image. The designed network extracts features automatically and learns their

importance on the output by applying weights to its connections. We feed the raw

image to the network, and as it passes through the network layers, the network

identifies patterns within the image. Therefore, neural networks perform dual func-

tionality of feature extractors and classifiers are end-to-end trainable, as opposed to

traditional ML models that use handcrafted features.
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5.4.0.2 Data Annotation

We labeled 15,686 images in our training set. We used the automated rule

based bulk Image annotation technique discussed above to label 322 images as

‘Flood’, 2440 as ‘minor flood’ and 13,125 as ‘No Flood’ images. This a highly

imbalanced dataset so we re-sampled the images to balance the class distribution

uniformly. To achieve a more balanced dataset we recreated the images from ‘flood’

class by copying, altering label data (up-sampling to 500 images) and randomly

sampled images from other two classes (down sampling to 500 images).

One of the main challenge in machine learning is availability of labeled data set.

Once we have a spatiotemporal data, labeling becomes somewhat trivial. Specially,

we can label our training data in a a rule-based approach. We use two approaches

in creating our label dataset for supervised learning. First we tried the rainfall in-

tensity as our indicator to label the images then we use actual water level depth as

our label to classify current flooding condition on site.

i) Rainfall Intensity Based-Image Annotation

We programmed FloodBot to query the image database label the image into

one of the classes based on recorded rainfall intensity during the image frame times-

tamp. For example, a nice sunny day with no rain recorded would yield ‘No Flood.’

Light rain would cause minor floods. Significant rainfall would classify an image as

‘Flood’. We categorize the flood images into three classes No Flood, Minor Flood

and Flood.

92



Algorithm 2: Image Annotation-Rain Intensity

Input: Rainfall Intensity µi, i, Image:Imgts

Output: Image Class Label{No Flood,Minor Flood,Flood}
if Rain Int i < µ Rain Int then

No Flood;
else if Rain Int i > 80% µ Rain Int & Rain Int <= 90% µ Rain Int then

Minor Flood;
else

Flood ;
end

The classes are based on turbulence, turbidity and observed high velocity of

the flowing water predominantly caused by rainfall intensity. The algorithm to

create image, label pair is shown in algorithm 2.

ii) Depth Based-Image Annotation

For improved flood accuracy, we also looked at labeling images using depth

recorded (filtered). The depth threshold were determined based on observer mean,

median and their quartile range.

Algorithm 3: Image Annotation-Water Level

Input: Water Level d, Image: Imgts

Output: Image Class Label {No Flood, Minor Flood, Flood}
if depth < 2.25 then

No Flood;
else if depth > 2.25 and Depth <= 4 then

Minor Flood;
else

Flood ;
end

Once the data are annotated we are ready to perform machine learning and

train/evaluate our classification model.
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5.4.0.3 Deep learning Pipelines

This section describes our end-to-end architecture for orchestrating the input

and output of data to and from a machine learning model (described earlier). The

pipeline is composed of the following components: raw data input, feature extrac-

tion, output, the machine learning model and its parameters, and prediction output.

Our thesis is centered on designing and implementing a deep learning pipeline. The

multimodal data representation learning is attributed to various orchestrations that

we implemented and tested. Following the physical sensor, the performance and

effectiveness of FloodBot are primarily determined by the deep learning models and

pipelines.

FloodBot is a real-world deployment and required the use of complex, multi-

step pipelines. We examined each step, compared various libraries and run times,

and devised (selected) specialized hardware for the pipeline’s construction. Design

decisions have a significant impact on both the cost and performance our system.

Therefore, the pipeline remains fairly similar and we experiment (alter) deep learn-

ing architectures.

i) Classification V-M1 Detection V-M2

To observe the current situation of potential flood areas and infer other contex-

tual information, and converse about potential risk we used two deep vision based

one for classification and one for the object detection. Two parallel deep learning

vision models observe the flooding condition and scene. The first one is a Flood
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detection model called V-M1 (Vision Model1). The second model is a Single-

shot Multi-box object detection model called V-M2 (Vision Model2). Figure 5.7

shows our pipeline used fo V-M1 and V-M2.

Figure 5.7: Classification & Detection Pipeline

ii) Segmentation V-M3

In this section, we briefly summarize our segmentation pipeline and approach

to the scene parsing problem. The pipeline used in image segmentation are depicted

in Figure 5.8. We implemented two deep learning models; save their model weights,

and use real-time inference and object detection for semantic segmentation. We

use two semantic segmentation models to perform the binary segmentation task of

identifying the island.

Our first deep learning model is a standard U-Net architecture model, based

on U-Net: Convolutional Networks for Biomedical Image Segmentation [120]. Our

second semantic segmentation model is a variation of the U-Net model with added

dropout for model correction. FloodBot is integrated with its own Twitter account

[22, 134].
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FloodBot is automated to Tweets site image, weather condition and water

level reading from the site every six hours. We use the sensor data in 5.8 c to

compare the results and post it to social media. After receiving the images, we label

these images to track visible landmass in the stream. We call the visible landmass

around the river bed as “Island”. The white mask on the images is an island and

indicator of a non-flooding stream.

We collected images from the site in various weather conditions throughout

the deployment. Figure 5.8(a) shows images captured from the deployment site, the

segment labeling from the training data set, and binary pixel mapping.

(a) Segmentation (b) D-Learning (c) Validation (d) Soc-Media

Figure 5.8: Segmentation Pipeline

We run two deep learning models to parse the images and segment the land-

mass as shown in Figure 5.8(b). Floodbot is also equipped with water level sensors.

We use sensor reading as a model validation parameter. The previously established

water level threshold reading Figure 5.8(c) allows us to categories the flood level

into various flood classes such as base-flow condition, minor flooding, or extreme

flooding in the area.

We use two metrics to validate the segmentation tasks: intersection over union
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(IoU) equation 5.3a and Dice Index (D) equation 5.3b for mean average precision

at the different thresholds. Validation Metrics:

IoA(A,B) =
(A ∩B)

(A ∪B)
, (5.3a)

D =
2 · |A ∩B|

2 · |A ∩B|+ |B\A|+ |A\B|
, (5.3b)

Si(t) =
TPi(t)

TPi(t) + FPi(t) + FNi(t)
(5.3c)

IoU is a simple ratio that shows how close the pixel is found between training

and prediction regions. The second and more stringent metric is D , which also

penalizes the score by including actual positive samples. We then calculate the

average precision for each image and evaluate the model performance as depicted

in equation 5.3c. We compute the IoU for each of the land mass predicted by the

model against the ground truth or the labeled image. We then calculate if this mask

fits at a range of IoU thresholds. At each threshold, we calculate the precision across

all our training images.

To train our model, we collected the stream images and labeled them with

their landmass. The masked image is a binary black and white pixelated images.

The white masking as shown in Figure 5.8 (a) is the landmass, and complete black

signifies the complete inundation of the area, i.e., no landmass is visible on site. We

collected 4000 such images from various weather, time of the day, and rain intensity

patterns. The trained model can detect the presence or absence of these elements

from the incoming frame. We trained the model for 50 epochs with a learning rate
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of 0.0001 and used binary cross-entropy as our loss function to compute the training

and validation loss. Finally, the results from the validated model will be propagated

to Social Media using FloodBot’s tweeter handle Fig 5.8(d).

5.5 Experimental Results

This section describes experiment, evaluation and our methodology and ap-

proach for experiments performed under shallow learning and deep learning pipeline.

We present the experiments results from different model in same order as earlier, i.e

classification, detection and segmentation.

i) Shallow Learning Results

We compared our classification results with four shallow learning using man-

ually extracted features (1) LogisticRegression; (2) K-Nearest neighbors; (3) Linear

Discriminant Analysis; (4) Gaussian Naive Bayes and ; (5) Support Vector Machine.

As shown in 5.3 SVM achieved the best classification performance.

Table 5.3: Summary of Shallow Learning

ML Test Accur. Train Accur.

LogisticRegression 0.49 0.44
K-Nearest neighbors 0.67 0.65
Linear Discriminant Analysis 0.53 0.48
Gaussian Naive Bayes 0.51 0.46
Support Vector Machine 0.70 0.66

We show the result from best performing model (SVM) in the Table below.

ii) Classification Results
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Table 5.4: SVM-Best Performing Model

Class precision recall f1-score Support

flood 0.8 0.7 0.75 130
minor flood 0.73 0.39 0.51 119
no flood 0.55 0.86 0.67 126

Due to the resource constraints, we sampled 500 images instead of 15,686 from each

of the flood categories and extracted low-level image features (1 channel-pixel val-

ues) from them and ran through following models. The inference algorithm enables

FloodBot to detect the Flooding condition in real-time and provide output to the

downstream components.

Figure 5.9: Output: Custom CNN

a) Custom CNN

It took us about 2.5 hours to train the model on these images. Figure 5.9 shows

the result from one of our validation set. In the given example, the model correctly

classified the image set into {No Flood, Minor Flood and Flood } from respectively.

Using the non-transfer learning based models we show that the SVM based RBF

model is only able to achieve 53% accuracy where as the CNN based model achieves

67%.
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b) Transfer Learning

We trained The transfer learning based V-M1 for 100 epochs with custom head.

We train V-M1 offline with thousands of images captured by the FloodBot camera.

Then during the inference, we use trained V-M1 to classify the image into respective

flood classes.The model is able to achieve accuracy of 97.18%. Results from our

experiment is shown in Table 5.5.

Table 5.5: Results: Classification

Model Type Parameters Accuracy

SVM RBF Kernels 53%
CNN 4 Layer relu, softmax 67%
V-M1 Transfer Learning Glb Avg Pooling,relu,Dropout 97%

iii) Object Detection Results

From the dataset collected over a month, the V-M2 model identified 90 distinct

objects such as {Car, Wheel, House, Tree, Building, Vehicle, Land vehicle, Tire,

Window, Plant, Bench,Truck}.

Since the camera is pointing to a parking lot area and images are triggered by

the motion mostly caused my moving vehicles, the most of the objects detected in

2000 randomly sampled images are those of car and trees.

Figure 5.10: Results: V-M2
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Percentage wise summary of most and least occurring objects detected from

2000 input image frames by V-M2 is shown in Table 5.6.

Table 5.6: Most and Least Detected Objects

Objects: Car Tree vehicle Watercraft Bicycle
Percentage: 20.79% 17.74% 16% 0.55% 0.40%

iv) Segmentation Results

In segmentation, our main goal is to observe the current situation of potential

flood areas, infer other contextual information, and use it to strengthen FloodBot’s

flood reconnaissance capability. We implement two deep learning models; save their

model weights, and use real-time inference and object detection for semantic seg-

mentation. For inference, we store our trained model’s weight and let the model

detect the presence or absence of landmass in the incoming image-frame. The pres-

ence/detection of landmass the model informs us that the stream is in its base flow

condition, and there is no imminent flood risk area.

a) Image Segmentation - UNET

The proposed U-Net models are trained in supervised learning, which requires

ground truth pairing with input masked images. Therefore, the performance of the

U-Net critically depends on the training data. Figure 5.11 shows the results of the

U-Net in two different image set. In Fig 5.11 (a) the land mass is comparatively

regular in shape and hence the predicted land mass also follows the contour closely.

In the second image set Figure 5.11 (b), the land mass is very irregular and hence

the model is unable to predict the segmentation mass properly. The IoU or Dice
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Index in later image will be lot lesser compared to the one above. Nevertheless, mere

detection of island in flood zone is enough to gauge the flood state. The solution also

alleviates the need to deploy expensive sensors to the ground. A properly trained

model can also be used as a base model for transfer learning into relatively hard to

deploy area.

Table 5.7: U-Net Result

Model Sample Sizes

Mertric U-Net U-NetD/O Train Test Valid Epoch

IoU 0.76 0.82 4000 400 100 50

Dice 0.79 0.84 4000 400 100 50

We only labeled 4000 training image which holds limited information about the

site. Therefore, a large scale and meaningful data set with distinct characteristics is

crucial for training. The results from these two deep learning model are discussed

below. This section describes in detail about our custom image segmentation model

and their performance metric and validation metrics.

b) Deep Lab

We experimented with a pre-trained model called Deep-Lab[40] to evaluate

performance on our dataset. The results from Deep-Lab model called as Deep-Lab

is depicted in Figure 5.12. We show two extreme condition and evaluate the image

segmentation result qualitatively.
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(a) Training Results

(b) Training Results

Figure 5.11: Results: Semantic Segmentation

(a) Kids Playing in the River Bed

(b) Man Taking Picture During Extreme Flood

Figure 5.12: Qualitative Result-Deep Lab

In Figure 5.12 (a) there are kids playing on the stream bed, while one of
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them is trying to climb on the stream-wall. The segmentation model is able to

identify all those (kids) human bodies based on Deep Lab’s PASCAL-Person-Part

training. They report that their model is trained with person part annotations

such as Head, Torso, Upper/Lower Arms and Upper/Lower Legs, resulting in six

person part classes. Not just person class, the model is able to identify correct

orientation of humans in that picture (pose estimation). Finally in Figure 5.12 (b)

where a man is taking picture of Flood along the river. Only parameter that needs

change from images captured is to set the image sizing to original model size and

pixel normalizers. The average inference time to these images for Deep-Lab is The

Average 0.024s well within allowance for FloodBot’s real-time image segmentation

task.

Our experiment shows that we can detect landmass in the stream that comes

with the following properties: (1) it can be used as a validation technique for flood

zone during pre and post rainfall events; (2) it is transferable to any other location

and site with minimal setup. Our results demonstrate that the end-to-end U-Net

can provide superior performance and has the ability to accurately segment the

images in various weather condition.

Using a pre-trained model such as Deep-Lab in association with a custom

model can greatly empower the site reconnaissance needed from the disaster-prone

area. We argue that a power full pre-trained model running in tandem with a

smaller model can create a useful and life-saving tool. We use the physical sensor

on the ground to validate the flood condition (island detection), but we have not

104



effectively used the information from the sensor reading in improvising our Deep

learning model performance. The model performance could be improved by passing

the sensor reading into the segmentation pipeline.

Until now, we showed results from various supervised learning to detect the

Flood condition. We first used shallow learning techniques to generate image feature

and tried to classify them. We then progressed into more challenging deep learning

model for classification and object detection. As seen by the results the shallow

learning performs badly. Even the best performing model- SVM in our case is only

70% accurate as shown in Table 5.4. Therefore we need to find a model that has

a better learning algorithm. Shallow learning fails to generalize and the learning of

these models is sub-par for our problem of flood detection.

We now move into models that can perform better at learning the data rep-

resentation. Also extracting features from the image is a resource intensive task

and subjective. Getting good-quality training data is one of the biggest problems

in machine learning because data labeling is a tedious.

All our model developed/discussed so far, shallow learning to the most sophis-

ticated image segmentation model, they all exhibit one problem, needing a close

supervision. In other words, they need to have ample labeled data to perform well.

We have a limited dataset and compute resource compared to other benchmark

computer vision tasks such as Imagenet [121, 49, 87] etc. so it is hard for us to

assure that the model will generalize else where.
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Since all the classification models are trained as three-class classification mod-

els, the deep learning models are capable to categorize only in one of those class.

For example, if we were to increase the categories from three to four, we have to

re-start from beginning We have to re-classify and re-label and re-train, re-build our

models. That means our previous model needs re-training from scratch.

Recalling that FloodBot’s task is to generate content for downstream conver-

sational AI, we list the following shortcomings in FloodBot’s current capability and

address those in the next section. We see all of these shortcomings as a way to

widen FloodBot’s scene parsing capability and more generalize approach. In the

next section, we expand FloodBot and its scene parsing capability into a more re-

laxed learning environment of semi/supervised learning. In other words, we re-frame

the learning paradigm from classification to similarity search.

5.6 Metric learning

Classification are often performed as a supervised learning. That means a

particular deep learning model can train K classes. During the training phase model

would have seen n samples belonging to k classes. The trainer in Classifications

setting can only classify the model into one of the k classes. That means the model

is limited in scalability. Every time we add a new class, we need to re-label the

dataset and re-train the neural network.For example in our problem set, we notice

that the stream bed changes its vegetation with the season and also after major
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flooding event. Therefore, rather than posing our problem as a strict supervised

classification problem we now pose the problem as a similarity search problem.

To compare and contrast two objects or entity we need distance (in vector

space). Developing a distance function for a task is called the metric learning prob-

lem. This problem has been shown to be useful when used with nearest-neighbor

methods and other methods that use distances or similarities. The fact that the

supervised information is a function of the ideal distance (or similarity) is key to

distinguishing the methods we experiment in this section.

In databases, search engines, and a number of other applications, similarity

searches are common. Had our problem been limited to retrieving data recorded by

sensors then it would have been a simple matter of utilizing a query language—for

example, locating readings greater than or within a certain thresh hold. Our problem

of detecting flooding stream is complex and much more dynamic and challenging.

The question we need to answer -is this an image of flood? is hard and changes with

weather, time of the day, steam morphology etc. Therefore, we try to answer that

question by grouping all the Flood like images (data representation) in one place

and see how closely they align with a new data instance.

5.6.1 V-M4: Similarity Search

In the machine learning area, similarity search is modeled as the problem of

entity matching, which aims at identifying whether two entities closely resemble
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each other. Different types of models are trained to find such entity pairs. Re-

cently, deep learning techniques have been extensively adopted in identifying image

semantic similarity, where images are mapped into low-dimensional continuous vec-

tor space. They use embedding techniques to find matched entities. The building

blocks of deep learning for image similarity measurement are mainly Convolutional

Neural Network (CNN) [5] and distributed representation learning [10]. Intuitively

speaking, contrastive representation learning is “learning by comparing”. The goal

of contrastive learning is to pull “similar” samples together and push “dissimilar”

samples away. We are inspired by the latest work [41] where authors trained the

Siamese network for Contrastive Learning of Visual Representations. The authors

used many image augmentation techniques and allowed the model to discriminate

between similar and different images assuming that the same image’s augmentation

preserves its representation. They used Xi ⇒ Data Augmentation; crop resize, flip,

intensity. But we are fortunate that we get such augmentation because of our nat-

ural image. Our image dataset automatically brings spatiotemporal data, natural

data augmentation, and source variant augmentation. Hence our model is by default

trained in additional data augmentation.

• Distance Metric

The main component of the contrastive learning is about finding distance

between two vectors. We use both Euclidean distance and Cosine Similarity as our

distance metric. The formula used to compute these distance are shown in equations

5.4 and 5.5 .
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declud =

√√√√ n∑
i=1

(hi − hj)2

=
x · y√

x · x√y · y

(5.4)

d(xi,xj) = cos(θ) =
xi · xj

∥ xi∥∥ xj∥
=∑n

i=1 xixj√∑n
i=1 (xi)2

√∑n
i=1 (xj)2

(5.5)

• Few Shot - Learning

Deep learning models are known to rely on large amounts of labeled data dur-

ing training. That’s one of the reasons they work so well. However, that also posses

significant limitations. Specifically on research like ours, where we only a few sam-

ples to train the model. A traditional deep learning model may not generalize well

in that scenario. The goal here is to train a deep learning model capable of rapidly

generalizing given limited training data. The trained model should also generalize

to new tasks with only a few samples or perhaps no samples at all. Therefore, the

objective is to enable models to perform under practical settings where data anno-

tation could be infeasible and expensive. Furthermore, if a new class gets added

over time will make the model useless. Since, Few shot learning aims to solve this

restriction posed by traditional deep learning models, we use Few shot learning af-

ter exhausting the supervised learning approach. If we denote x an image with its

corresponding label y then FSL is defined as:

Dtrain =
(
xi, yi

)I
i=1

where y ∈ Y ≪ X (5.6)
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Few Shot learning is also defined as N −Way−K − Shot where K is labeled

dataset from N total classes and N < K. In case of Zero Shot learning K = 0:

Dtrain =
{(

x, y, (a(y)|x ∈ Xs, y ∈ Y s, a(y) ∈ A)
}

(5.7)

where Xs is set of image/features from seen class Y s, a(y) is a semantic em-
bedding for class y.

Dtest =
{(

x, y, (a(y)|x ∈ Xu, y ∈ Y u, a(y) ∈ A)
}

(5.8)

where Xu is set of image/features from unseen class Y u, a(y) and Y u ∩ Y s = ∅

Few-shot recognition by learning to compare query images against few-shot

labeled sample images. First an embedding module generates representations of the

query and training images. Then these embeddings are compared to determines if

they are from matching categories or not [141] .

Problem Overview

Supervised learning needs lot of label data set to perform well. We try to

approach our problem in semi supervised learning where we need limited label data.

Our goal is to get best results with limited or no data annotation. Rather than

training the models to learn the classification task, we try to learn data represen-

tation. Learning powerful representations of different types of data these are also

called embeddings of data from unlabeled x. For example we are interested in image

classification problem (flood detection), instead of directly using x in classifier we
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use the representation of x

data

X −→
Repr

f (x) (5.9)

Metric Learning

• Problem Definition

Given a set of images P where p ∈ Rd For a query image pi ∈ P We

can locate p+i and p−i

such that p+i ∈ P is more relevant than p−i ∈ P

Alternately sim (pi, p+i ) > sim (pi, p−i )

dataX −→
Repr

f (x)

• Goal

Learn a Similarity Function Sw

Sw = sim (pi, p+i ) > sim (pi, p−i ) + m,∀pi, p+i , p−i ∈ P

• Approach

Minimize Loss L or maximize the distance d (Contrastive Loss)

1. Pairwise Lp :

L =

 d(p+i , p−i ) if PositivePair

max(0,m− d (p+i , p−i )) if NegativePair

2. T riplet Lt :

L(xa, xp, xn) = max(0,m + d(xa, xp)− d (xa, xn))

Such problems are approached as two steps process, first: find data repre-
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sentation and second evaluate the data representation and try group similar data

representation into same groups (cluster). If we are able to learn the embedding

or the representation as per equation 5.9 then the hope is that we expect to see

samples coming from different labels to somehow cluster together. We approach the

problem as if there is limited labeled data pair (semi supervision). We hypothesize

that being able to classify and learn from the unlabeled or limited labeled dataset

is a far more challenging and rewarding undertaking to increase an artificial agent’s

efficiency and re-usability in detecting the flood Condition.

The problem can be formulated as follows:

Given observations X = {x1, . . . , xN} ⊆ RR of a specific flood category, the classi-

fier’s task is to learn a mapping xn 7→ y(xn) ∈ RR where y(xn) is data representation

in some embedding space that matches the unknown ground truth stream condition

yn ∈ RR as close as possible. Depending on the availability and use of limited label

data we can subdivide our problem as semi-supervised/weakly-supervised or self-

supervised. There are many kinds of semi-supervised learning algorithm, we look

at one that learn the representation using similarity index between data points.

One data instance can represent an infinite-state in the real world, and there may

not be a clear demarcation between classes. To solve the ambiguity, we pose an

inductive bias into that search space. For both supervised and semi/self-supervised

settings, we assume that each observation xn corresponds to only one class, i.e.

Y = {y1, . . . , yM} ⊆ RR of representative images corresponding to that class.
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5.6.2 Model Architecture

Though, similarity search is a fundamental machine learning problem recently

there have been many advanced work in the area. Siamese Neural Network and

FaceNet [125] is one of such model and inspiration for our research work. FaceNet

is a facial recognition system developed at Google by Florian Schroff and et.all

[125]. We inspire our experiment under same FaceNet architecture. The FaceNet

study describes two distinct architectures: Inception Model Architecture based on

GoogLeNet and Deep CNN Based on Zeiler and Fergus Network Architecture [?].

Our work in based on Inception Model Architecture Based on GoogleNet which has

20 times fewer parameters (around 6.6 million to 7.5 million) and 5× fewer FLOPS

(around 500 million to 1.6 billion). FLOPS is a commonly used unit of measurement

for computer performance that needs floating-point computations. Larger FLOPS

helps Model’s accuracy improves but is resource-intensive. A network with fewer

FLOPS operates more quickly and consumes less memory but has a poorer accuracy.

Given an image captured by FloodBot, the model extracts high-quality infor-

mation from it and predicts a 128-element vector representation of these features,

referred to as a embedding. Our model is a convolutional deep neural network

trained using a triplet loss function that promotes vectors with the same identity

to align together (minimize distance) and segregate vectors with different identities

(maximize distance).

The model accepts a 160 x 160 x 3 flood image as input and generates a
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128-element face embedding vector. The embedding provides information about the

significant features of a flooding image. Then, the model determines which class

label from the training flooding embedding has the smallest L2 distance to the

target flood embedding.

The most important part of our approach lies in the end-to-end learning of the

whole system. To this end we employ the triplet loss .We strive for an embedding

hi, from an image xi into a projected feature space Z such that the squared distance

between all flood images, independent of imaging conditions, of the same scene is

small, whereas the squared distance between a pair of flood images from different

scene is large.

Figure 5.13: Siamese Network

A Siamese neural network comprises twin networks that receive distinct inputs

but are linked at the top by an energy function. This function calculates a metric

(distance) between each side’s highest level feature representation Figure 5.13. Our

typical model is a Siamese convolutional neural network composed of L layers with
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Nl units each, where h1,l signifies the hidden vector in layer l for the first twin and

h2,l denotes the same for the second twin.

In the first L−2 layers, we employ rectified linear (ReLU) units and sigmoidal

units in the remaining layers. The model comprises a series of convolutional layers,

each of which uses a single channel and filters of varying sizes with a fixed stride of

one. The number of convolutional filters is specified as a multiple of 16 optimizes

performance. The network activates the output feature maps using a ReLU function,

optionally followed by max-pooling with filter size and stride of 2.

5.6.3 Implementation

We train neural network such that when the images are different they would

give get a low similarity score and when the two images are same they would have

high similarity score. Therefore, the task for our model is not classification but we

are training the neural network to output a continuous number for range of similarity

score. Low similarity score can have its own range of scores and high similarity can

have its own range of scores. A neural network trained would be trained using two

image pair. If the distance between two images is larger than a threshold then it

means that they are not similar
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Figure 5.14: Deep Learning Pipeline

Metric learning Pipeline

The proposed Metric learning Pipeline for Flood detection system is depicted

in Figure 5.14. The pipeline is composed of four major components: data collection,

feature extraction, metric learning using Triplet loss and the, and detection output.

We capture video from site deployed camera system.

Next we use two identical (Siamese), a deep neural network (CNN) to learn

generative domain (flood) -specific features. The proposed model is trained using

a triplet loss function adjusted for learning feature embeddings. During Metric

learning we compute the distance (margin) between embedding-pairs.

To train such a similarity scoring network, we use a particular type of network

that passes two images in parallel, hence the name Siamese. This means that we

pass images through a CNN and obtain their embedding in some low dimension

with out changing model parameters.

116



5.6.4 Experimental Results

The most challenging part of this work is to create similar image pair or anchor

selection. We experimented with various techniques to find best matching images

for training purpose. For example, our preliminary thought was to find images by

time of the day or pair images based on ground weather etc. These all measures did

not yield better contrasting pair. We then resort to the Water Sensor depth based

image pairing. That seemed to produce best result.

Anchor Selection

Once the pairing technique is formalized. Next step is to find the best anchor

images to compare distances. Initially, we tried just to get differential distance

between negative and positive pair. The distance thus found was not separator.

The idea behind training Siamese network and learning metric distance is to be

able to find a linearly separable representation in low dimensions. We use following

algorithm 4 to find the best distance separator.

i) Best Margin 2-Way Anchor

For this experiment we picked two images one from the negative class (no

flood) and one from the positive (flood). Our expectation is that all the images that

are close to ‘flood instance’ will have similar distance and vice versa. The negative

and positive image pair is depicted in Figure 5.15. We use embedding of the image
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Algorithm 4: Metric Learning - 2 Way Anchor

Input: Base Images: p+i , p−i , imgi
Output: Distance: imgn

i i=1 ← di {dist}, m
1: Find best anchor images
2: Pass the image (imgi) through image encoder
3: Get image embedding (imgi) in low dimension.
4: Compare di with base image { p+i , p−i }
5: dposi ← sim (di, p

+
i )

6: dnegi ← sim (di, p
−
i )

7: Evaluate best Margin

and tried to cluster them using two distance metrics (cosine similarity and euclidean

distance).

Figure 5.15: Negative & Positive Image Pair

We started with an assumption that the images would be able to auto align

(cluster) together based on their proximity with similar images (flood to flood and

no-flood to no Flood). We passed our images through the pre-trained ResNet18 [60]

model and extracted their feature representation (embedding) as a CNN output.

We then experimented with cosine similarity and euclidean distance as our distance

metric to find their similarity or cluster the learned representation.
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(a) Euclidean Distance (b) Cosine Distance

Figure 5.16: Negative Positive Clustering

The distance plot is shown in image below in Figure 5.16. Our hope was to

yield a linearly separable plane for shallow classifier. However, as shown in Figure

5.16 (a) we observed that in case of Euclidean distance as a metrics completely

inseparable. We note that Euclidean distance being just a magnitude of distance (no

direction of vector), it makes sense that they are equally distance from each other.

Next we used the cosine distance 5.16 (b) as our distance metric, the clustering seems

somewhat improved but still not linear separability. Just using negative and positive

image pair to separate the flood images was inconclusive, therefore we experimented

with the Triplet loss.
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(a) Flood (b) Distance (c) No Flood

(d) Anchor

Figure 5.17: Triplet Loss - White Anchor

ii) Triplet Loss - White Anchor

The goal of Triplet Loss is to create triplets consisting of an anchor image, a

positive image (that is similar to the anchor image), and a negative image (which

is dissimilar to the anchor image). First we tried fixing white image as an anchor

and tried to find the distance between the white anchor and positive and negative

pair. The distance plot is shown in Figure 5.17 and white image. Upon further

evaluation of the clustered images, we observed that the white background was de-

tecting (pulling over exposed images together). The triplet loss using white distance

metrics was not able to detect the flood similarities. iii) Triplet Loss - Black

Anchor

With this setup, we find the best margin and image pair for our contrastive

learning model. As seen in Figure 5.18 the best separator (image anchor pair) seems
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Algorithm 5: Metric Learning - Triplet Loss

Input: {ref Images: p+i , p−i , pblk , pwht } , {Image: imgi}
Output: Distance: imgn

i i=1 ← di {dist}
1: Find best anchor images
2: Pass the image (imgi) through image encoder
3: Get image embedding(imgi) in low dimension.
4: Compare di with four ref image { p+i , p−i , pblk , pwht }
5: dposi ←sim (di, p

+
i )

6: dnegi ←sim (di, p
−
i )

7: dposi ←sim (di, p
blk)

8: dnegi ←sim (di, p
wht)

9: Evaluate best Margin

to be Negative (no-flood) with Black pixel. We attribute this wide margin to the

intensity subtraction happening in their embedding. We used the metric distance

learned above to separate our positive and negative pair for training. We use algo-

rithm 6 to define our positive and negative samples.

(a) Flood (b) Distance (c) No Flood

(d) Anchor

Figure 5.18: Triplet Loss - Black Anchor
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Algorithm 6: Similarity Threshold

Input: cosine distances d, Image:Imgts

Output: Image Similarity : { pospair, negpair}
if NoFldCosDist >= 0.8 then

Negative Pair;
else if FldCosDist > 0.55 and NoFldCosDist <= 0.68 then

Positive Pair;

With the optimized distance threshold ready, we performed the model train-

ing. We experimented with various CNN formulations and found out that best

encoding is obtained when we use pre-trained model as our backbone,specifically,

the ResNet18 [61]. We believe that the pre-trained model perform better than cus-

tom CNN because the model has been trained in large dataset and for longer time.

In other words the embedding capacity of the model is dependent on the volume

and disparity of images the model has seen. The last layer of ResNet 18 yields 512

length vector from a d gray scale image of 100× 100 image.

Figure 5.19 shows the result from our empirical analysis. We randomly chose

images from our corpus and tested images against unseen images. Our experiment

shows that we can perform similarity search and detect if the images captured by

FloodBot is closer to Flood or non -Flood.

(a) Positive to Negative (b) Positive to Positive

Figure 5.19: Empirical Results
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We note that the distance between correctly classified negative pair seems to

closer than the distance between negative pair.

5.7 Conclusion & Discussion

In this chapter, we presented our learning and experiment in Flood Detection

using deep learning. We first started with shallow learning then used deep learning

for classification and object detection and use segmentation and landmass detection

from the stream as yet another flood detection techniques. As we grow and build

the Flood detection capabilities for FloodBot. Other that the shallow learning deep

learning did not require feature extraction. Model learned the representation based

on our image data. We believe this approach is valuable. We have evaluated Flood-

Bot’s image segmentation power with limited labeled data and a less sophisticated

U-Net model in this work. Adding drop out to the U-Net does not significantly

change the model learning parameters; this only allows for model smoothing and

reduces over fitting.

We detect the flood conditions and identify objects in harm’s way by stack-

ing deep learning models such as a convolutional neural network V-M1 and object

detection-V-M2 and prepare the Question Answering using Language Model-LM

(Chapter 7). However, the models described above provide discrete information not

directly useful for the content generation and consumption for FloodBot. We need

to organize the extracted data and provide readable content for FloodBot. We use
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the Model stacking technique shown in Figure 5.20 to deliver content and discuss

this technique as an example on how to coherently bring leanings from these model

into useful consolidated one piece information. We deploy two parallel deep learning

Figure 5.20: Model Stacking

vision models to observe the flooding condition and scene. Flood detection model

called V-M1 (Vision Model1) is our first model. The second model is a Single-

shot Multi-box object detection model called V-M2 (Vision Model2). We later

feed the image contents to a knowledge base of our artificially intelligent FloodBot

and explore its AI-Conversing power using end to end memory network. We also

showcase the power of cross-domain transfer learning and model fusion techniques.

While the initial premise of FloodBot is to detect flood conditions from a given

image, the work does not stop there. FloodBot is expected to parse the scene around

it. Therefore, detection of flood in the incoming image is its first step. Ultimately,

the language model receives the augmented scene parsing content. We show the

model stacking and The setup of three deep learning models in Figure 5.20.
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We combine and show results from from V-M1 and V-M2 in Table 5.8 for one of

the sample image frame (e.g.20200516152104.jpg). This is one of the sample image

frames form our full dataset. The output from V-M1 i.e, current Flooding condition

as ‘Minor Flood ’ is the output from our V-M1 and detected objects {building, Car

etc.} are the output of V-M2. Once we have these two elements together (frame

by frame and at a given time), the FloodBot has current contextual information to

converse and answer queries about real time hazard potential.

Table 5.8: Joint Model Learning V-M1 & V-M2

V-M1 V-M2

frame id summary precipIntensity humidity Flood Label Object Total Object

20200516152104.jpg Possible Light Snow and Windy 0.0257 0.81 Minor Flood Building 2
20200516152104.jpg Possible Light Snow and Windy 0.0257 0.81 Minor Flood Car 90
20200516152104.jpg Possible Light Snow and Windy 0.0257 0.81 Minor Flood Person 1
20200516152104.jpg Possible Light Snow and Windy 0.0257 0.81 Minor Flood Street light 6

Here we also discussed our deployment of a real-time flood monitoring. We

collect, annotate and visually parse images from potentially hazardous areas. We

detect the flood conditions using a convolutional neural network (CNN) both custom

(hand crafted CNN model) and pre-trained model. It is well perceived fact that

computer vision work there needs to be lot of low level image pre-processing before

achieving acceptable results from shallow learning model such as SVM often not

attainable.

The object detection count and score from the vision model V-M2 is proba-

bilistic and somewhat heuristic in nature. We argue that the ultimate use of this

kind of application is either to have a sense of emergency or try to estimate the

possible damage. Thus the object detection and count measured are mostly for
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estimation purposes. During disaster and life saving events the timely information

provided by our model could be more valuable than trying to get to the correct

count.

We are able to detect flood using either of the two supervised flood classifica-

tion models (shallow + deep learning) model and combine it with object detection

model to get a sense of risk around the site. However, we still see some limitation

to the FloodBot’s scene parsing capability. The scope of object detection stops at

identifying what is in the vicinity of the flooding stream. Now FloodBot can answer

if there is a person or car, buildings in the flood zone. It is able to define the proxim-

ity of the object in the context of a flooding stream. For example, there might be 50

Cars parked in the parking lot, only 10 might be too close to the stream and hence

in actual harms way. To answer such question we deployed flood detection technique

using land mass detection in the stream. We train V-M1 offline with thousands of

images captured by the FloodBot camera. Then during the inference, we use trained

V-M1 to classify the image into respective flood classes. The inference algorithm

enables FloodBot to detect the Flooding condition in real-time and provide output

to the downstream components.

During our qualitative analysis, we observed that weather conditions create a

barrier to the flood detection model. Fog and heavy rain impede the model’s infer-

ence quality. While there have been great success with vision-based flood detection,

the main challenge arises when the FloodBot loses visibility. Low illumination ad-

verse weather conditions can cause visibility loss, often precursory to heavy rain
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and flood events. Therefore, we seek to improve the flood detection probability by

exploiting sound as a signal in next work.
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Chapter 6: Environmental Sound Analytics

Sound signals can carry a large amount of information about the environment

and surroundings. Humans can easily perceive the sounds associated with scenes

such as forests, offices, kitchens, etc., and recognize sources of sounds that contribute

primarily to the background, such as birds, people, utensils, etc. The ability to ex-

tract this information automatically has enormous potential in several applications,

such as searching for multimedia based on its audio content, making context-aware

mobile devices, robots, cars, etc. They can be further enhanced into an intelli-

gent monitoring system to recognize activities in their environments using acoustic

information [94]. Intelligent monitoring can be crucial during a natural disaster,

including floods, earthquakes, hurricanes, snowstorms, and severe thunderstorms.

Flooding is one of the most severe yet common forms of natural disaster.

Therefore, there is a great deal of interest in preventing the damages caused by

the flood. An early accurate estimation of the flood can lead rescue teams to help

the people affected areas mitigate the damage of flooding. Sound-based intelligent

monitoring could be one such tool for early detection. In this work, we describe one

such system developed to extract information in the context of a flooding stream. We
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show how information extraction from the surrounding can detect the environmental

conditions related to the flood event.

Historically, flood detection has been done using hydrology and hydraulic

model from civil engineering. Such models are site-specific, resource-intensive, and

lack generalization. Automated processes are quick, cost-effective, and monitored

from a distance compared to traditional methods, which require labor, in-person

visits, and longer processing time [71]. We further argue that the detection model

proposed in this work is compact, economical, and scalable. We foresee these systems

being widely applicable not just in disasters but also in many other applications.

Figure 6.1: Sound Event Detection-Approach

A broader goal of this work is to produce a context-aware computer system

capable of processing real-world sound scenes of moderate complexity. The system

should prepare an abstract representation of the sources in the sound and classify

unseen data. Simply put, the systems should perform Sound event detection (SED).

Typical SED framework is shown in Figure 6.1. The objective of SED is to auto-

matically identify the sound events, i.e., to associate distinctive concepts or label for

sound segments. SED aims to detect each sound event’s onset and offset times in an

audio recording and associate a label with each of these events [170]. Sound events
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are good descriptors for an auditory scene as they help describe and understand

human and social activities.

Figure 6.2: Flood Detection Pipeline

The major components and the flood detection pipeline are shown in Figure

6.2. The top part of the pipeline diagram in Figure 6.2 shows the vision-based flow

(Chapter 5), and the bottom pipeline depicts the work described in this chapter.

This work extends some of previously deployed Flood detection System using ma-

chine vision techniques. The major components and the flood detection pipeline are

shown in Figure 6.2. Flood detection paradigm in our previous work [18, 22, 20, 19]

was to use various techniques of computer vision. The flood detection was primarily

done using images and computer vision models until this work. The top part of the

pipeline diagram in Figure 6.2 shows the vision-based flow, and the bottom pipeline

depicts the work described in this paper.

SED systems like ours are usually designed for specific tasks or environments.

There are several challenges in extending the detection system to handle multiple

settings and a large set of events. The most prominent challenge is the presence
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of multiple sound signals embedded within the event (e.g., heavy wind and rain).

Therefore, we propose reducing the search space by providing the context in the

sound event detection in the same manner as humans do [100]. Therefore, we

have limited our experimental design to a given context of adverse weather such

as flooding or detecting the wind conditions in a natural environment.

Unlike humans, computers cannot readily perform SED without prior knowl-

edge and pattern recognition capabilities. To that end, we transform the raw sound

signals into their time-frequency representation (Mel-Spectogram) then employ deep

learning models to learn the mapping between this representation and the target

sound events. The high-level approach to sound event detection is shown in Fig-

ure 6.1. We envision SED-based models as auxiliary systems deployed as a trigger

to more resource-intensive high accuracy models. Such systems can be easily in-

tegrated with a network of a distributed system consisting of cameras, networking

devices, and solar-powered field deployed sensors (FloodBot). FloodBot can observe

the current situation of potential flood areas, infer relevant contextual information,

and detect the potential risk using sound signals.

Large-scale weather-related sound recognition system is essential for flood de-

tection. It helps us quantify the possibility of flooding in the vicinity with ongoing

weather patterns. Heavy flooding is accompanied by heavy sound event episodes

such as thunderstorms, gusting winds, and the high-pitched sound of flowing wa-

ter. The abundance of surveillance systems deployed in urban settings provides an

extensive dataset that could be harnessed to build SED models. However, because
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recordings spanning hundreds of hours need to be carefully analyzed and catego-

rized, flood detection and weather categorization remain almost an impossible task

to be done manually. Therefore it seems natural to look at ways to automate the

process. We collect video feed from the site, generate features to detect different

flood-related sounds, and evaluate their performance.

Problem Overview

We pose the Sound Detection Problem as a supervised classification problem

where a set of training recordings M and labels:
{
cm

}M

m=1

{
sm

}M

m=1

is provided.Let
{
γq
}Q

q=1
∈ Q possible categories ∈

{
Low Wind, High Wind

}
. Each

label cm ⊂ Q, and we define a set Λq =
{
m : cm = γq

}
that identifies the signals

belonging to the qth class. We train the model offline to learn the statistical prop-

erties of different classes and test them against unlabelled recordings snew. Let D

be the length of each frame,sn,m ∈ RD indicates the nth frame of the mth signal.

Figure 6.3: Sound De-
tection Framework

Typically, D is chosen so that the frames duration is

about 4 seconds. Instead of using wave form in the time

domain, we extract a sequence of features through a trans-

form T : T (sn,m) = xn,m, where xn,m ∈ RK indicates

a vector of features of dimension K. Since K ≪ D. T

also causes dimensionality reduction. Let xn,Λq indicate

the features extracted from the signals belonging to the qth

category. The function S : S
({

xn,Λq

})
= M learns the
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parameters of a statistical modelM that describes the global properties of the train-

ing data. Once the training phase has been completed, and a model M has been

learned, the transform T is applied in the test phase to a new unlabelled recording

snew, leading to a sequence of features xnew. A function G : G(xnew,M) = cnew is

then employed to classify the signal, returning a label in set
{
γq
}Q

q=1
. We show the

graphical representations steps described above in Figure 6.3. The sound clips are

labeled using weakly supervised techniques the passed through the deep learning

models to categorize the sound and event association.

• Mel-Spectrogram

Most audio-based machine learning and deep learning, in general, are based

on sound data represented in Mel spectrogram, Log -Mel spectrogram, and Mel

Frequency Central Coefficients(MFCC) [117, 111, 130].

Figure 6.4: Log Mel-Spectograms

We use the log Mel spectrogram to train the deep neural network in our exper-

iments. For other types of machine learning, such as Gaussian mixture models and

hidden Markov models, an additional preprocessing step to generate Mel frequency

central coefficients (MFCC) is performed. In Figure 6.4, we show some examples

of Mel-spectrograms.The spectrograms depict how the sound pattern differs in dif-
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ferent events. It is observed that the typical “No Flood” spectrograms event seems

normally distributed versus the Windy (Near Gale) sound spectrogram. We ex-

tract the audio features and transform them into feature images, so there are three

channels like traditional color images. Spectrograms capture both time and the fre-

quency associated with the raw sound wave for a better data representation based

on short time for Fourier transform (STFT). STFT preserves the time domain data

as a long vector computed using the wave’s length (time), the sampling rate, and

window size. Spectrograms are represented in hertz, which does not perceive the

well human auditory system. We convert the linear frequency scale to the logarith-

mic Mel-scale and pass-through filter bank to get the eigenvector. These eigenvalues

can be roughly expressed as signal energy distribution on the Mel-scale frequency.

The output is saved as an image shown in Figure 6.4 to train the convolutional

neural networks for their pattern recognition.

i) Incomplete Supervision

For incomplete supervision, we use human annotation on a limited data set.

This type of annotation is a sub-type of weak supervision called Incomplete Super-

vision. Incomplete supervision involves the situation where we have a small amount

of labeled data and abundant unlabeled data. The labeled to unlabeled data ratio

is insufficient to train a good learner.

Formally, the task is to learn f : (X 7→ Y ) from a training data set D =

{(x1, y1) , . . . , (xl, yl) , xl+1, . . . , xm}, where there are l number of labeled training

examples (i.e.those given with yi) and u = m− l number of unlabeled instances. For
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the experiment we manually labelled 20% of the video frames by replaying them at

our lab.

ii) Inexact Supervision

Inexact supervision is the process of annotating the dataset with imprecise

certainty. Some supervision information is given for the inexact supervision but not

as exact as desired. A typical scenario is when only coarse-grained label information

is available. For example, in the problem of sound detection, the objective is to build

a model to predict the type of sound event such as heavy wind, rain, etc.

However, that same sound can also be associated with other sounds, such as a

flowing river. One video frame captured by the system can have many sound event

patterns, and the sound wave extracted could represent more than one event. Even

with human annotation, there could be ambiguity and subjectivity.

Layers Output Size

Input: 1 x 128 x 431

3×3,32,BN×2 1 × 128 x 431

3×3,32,BN×2 32 × 128 x 431

3×3,32,BN×2 64 × 64 × 215

3×3,32,BN×2 128 × 32 × 107

3×3,32,BN×2 256 x 16 x 53

Dense 500

Dropout-18 0.5

Dense 3

Output : 3

Table 6.1: CNN Architecture

Formally, the task is to learn f :

(X 7→ Y ) from a training data set D

= {(X1, y1) , . . . , (Xm, ym)} where X i =

{xi1, . . . , xi,mi
} ⊆ X is called a bag, xij ∈

X (j ∈ {1, . . . ,mi}) is an instance, mi is the

number of instances in X i, and yi ∈ Y =

{Y ,X}. X i is a positive bag, i.e.yi = Y if

there exists xip that is positive, while p ∈
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{1, . . . ,mi} is unknown. The goal is to predict

labels for unseen bags. This is called multi-

instance learning [168].

6.1 Model Architecture

The network we used consists of ten convolutional layers and two fully con-

nected layers. For hyperparameters, we chose the learning rate as 0.002, dropout

as 0.5, and batch size as 16. Full CNN Layers and their input-output parameters

are shown in Table 6.1. Since we are focused on detecting the readiness and qual-

ity of data representation, we use the same CNN architecture for all experiments

and focus more on experiment variations than model variations. We resize the mel-

spectogram images to 128 x 431 in size and then pass the image to a CNN for image

classification.

6.2 Implementation

This section describes our implementation, starting with the data collection,

preprocessing, feature generation, and data annotation before describing the deep

learning model.
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6.2.1 Data Collection

We drive our process based on three data sources: the field camera’s video, the

real-time weather data API, and the manually labeled dataset for verification. Data

is assimilated into their databases and made available for deep learning models, as

described below. Figure 6.6 summarizes the total dataset and the observed weather

pattern during the video recordings.

i) Flood Audio Database

The FloodBot implementation starts with real-time video acquisition from

the deployment. These videos are transferred into the cloud for pre-processing. The

Flood video database contains videos captured in various weather conditions for

more than a year. Figure 6.5 shows the sample images captured during various

ambient conditions from the testbed.

Figure 6.5: Flood-Watch Recordings

ii) Weather Database

We also collected the weather data from a public weather application interface

during the same deployment time frame. We found the weather in the area when we
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captured those images. The weather data API allows us to extract weather at that

particular location based on the latitude and longitude of our camera. We collect

and store these records by minutes in our database.

Figure 6.6: Sample Data points & Weather Distribution

iii) Temporal Sound Data

We establish a temporal join between a video’s recording time and weather

timestamp to collect the weather condition of the site to our audio database. With

a video to weather time tracking, we can visually observe the weather condition

at the site (through video feed) and from data released by meteorological weather

stations via their APIs. Both video feed and weather data have been rounded to

their nearest five-minute time binning to capture and assign weather reading to as

many videos as possible.

6.2.2 Pre-Processing

The Average video clipping size captured by our system is 30 seconds and

hence the audio frame too. We first extract the sound from a video entirely and
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then shorten it to 4-sec frames each. Our preliminary experiments found that a

4-sec frame length is optimal from data storage volume and representation without

cluttering them with uncorrelated sounds. We also maintain the splits and their

source to locate them in different folds for cross-validations.

6.2.3 Feature Generation

Feature generation is essential in analyzing and finding relations between dif-

ferent things. The models cannot directly understand audio data provided to convert

them into an understandable format feature extraction. It is a process that explains

most of the data but is primarily understandable by the machine. We describe the

feature generation steps in Algorithm 7.

Algorithm 7: Feature Generation

Input:Video Frames
Output:Sound Features, Sound Event Representation

1: Capture Video at ti; ti ∈ {Natural Weather Occurrences}
2: Extract Audio from Sample Yi

3: Split the sample into yi where ts = 4 sec
4: Compute Mel-Spectogram Mi for each yi
5: Normalize Mi

6: Persist Normalizes Image features for Deep Leaning

Therefore, feature extraction is precursory for any classification, prediction,

and or recommendation algorithms. Creating a feature is crucial yet challenging

because it involves numerous preprocessing steps. We discuss the steps involved

in generating features in detail in this section. Audio data usually have complex

features, so it is necessary to extract useful features to recognize the audio. The
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Mel-Spectrogram is one of the efficient methods for audio processing, and 8 kHz

sampling is used for each audio sample. We used a Python package called Librosa

for data processing with parameters (n fft =1024, hop length = 512, n mels =

128). Then we use Librosa’s power to db function to convert the power spectrum

(amplitude square) to decibel (DB) units.

i) Data Augmentation

Data Augmentation is a compelling method used to represent the data bet-

ter. The augmented data is expected to be a more comprehensive set of possible

data points, thus minimizing the probability of disparity between the training and

validation set. As seen from Figure 6.6, the data of our interest is quite limited. Nat-

urally, adverse weather such as rain is comparatively less than the clear regular days.

Category Fold Count

Low Wind 7 2070

Low Wind 9 227

High Wind 1 640

High Wind 7 635

Low Wind 1 2102

Table 6.2: Sample Data Distri-
bution (Folds)

We show an example of a skewed ratio of majority

to minority samples, e.g., 11K clear days versus 641

rain event-related data points. This is a classic ex-

ample of class imbalance. We used data Augmen-

tation techniques called an oversampling solution

to alleviate the problem. We use a hybrid of over-

sampling and under-sampling methods to achieve

a balanced dataset for training and testing. During the over-sampling process, in-

stances from the minority class (641 samples) were randomly duplicated (via replica-

tion). We also randomly remove sample data points from the majority class during

the under-sampling process.

140



Cross-Validation (CV) is a machine learning technique used when the available

datasets are limited or not balanced like our case. Therefore, instead of training a

fixed model only once with a train/test split, we iterated through several models on

different data portions and validated the model on hold-outs. K-Fold is one common

CV approach that we have implemented in our experiments.

First, we create a well-defined model is by normalizing data, selecting features,

tuning parameters, as explained in the earlier sections. We split the clippings (4-sec

sliding windows) into their folds from their full-length audio. A 40-Sec audio clip,

for example, would be divided into ten 4-sec clippings, each clip belonging into its

fold, ensuring that clipping from the same full-length sample would never be on the

same fold. Sample data points and their cross-validation fold counts are shown in

Table 6.2.

ii) Data Annotation

Supervised learning tasks such as classification and regression has achieved

great success in various Machine learning problem. The success of supervised learn-

ing is due to the availability of many training examples, each corresponding to an

event/object. Most successful techniques, such as deep learning, require ground-

truth labels for an extensive training dataset. In many tasks, however, it can be

challenging to attain substantial supervision information due to the high cost of the

data labeling process. Thus, machine learning problems are often re-framed into

weak supervision [168]. We use two types of Weak Supervision processes, incom-

plete supervision and inexact supervision.
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Figure 6.7: Weak Label

We show sample output of Weak (Inexact Supervision) based data annotation

example in Figure 6.7. We use the temporal join (time-based) in-exact supervision

to bulk label our training dataset. One 4-sec frame can only belong to one sound

event detection at a given time. Unable to detect that class during test/validation

is regarded as a miss-classified data point.

6.3 Experimental Results

The experimental setup is shown in Table 6.3. We first start with a base-

line model where the objective is to detect the presence of ”Gusting Wind Sound”

in FloodBot captured videos. Once the audio is extracted and pre-processed as

described earlier. We use the Weak Supervision to annotate the event.

Table 6.3: Experiment Design

ID Experiment Criterion Type

1 Wind Event 12 MPH Wind Binary
2 Flood Event 24-H Cum.Rain Binary
3 Wind Category Beaufort Measures MultiClass
4 Rain Category 24-H Cum.Rain Range Multiclass
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We envision that the outcome of this model can be used to enhance flood

detection capacity when other (vision-based) approaches either fail or have difficulty

detecting the flood. We also argue that the model outputs could serve as a triggering

event to detect or enable resource-intensive flood detection hardware and software.

To that end, we designed four experiments and progressed their complexity, and

evaluated their performance.

Binary Detection

We divided the experiments into two categories; Binary detection to detect the

presence or absence of prevalence signal. We use heavy wind sound and cumulative

rainfall amount to detect the wind and flood events under the binary classification

experiments described below.

i) Wind Detection

We train the model to detect high-speed wind sound in the video for this

experiment. We define this experiment as a binary classification problem. The

recorded wind speed varies from 0 MPH to 34.2 MPH. The mean wind speed was

7.9 while the 25% quartile is at 5 MPH and 75% (Q3) at 11.8 MPH. Therefore,

we use the binary classification of wind versus no wind at a 5 MPH threshold (No

Wind/Wind) to classify wind sound in the video. We also use 11 MPH as another

threshold to detect the wind speed (High Wind/Low Wind).

We show the classes and their distribution in Figure 6.8. Our goal with this ex-
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Figure 6.8: Wind Event Classes

perimental setup is to evaluate the preliminary natural sound event detection (wind

speed) capability of our deep learning model(s), which is often directly associated

with rainfall.

We show that the model performed well in binary detection of the Wind Event.

We are motivated by the fact that detection of Wind gust is an important first step

in deploying the flood detection. It is also imperative that heavy rain events and

thunderstorms often produces the heavy gusts and vice versa.

ii) Flood Detection

Flood Event Categorization is probably the most challenging setup from all

experiments. Unlike wind speed, flooding is not an instantaneous event and often

takes a prolonged period of rain to generate a flood. Therefore, we first computed the

24-hour cumulative rainfall from five-minute precipitation recorded by weather data.

It is standard practice to estimate flooding events based on 24-hour cumulative rain.

A threshold of 0.6 inches of recorded rainfall over 24-hour cumulative precipitation

seems to be a reasonable threshold when the stream shows significant flow pattern
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changes to be classified into flooding versus not flooding stream. We show the results

from the binary flood class in Figure 6.9.

Figure 6.9: Results: Binary Flood
Classification

Next, we experiment with a binary

flood detection problem. The faster the

water flows, the larger the sound it makes.

We correlated the sound intensity recorded

to a water velocity and delineated our

classes. Furthermore, the observed pattern

of the sound wave during calm conditions

is smooth, long, and continuous versus ex-

hibiting high frequency and energy during

fast flow flooding. The overall accuracy is

78% with a precision of 0.72% and recall

88% and F1 Score of 0.79.

Multi class Detection

We further increase the complexity of our experiment by turning the binary

classification into multi-class classification. We explore the model performance for

three classes for Flood categories and four for Wind speed.

i) Multi class Flood Event

We use similar computation and inexact supervision techniques to label our
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data and evaluate the flood detection models. After removing a few outliers of rain

event data, we categorize the flood into three classes: Flood, Minor Flood, and No

Flood. The threshold is based on 24 hours cumulative yielding no flood for less than

0.40 inches of rain, minor flood for above 0.40 inches but less than 2 inches. Above 2

inches of cumulative rain over 24 hours is categorized as flood-producing rain. After

the bulk annotation, we manually verified a few hundred images and agreed with

their distribution. We were able to achieve overall accuracy of 0.76 for three class

Figure 6.10: Result:Flood Multi Classification

flood detection problem and show the result in Figure 6.10.

Though the precision and recall are less important metrics in context of multi-

class classification, we generalize the multi-class problems by summing over rows /

columns of the confusion matrix. Specifically, Precision is computed as Precision i =

Mii∑
j Mji

. Recall is computed as Recall i =
Mii∑
j Mij

.Where i is each sample and j is

total dataset.
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ii) Wind Speed Categorization

Rather than identifying the windy or calm conditions, we try to classify the

sound event into one of the Beaufort wind scale measures. The Beaufort wind scale

measures wind speed according to the wind’s impact on the land and sea. The

measure developed by Sir Francis Beaufort in 1805 remains a widely used system to

measure wind speed today. We experimented with all 12 Beaufort classes such as

Calm, Light air, Light breeze, Gentle Breeze, etc. However, the classification was

too granular for acceptable results. Therefore, we created four classes out of the

range. The model achieved overall accuracy as shown in Table 6.4.

Table 6.4: Results

Experiment Accuracy Recall Precision F1 Score

Wind Event 0.72 0.76 0.78 0.77
Flood Event 0.78 0.72 0.80 0.79
Flood Multi Class 0.76 0.77 0.78 0.76
Wind Category 0.70 0.78 0.76 0.75

6.4 Conclusion & Discussion

Table 6.4 shows the mean classification accuracy achieved by the proposed

CNN. In all experiments, proposed CNNs achieved a mean accuracy of above 0.70%

and reached 0.78%, the highest for flood sound detection setup. We did not change

the model architecture except reducing batch sizes if the sample sizes were smaller.

We opted for the design choice to evaluate the readiness and usability of 2D repre-

sentations of the audio signal as input. Our preliminary experiments find that the

data set can predict the sound events on par with state-of-the-art models where the
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trend is still around 80% accuracy.

While there has been a great success with vision-based flood detection, the

main challenge arises when the system loses visibility. Low illumination adverse

weather conditions can cause visibility loss, often precursory to heavy rain and

flood events. Therefore, we proposed this method to improve the flood detection

probability by exploiting sound as a signal. Sound signals are also lighter in terms

of data volume, thereby reducing the footprint of each deployment unit.

Motivated by the idea of Federated Learning, where data is allowed to remain

on distributed devices while a central/global model is trained and shared from locally

trained (on-device) model updates. Just in time detection and triggering of SED to

either enable flood Computer vision techniques and image-based solutions may have

peaked in performing the task at hand, for example, flood detection in our setting.

However, vision-based inference requires considerable processing power, especially

for real-time data-intensive applications. Cloud computing and inference are a way

around this constraint, but that is not always an option. Flood detection is often

done where there might be no internet or data transportation possibility. Cloud cost,

network bandwidth, and detection time lag impede mission-critical deployment like

ours.

However, running computer vision in the cloud heavily limits real-time com-

puter vision applications. We argue that Sound Event detection can be one way to

alleviate that problem without investing in computer vision deep learning resources.
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Furthermore, relying only on vision-based solutions restraints the detection capabil-

ity to the camera angle, illumination, and image frame compositions. On the other

hand, the sound-based signal is lightweight and more palatable for edge devices.

We presented our work in environmental sound classification for flood event

detection using CNN and a Mel-spectrogram. The experiment result and our field-

collected real-time datasets show that the proposed experiments can achieve accept-

able performance in sound event recognition. We present how the sound detection

technique could be used as a supplemental trigger or precursory evaluation toolkit

before deploying the relatively resource-intensive models such as vision models. The

ultimate goal of our research is to deploy flood detection models into microcom-

puters, embedded systems and move towards edge computing. Federated learning

provides us the means to reach that ultimate goal. Federated learning allows us to

detect the flood on edge devices and compute the in-situ flooding condition without

data transfer to the remote server or heavy computational unit.
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Chapter 7: Social Media Analytics

This chapter’s primary objective is to discuss FloodBot’s social media integra-

tion. We have discussed our approach and design for the physical sensor thus far

(image, sound, sensors). This chapter discusses various approaches and emphasizes

the critical role of social media during natural disasters. Additionally, we discuss our

ongoing FloodBot system design, automation process, and meta-analysis approach

for validating user engagements, among other things. In the second half of this

chapter, we discuss our work in making FloodBot a conversing agent and describe

it in context of Chatbot design.

We begin this section by recognizing Alexa, Google Assistant, Siri, Cortona,

and Bixby as extended family members. They have seamlessly woven their presence

into our life and aided us in our daily chores. The situation we live in today can be

perceived as the realization of the noble vision of ubiquitous computing presented

by Mark Weiser in 1991 [154]. The term Internet of Things (IoT) that was origi-

nally coined by Kevin Auston at MIT in 1999, is now a household commodity. IoTs

integrate a large number of technologies and connect things or objects to the inter-

net, generating or collecting the data along the way. WSNs powered by the IoTs
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can collect and transmit data through the use of machine-controlled social media

curators (bots) or their human counterparts via social media posts.

IoT can collect data and propagate them either by machine-controlled social

media curators (bots) or their human counterparts via their social media posts.

The union of social media posts and the IoTs generated data fusion is extending the

IoT world into social media world. Social media integration into vanilla grade IoTs

makes the cyber physical system. IoT and bots are a valuable member of ubiquitous

computing society; however, the main challenge in their successful integration lies

in their reliability and resiliency, especially when in need. We argue that the imped-

iments around wider acceptance of IoTs and their transformation to become social

IoTs lie in their weakness posed by i) creating temporally insignificant messaging

or annoying users with pre-programmed non-contextual information, ii) missing a

two-way communication and human-like conversing capability and iii) inability to

improve the quality of the data and augmented information produced by IoTs.

Our thesis proposes scalable and contextually aware deep learning architecture

that can ingest data from multiple sources and assess the severity of an emergency

event. We envision an automated artificially intelligent system that can look at

various data stream and decide upon adversity of the area. In addition to sleek

architecture design, our system will be backed up by qualitative, quantitative mea-

sures and machine-learned data validation techniques. Finally, we see our model as

a hands-off cyclic AI unit where the data from multiple sensors (social, physical)

are ingested, augmented and disseminated back to the community as value-added
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information. To reach that goal, we looked at FloodBot’s we have two objectives :

first the system had to be integrated into social media (to generate and consume)

social media content. Next, it had to posses artificially intelligent communication

capability to converse with human. We group these two work under two sections i)

Social Media Integration and ii) AI Converse.

7.1 Social Media Integration

Mobile phones are the most widely used means of information dissemination

due to their increasing ubiquity and ease of communication. Nowadays, social media

acts as a glorified microphone service, disseminating near-real-time events. When

people face a natural crisis or disaster, they immediately turn to social media to post

about their safety or help requests. Similarly, crisis responders use social media to

assess situations efficiently and allocate available resources. Thus, any automated

middle-tier application capable of extracting, validating, and inspecting data would

benefit both parties.

Wireless Sensor Networks (WSNs) and cyber-physical systems are robust, cost-

effective, adaptable for remote monitoring. They facilitate faster data transfer,

including high-resolution information and processing, allowing further analysis and

timely alerts for disaster management applications. However, these system lacks the

human touch or feeling around the unfolding events. The cyber-physical systems

often serve as a data point for complex analytics unable to parse human sentiments.

152



Figure 7.1: FloodBot Tweets : Word Cloud

Twitter and other social

media platforms provide valu-

able data to surveillance systems.

Nowadays, social media plat-

forms such as Twitter, Facebook,

and YouTube provide many in-

formation dubbed social data.

Individuals share their news and

perspectives on social media and

discuss with their friends, rela-

tives, and other members of their virtual network. They respond to these events

positively, negatively, or neutral on that post. These data can be sensed and an-

alyzed to identify patterns of human behavior in cities for the benefit of urban

authorities and citizens, particularly during natural disasters, for traffic forecasting,

urban planning, and social science, among other applications.

We use Twitter account with screen name umbc floodbot to propagate real

time information from the site . In the subsequent section we describe our design and

integration in more detail. Framework describes high level services and component

involved in automating the FloodBot. Next we describe our implementation detail

and show results from our meta analysis on the system.
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7.1.1 Social Media Pipeline

We describe the pipeline for Social Media Integration using Figure 7.2. There

are four major building blocks in our social media integration pipeline. We describe

their function and setup briefly.

i) Data Collection

These are our physical sensors capturing field data. The physical sensor de-

ployed on field has two sensors attached to it. Water Level Measuring unit to

measure the stream flow depth and Camera unit to record video.

ii) Storage & Manage

Our data collected on site are raw and the device are not powerful enough to

perform compute locally. Therefore, the site collected data are shipped and stored

in our remote VPS (Virtual Private Server) for cloud compute.

Figure 7.2: Social Media Integration Pipeline

We have provisioned a VPS (Virtual Private Server). VPS is a hosting service

that uses virtualization technology and provides us with dedicated (private) server

like environment at a fraction of cost. VPS service allows us to build the system
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perfectly suitable to our research need. We provisioned the with CentOS-7.6 64 bit

Operating System, has a 40 GB storage (Hard Disk). We installed Apache web

service for web hosting and mySQL database for database storage.

iii) Compute

Since, the compute and Deep learning model needs GPU we opted for GPU

CPU computational resources provided by Google Colab. Since computer vision

tasks requires substantially large memory we subscribed to their pay as you go

plan and provisioned our compute to run on on GPU either K80 or T4 with 16GB

GPU Memory and 2 CPU Cores, 12 GB RAM and storage Disk Space 358 GB.

Virtualization and compute provided by GPU helped us iterate and improve our

Deep Learning research and complete this thesis.

7.1.2 FloodBot in TwitterVerse

We have integrated FloodBot into Twitter Universe (TwiterVerse) and prop-

agate real time information from site 24 x 7. Twitter was a good choice for this

research for two reasons: i) there has been a lot of work done on Twitter accounts

and their usage during a natural disaster [58], and ii) the Twitter API makes it easy

to post, retrieve, and analyze data. In times of disaster, people need to get informa-

tion quickly. Therefore, Twitter was also a good choice as messages are forwarded

or (“retweeted”), it is possible to see how quickly information spreads in real-time.
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Twitter users usually post messages to enhance situation awareness. In addition,

tweets are trustworthy and possess valuable information content, which backs up

the idea that Twitter has a good chance of being useful in situations where a quick

emergency response is needed.

Figure 7.3: Social Media Integration Components

FloodBot generates the data via sensor recordings or as an output from Deep

learning (compute) resources. Those information as posted into our Twitter ac-

count as Social media postings. We then perform retrospective analysis on usage

looking for patterns relevant to our research (flood detection) and explore human

aspects/connectivity the social media (Tweet posts) that our system creates. We

have automated Twitter account to post the images, weather conditions and often

output from Deep Learning analysis in every six hours. The components designed

to automate the FloodBot is shown in Figure 7.6.

We enumerate through the components that automate the Twitter posting

every six hours.

1. Capture : Site Deployed Camera and Sensors
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2. Storage : Database Storage & Raw Data Processing (Image, weather data
and, sensor integration, make content ready for posting)

3. Twitter API : Integration with Twitter API (OAuth2 validation Social Media
Curating)

4. Scheduler : FloodBot is automated to tweet every 6 hour.

5. ML : Machine Learning

6. Twitter : Social Media posting

We have created parameter based Tweet generation algorithm, that takes rel-

evant information such as weather, time, expected rainfall etc. We show example

Tweet thus created below.

Current Temp at Hamilton Str. Prkng Lot D on 02/16/2022, 06:00 is: 24.74.

It feels like 18.39. Raining Probability 0.0. Rain Intensity : 0.0 The day is

Partly Cloudy #EllicottCity, #Flood, #Flashflood, #FloodBot, #AIConverse,

#UMBC Prototype/NSF GR#1640625.

Once FloodBot connects to social media, we want to investigate its communi-

cation capabilities. More specifically, in real-time and using the artificial knowledge

we have collected thus far (image, sound, sensor data, etc.). FloodBot requires nat-

ural language processing and capabilities to respond effectively to the user. It must

also consider additional elements like context, memory, intelligent comprehension,

prior experience, and customize the user experience.

We therefore explore the range of conversational interfaces and concentrate on

strengthening the FloodBot’s communication power using artificial intelligence. We
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investigate the design and deployment of conversational interfaces for AI Conversing.

We employ text-based conversational software agents with a deep learning capability

and explore FloodBot’s capabilities to hold a conversation and manage the discussion

to accomplish a goal (disseminate relevant information from crisis location).

7.2 AI Converse

People use many similar terms to describe conversational artificial agents (AI)

such as a bot, chatbot, chatterbox, dialogue system, personal assistant, etc. How-

ever, the underlying fundamental AI powering these systems do not differ much.

In this work, we discuss the design, development, and deployment experiences of

one such conversational AI deployed at a potential flood hazard area. FloodBot

is a goal-oriented chatbot. As opposed to the general chat-oriented dialog system

(chatbot), the purpose of FloodBot is to maintain small-talk with a human user.

In other words, FloodBot is a domain-specific goal-oriented dialogue system that

is meant to assist in resolving practical, real-life problems, primarily to inform and

answer queries about potential flood hazards in the area.

The last decade has seen an overwhelming amount of success in the area of

computer vision. The output from the computer vision has been effectively used in

many real-world applications. Building a computer vision model entails plenty of

complexity and is extremely powerful, yet the output and adaptation of the vision-

based model are somewhat limited. The output of computer vision can be a valuable
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asset in developing an end to end information propagation and processing system.

So we harness the power of computer vision model and use its output to design an

easy to understand conversational AI or dialogue system.

Various researches in computer vision analyze natural disaster data. The main

themes of these works are post-disaster meta-analysis and the ability to make sense

of the losses using damaged pictures and artifacts. Given the disaster has already

happened, the usefulness of such a system is inadequate. Such analyses are often

performed in a specific disaster, which further limits the re-usability and generaliza-

tion of that approach. Here, we use “Flood Risk” as our test-bed, but the method

and the system we design are easily transferable to other disasters.

IoTs and various sensors have been deployed widely to monitor the natural

conditions and imminent risks such as floods, earthquakes, and landslides. However,

the endpoint of these systems is often a database server or cloud storage. The data

and valuable information that is gathered, often get buried behind the technological

complexity. The database brings some structure to the data, but they still lack

easy accessibility. Hence, there are many exciting works in trying to build a natural

language interface to read the data easily [8] from the database. A natural language

interface to a database is a system that allows the user to access information stored

in a database by typing requests expressed in some natural language (e.g., English).

Therefore, in this work, we also propose such Natural Language Processing and

interface units between humans and computers to allow effective communications.

We argue that a conversational agent could be an enabler that assists in reducing
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technological complexity.

Though the use and adaptation of early warning systems are on the rise, their

integration with today’s automatic speech recognition system and voice assistance

is limited. We have seen how personal assistance such as Alexa, Google Assistant,

Siri, Cortona, and Bixby have become an integral part of our lives. However, they

can only answer specific queries about general things. There is still a scarcity of the

AI-powered chatbots, mainly designed to disseminate information about the disaster

at the grass-root level. We postulate that people would be interested to know about

the potential danger in the area by asking a simple question. They would rather

get short and relevant information instead of having to read a news article or scan

through social media feeds.

7.2.1 Implementation

In this section, we propose an end to end goal-oriented conversational AI agent

that can provide contextual information from a potential hazard site. We posit the

conversational agent as a FloodBot capable of seeing, sensing, assessing hazard

condition, and ultimately conversing about them. We present our domain-specific

FloodBot design-solution and learning-experience from the real-time deployment in

a flash flood devastated city that uses state-of-the-art deep learning models. As

described in earlier chapters, we specifically used computer vision and pertinent

natural language processing technologies to empower the conversation power of the
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FloodBot. To deliver such practical and usable AI, we chain multiple deep learning

frameworks and create a human-friendly question-answer based dialogue system.

Using flash flood detection as our problem domain, we present a real-time

flood monitoring chatbot design. We assimilate contextual information and infuse

the conversational AI power of FloodBot using various deep learning models such

as a convolutional neural network (CNN), single-shot multi-box object detection

(SSD), and Deep Bidirectional Encoder Representation for Transformers (BERT)

based language model. We seek to solve the complexity problem by allowing users

to ask a simple question and get the information at their fingertips (mobile devices)

or with their smart speaker. It also allows users to retrieve relevant information

easily. We show the Framework of AI Conversing FloodBot system in Figure 7.4

and then describe our first-hand experience from the real-world deployment of the

FloodBot.

7.2.2 AI Conversing Pipeline

This section describes the Pipeline for FloodBot and its relevant components.

FloodBot is a network of a distributed system consisting of cameras, networking de-

vices, and solar-powered field deployed sensors. Floodbot aims to observe the current

situation of potential flood areas, infer relevant contextual information, and converse

about the potential risk. We broadly categorize the components of FloodBot into

three significant parts: (a) The monitoring unit, (b) the Learning component, and
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(c) The AI Conversing component.

(a) Monitor (b) Learn (c) Converse

Figure 7.4: AI Conversing Pipeline

i) The Monitoring unit

The first component is the remote monitoring camera unit connected to the

cloud via 4G/LTE network as shown in Figure 7.4 (a). This is camera overseeing

stream and capturing still images and video at different times of the day. The cam-

era’s frame rate is dynamically adjusted to increase during severe weather conditions

to capture more granular data. We have deployed a camera unit connected to the

cloud. The camera is programmed to capture videos at pre-scheduled time intervals

and transmit data to the cloud.

ii) Learning Component

The second, more innovative and research-oriented component is the learning

component. This component learns from the data that we captured during the moni-

toring phase along with the three distinct deep learning strategies depicted in Figure

7.4 (b). To achieve an AI conversing chatbot, we implement two different types of

information extraction paradigm. The first is the scene Parsing modules, and the

second is the Language Model. Information obtained from the location parsing mod-
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ules is persisted in the database layer and enriched with dialogue corpus. The next

component in the FloodBot pipeline is the language modeling or (NLU/NLP) unit,

which prepares FloodBot to converse with humans via chat(typing) or through spo-

ken languages. The Natural understanding unit provides the intelligence required

for human-level conversing.

• Scene Parsing Scene parsing classifies the severity of flood events and provides

meaningful, semantic labels to the scene by identifying object components of the

images. Given an image, our algorithm classifies the severity of flood events and

provides meaningful, semantic labels to the scene by identifying object compo-

nents of the images.

• Corpus/Context Corpus /Context explores the relationship between FloodBot

linguistics characters generated primarily from the scene parsing output. The

context for FloodBot is provided by scene parsing content infused with other

existing corpora.

• Language Model Language model provides the glue to AI Conversing capability.

The language model provides the complete capabilities of natural language pro-

cessing, including language generation and language understanding. This compo-

nent handles unstructured inputs as a human spoken language (natural language).

It converts them into a structured form that a machine can understand and per-

form a specific action.

Language models are composed of four sub-modules: (1) Natural Language Un-

163



derstanding (NLU) module to identify user intents and extract associated informa-

tion, (2) State tracker to track the dialogue state and capture critical information

in the conversation, (3) Dialogue policy to select the following action based on the

current state, and (4) Natural Language Generation (NLG) module for converting

agent actions to human language responses.

iii) The AI Conversing Component

Finally, the third component of the FloodBot framework is the AI Conversing

component. This unit primarily understands and transforms the human spoken

or textual language to machine language and translates the requested information

as answers back to the human language for the humans to understand. FloodBot

is an AI-powered chatbot that can automate conversations between people and

machines (trained model) to automate any other such as Q&A, notifications, event

reporting, or risk tracking. The endpoint of our implementation is an AI conversing-

chatbot. FloodBot is a user interface for computers and humans to communicate.

Further expansion of AI Converse can easily lead to a more human-friendly speech

recognizable bot system that is trendy nowadays.

We seek to solve the complexity problem by allowing users to ask a simple

question and get the information at their fingertips (mobile devices) or with their

smart speaker. It also allows users to retrieve relevant information easily.In this

work, we seek to turn FloodBot into Practical AI by feeding parsed scene contents

from our vision models. Deep Learning frameworks can sometimes be perceived

merely as a research problem. We mask the sophisticated computational units and
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deep learning model and present FloodBot as a friendly question answering chatbot

system. We then use Transfer Learning technique that allows quick and effective

deep learning model development.

Thus in this work, we propose a cross-domain transfer learning in a rather un-

charted domain of flood detection. We use pre-trained vision and language models

and fine-tune them to infer ongoing flood potential and severity.Finally, the con-

textual Q&A-Data Assimilation facilitates the question and answering power, we

also infuse multiple data sources and created a stand-alone elastic knowledgebase

for FloodBot.

7.2.3 Models

In Chapters 5, we trained computer vision models to identify the objects and

Flood severity. We then store the trained vision model’s information into a reposi-

tory. We then add a natural language processing transformers model to prepare the

inference data and build conversational power for FloodBot using the vision model’s

repository. During inference, we backtrack the pipeline. We start by querying the

repository with a human-understandable question. Our main task during inference

is to translate the questions asked by humans into machine-understandable queries

and extract information from the repository.

Our approach is somewhat similar to commonly developed in visual VQA or

image captioning problems. However, our approach differs from those models on
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how we treat the output of the vision models. In a regular image captioning, or

VQA tasks, models often use low-level pixel value information and translate them

to build the semantic relationship found in that image frame. In contrast, we use

higher-level extraction from the vision models and provide input to the language

model. We also conceive our method as a modular and detachable pipeline of two

powerful models (the vision and the language).

i) End to End Memory Network

Recurrent neural networks are extensions of the standard feed-forward multi-

layer perceptron networks, where the inputs and outputs are sequences instead of

individual observations. These networks suffer from a longer computation time

and the problem of vanishing gradients. A simple RNN takes over memory from

many previous steps, and hence their implementation becomes cumbersome and

resource-intensive [26]. For a chatbot, recalling information from the distant past

is not critical. A chatbot is essentially a question and answering system, so it

only needs to remember the last statement and the flow. Hence we opted for a

variation of the encoder-decoder model called End to End Memory Network [140].

Memory networks help chatbots capture the most important fact from the provided

information. Algorithm 8 outlines our end-to-end memory learning.

In a memory network, the input sentences are broken down into word vectors

and treated as a bag of words (Input memory representation). Thus, each sentence

(fact) becomes a group of individual vectors {xi}. Formally, given an input sentence

X containing words {x1, x2, . . . , xi}, memory networks vectorize the words and store
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Algorithm 8: End to End Memory Network

Input:User Queries about the event and scene context
Output:Chatbot Response(s): Answer

1: Collect and enrich Question and Answering Corpus
2: Encode Question and Answer into Word Embedding
3: Compute Memory Vector from the word Embedding
4: Multiply memory vector with word embedding
5: Perform dot product memory and softmax them to find the most relevant fact
6: Repeat {2,3,4,5} for each question qi
7: Compute the context vector ci
8: Perform stacked softmax on output and questions internal memory vector
9: Return the most relevant answer

them in memory vectors {mi} of dimension d computed by embedding each {xi} of

dimension d. This results an embedding matrix A of size (d ∗ V ). The exact same

procedure is repeated for the question sentence q set yielding another embedding

matrix B of the same size as A. The internal state of the queries is vectorized

into u. The only remaining part is finding the most relevant answer-sentence to

the encoded question. This is measured using the cosine distance or dot product

between memory vector {mi} and question’s internal state vector u.

(p)i = Softmax(uTmi) where

softmax(z)i =
exp(zi)∑
j exp(xj))

and (p)i is the probability vector. Similarly the output of the sentences are repre-

sented into ci and into a matrix C. The resulting response vectors from the output

memory o is summed over the transformed inputs ci.

o =
i∑

i=1

pi ∗ ci
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Finally, to get the prediction for a single question/answer case, the sum of the output

vector o and the input embedding u is passed through a final weight matrix W (of

size V ∗ d) and a softmax to produce the predicted label:

o = softmax(W)(o + u)

A very related yet more complex method is proposed by [11] called attention

model. The working of the encoder-decoder model/attention model is depicted in

Figure 7.5. At a high level, the attention mechanism helps the next step in recurrent

neural networks find the most relevant words based on the dot product (distance

metric) and softmax over it. The concept of context vector is analogous to the

memory vector in end-to-end memory network [140].

Figure 7.5: Attention Mechanism

The attention mechanism ensures that the words we want to focus on are kept

as is, and the unnecessary words are discarded.

ii) BERT for Q&A

It is a multi-layer bidirectional Transformer encoder based on [147] and two
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major model sizes are BERTBASE (12 Layers, 768 Hidden nodes, 12 Attention head,

Total 110M Total parameters) and BERTLARGE (24 Layes, 1024 Hidden nodes,

16 Attention head, 340M Total Parameters). BERT has been used to solve various

Natural language problems. We specifically use the Fine-Tuning of BERT: For the

question answering task. It is fine-tuned on SQuAD (Stanford Question Answering

Dataset), contains 100k crowdsourced question/answer pairs from Wikipedia. It

predicts the answer text range/span in the context data given to the system. It

computes the embedding A and B for question and context, respectively, then tok-

enize every word. Finally, it calculates the start score (S) and end score (E) of the

answer span by the probability of being the start word at location i can be computed

as a dot product between Ti (the final hidden vector for the ith input token) and S

followed by a softmax over all of the words in the paragraph.

Pi =
eS.Ti∑
j e

S.Tj
; S.Ti + E.Tj (7.1)

For the end of the answer, span score uses a similar formula and for maximum

scoring j ≥ i used for prediction. The model also take no-answer into consideration

by comparing null span score snull = S.C + E.C to the best non-null span score

ŝi,j = maxj≥iS.Ti + E.Tj and predict a non-null answer when ŝi,j > snull + τ by

selecting the threshold τ which maximizes the F1 score on test set. It finally uses

the sum of log-likelihoods of the correct start and end positions for the training

objective. We exploit the scoring mechanism to identify the key-answer term from

our input text.
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7.3 Experimental Results

We looked at experiment results under two broader group. First is around

the Social Media Integration where we analyze the potential of FloodBot as a social

media agent. Next we present results from the converting the FloodBot into a AI

conversing chatbot.

7.3.1 Results : Social Media Integration

We aim to scale FloodBot and integrate it as an information propagator into

social media. To that end, we wanted to build a product that users find as a neces-

sary component of their life or task. Thus, gauging user engagement is critical for

determining whether people value FloodBot. We wanted to see FloodBot’s social

media presence and usage pattern. User engagement, also known as product engage-

ment, is a catch-all term that refers to any interaction users have with FloodBot.

The primary goal is to measure the leading indicators of whether users find Flood-

Bot valuable enough to continue using it. One of the most often utilized metric

for determining user or customer engagement is temporal engagement indicator (i.e.

daily, monthly, or quarterly active users).

FloodBot and its ubiquitous computing have enabled the collection of a large

amount of data from physical and social sensors (humans), such as data shared

by people about their interactions with media posts (Tweets). However, the study
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that looks at media usage (directly on data generated) by a disaster monitoring

system appears limited. To that end, we investigate the usage pattern and attempt

to comprehend and characterize the temporal trends of social media usage through

usage analysis.

We go even further and look at the relevancy of social media posting (tweets)

to understand user engagement. We explore Twitter data, such as impressions,

engagements, and engagement rate for each tweet, were gathered for tweets made

during this period from the FloodBot Twitter account. The term “impressions”

refers to the number of times a tweet is displayed in a user’s timeline or as part of

a search result.

Our tweeter account is setup as an information dissemination platform there-

fore we wanted to test if the use pattern shows relevancy to our objective. As of

February 2022, the UMBC FloodBot Twitter account (@umbc floodbot) has over

300 tweets and 112 followers. The number of times a user interacts with a tweet is re-

ferred to as an engagement. Engagement occurs when a user clicks on a tweet in any

location, including retweets, replies, follows, likes, links, cards, hashtags, embedded

media, username, profile photo, or Tweet expansion. Each tweet’s engagement score

was computed as the number of engagements divided by the number of impressions.

i) System Stability & Reliability

We present result in this section from two perspective. First the longitudinal

success of our system and seconds its reliability. As discussed in earlier Chapters
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we have iterated through various devices and seem to have found system that is

reliable. Figure 7.6 shows that our system is live and operating constantly since

January 2019 till date.

Figure 7.6: Longitudinal: System Stability

FloodBot has been tweeting at a constant rate of around 50 tweets per month.

There are numerous integration for automated Tweeting (image captures, weather

information gathering, tweet auto-generation, scheduler, etc.). The constant rate

(bar plots) of data publication and social media data curation gives us high con-

fidence in the system’s physical and technical stability. Aside from a few manual

Tweets from our mobile app, the majority of the Tweets were generated by the

system. It’s encouraging to see that the system worked even when the weather was

harsh (storm, windy, snow, etc.)

ii) Use Pattern & Relevancy

We are interested to see how and when does FloodBot get used more to un-
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Figure 7.7: Social Media & Relevancy

derstand the user pattern and relevancy of deployments. We use Tweet impressions

as a metric to gauge Use Pattern & Relevancy. Tweet Impressions are the total

number of times a Tweet has been seen. This includes metrics such as when the

message appeared on the timelines of followers, when it appeared in search, and

when someone liked the Tweet. It excludes instances when someone saw the Tweet

via an embed on a website or a text preview. It only counts if the message is viewed

on the Twitter app.

In Figure 7.6 the red lines (spikes) are Tweet impressions during our entire

deployment (January 2019 till date). The sudden spikes are the days when Twitter

impression have substantially increased. Incidentally, these are also the days when

it was heavily raining and the flood possibility in the areas have escalated.

We show more detailed view of same analysis in Figure 7.7. When the rainfall

depth has peaked around August 22 2020 (rainfall depth of 0.7 inches in 24 hour),
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the impression peaks up to 350 in next 24 hour. Note that the heavy rainfall day

prior increases the weariness in the local (FloodBot’s followers) and are logging into

to assess the situation. This is another encouraging fact that FloodBot is slowly

integrating itself into the society and people come to our application during relevant

days (high flood potential).

7.3.2 Results : AI Converse

i) End to End Memory Network

We motivate the results of chatbot implementation by recalling the basic type of

chatbot system, a Closed Domain Retrieval Chatbot. These chatbots can

only converse around information that is stored in the database. The learning and

outcomes from our vision models and output is depicted in Figure 7.8. We have

broken down the domain knowledge required by the FloodBot into their own sub

domains. The FloodBot can respond to the sub domains {Time, Weather, Flood

Risk, and Objects at Risk}. For example the answer to “Is Ellicott City Flooding”

can be easily answered by ‘yes/no question’ based on the Flood Risk within that time

domain. The overall requirement of the chatbot implementation does not change, so

we still need to break the user request into two main parts: utterance and intent. In

the examples discussed above, utterance is the sentence/phrase and the user intent

is to find the current flooding risk. With this background we now digress into actual

deep learning based Chatbot Implementation Results.
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Our chatbot implementation is based on end to end memory network [155].

We infused additional data into the bAbI corpus and retrained our model. The

end to end memory is built using encoder decoder functions from Keras Sequential

model API. The model was trained for 120 epochs, with each epoch limited to event

narrative max length of 75 words.

Figure 7.8: Floodbot: Q & A System

The maximum query length was set to 6 words. We trained our model with

10,000 event narrative which consists of 9000 original stories from bAbI and 1000 new

ones from our flood related narrative. We tested our model on the same composition

i.e 900 from original corpus and 100 is flood related. We maintained the original

batch-size of 32. We were able to achieve 89% accuracy after infusing our data.

Table 7.1: Memory Network Comparison

Model : BaseLine(bAbI) After Data Fusion
Accuracy: 98.55% 89%

The original (baseline) model without the data fusion achieves 98.55% accu-

racy. While there is a reduction in the original accuracy the achieved accuracy is

still within acceptable range. We believe that the reduction in accuracy is due to

increase in vocabulary size and disjoint data sets. The accuracy could increase if we
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use the dataset from same domain with similar context.

Next, we present two question and answer result from our FloodBot in Q&A

Demo section. The first question is an example from data fusion from NOAA’s

website and the second example is from the the joint learning of vision models

infused into Q & A knowledgebase corpus. FloodBot answers based on the decoder

portion of End to End Memory network and word embedding. In the second, test

scenario, the answer provided by the FloodBot is a result of model fusion from three

deep learning model stack.

Chatbot Q&A Demo

Story: {‘Six’, ‘inches’ ,‘water’ , ‘.’ ‘Flooding’, ‘reported’,‘in’ , ‘town’}

Question:{ ‘How’, ‘deep’, ‘is’, ‘water’, ’?’}

FloodBot’s Answer: {Six}
Story: {’Minor’, ’Flood’ ’ . ’ , ’Ninety’,’cars’ ’Two’ ’Building’}

Question:{ ’Is’, ’there flood risk’, ’in’, ’Ellicott City’, ’?’}

FloodBot’s Answer: {yes-minor}

ii) BERT for QA

FloodBot is a Closed Domain Retrieval Chatbot. These kinds of chatbots can only

converse around information that is stored in the database. Goal-oriented bots and

dialogue systems are designed to categorize the incoming questions into one of the

predefined intents. In this work, we have devised the FloodBot’s intent into six
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categories: {Temporal, Risk Metrics, Weather Condition, Flood Risk, Unknown,

Greetings}. Our model first categorizes questions into one of the given intent before

searching for the answer. To process the incoming question and reply properly,

FloodBot needs to possess three natural language capabilities (enablers) i.e., NLU

(Natural Language Understanding), NLP (Natural Language Processing), and NLG

(Natural Language Generation).

Luckily, the computational linguistic area has made great advancement, so

such computations are built into a single package. We use BERT for Q&A a

multi-layer bidirectional Transformer encoder-decoder model [147] to achieve this

task. The following section presents our qualitative result from the FloodBot di-

alogue system. We evaluated FloodBot’s performance on each of the six intents

described earlier to accomplish four major tasks (goals). We present examples of

question/answer conversations and analysis around these four tasks.

a) Greetings

To provide a pleasant starting point, we infused the corpus with some greetings and

common phrases. People often start by asking the general question before testing

the bot’s other functions. We show some sample greetings in the example dialogue

below.
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Human: Hello!

FloodBot: Hi

Human: How are you.

FloodBot: I am fine, How can I help you?

This kind of question answering power is possible because of our general Q&A

greetings. This dialogue system lets users inquire about the Ellicott city’s histor-

ical or current weather, Flood, damage, mobility, detours, and emergency notice.

BERT’s pre-trained model and transfer learning allow us to ask and get very contex-

tual information back. We show some examples of dialogue between FloodBot and

the BERT output model below. Some examples are explained by the detailed visu-

alization of the specific question/context pair that includes identifying the answer

span.

In example 1, we provided contextual information about Ellicott City and

asked our FloodBot a question. We received the answer as “Howard County, Mary-

land” as depicted in Figure 7.9. The blue and orange lines represent the probability

of start and end score, respectively, in Figure 7.9. The highest positive scores are

selected for the predicted answer text span. The model extracted the highest start

score at word token “Howard” and highest end score at word token “Maryland” and

provide the correct answer as “Howard County, Maryland.” The model is tuned to

pick up the highest end score, given that the end score should be greater than the

start score to avoid getting a negative or wrong answer.

178



Example 1: Human: Where is Ellicott City?

FloodBot: Howard County, Maryland

Figure 7.9: Example 1 Q&A score span visualization

In example 2, we have two different dates and numbers of cars presented in

a specific parking lot. This information is coming from our object detection vision

model. We posed this question along with the context, as shown in example 2,

and the model selected the answer for the specific date asked in the question. We

obtained the reply as “14 cars”, and the calculation for start/end score is visualized

in Figure 7.10. The model selects the start score at token “14” and end score at

token “cars,” which is a definite and accurate answer from the given context. The

model is capable of answering the specific question from the very little information

that includes temporal components.
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Example 2: Human: How many cars are there on 2020-1-25?

FloodBot: 14 Cars

Human: How deep is the stream on 2020-5-20?

FloodBot: 1.6 ft

Figure 7.10: Example 2 Q&A score span visualization

b) Temporal Question Parsing

We envision FloodBot to receive two kinds of temporal questions. The more common

one is when people want to know what is happening “right this moment” in the city.

The second one is a historical question when people want to know what has already

happened in the area. In our context repository, we normalize time expressions and

use Stanford Temporal Tagger (SUTime) [37] to tag them. SUTime allows us to find

and map human-asked time-phrase to the database stored time-event parameters.

As seen in Table 7.2, various time-related attributes are tagged for NLP and NLU

understandings.
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Table 7.2: Temporal Parser

Text Value Timex3 Tag

5/25/2020 5/25/2020 t1 type=DATE
value=2020-05-252020-05-25

Current PRESENT REF t2 type=DATE
value=PRESENT REFCurrent

now PRESENT REF t3 type=DATE
value=PRESENT REFnow

c) Risk Metrics

The vision model allows us to assimilate contextual risk metrics. Essentially,

there are two parameters in the risk metrics. The first one is the stream flood con-

dition itself, such as {Flood, Minor Floor or No Flood}. The second one is object

identification and their counts around flood vicinity. This data is entered as a Q&A

pair to the training model. BERT’s fine-tuning model then allows FoodBot to pro-

vide localized and holistic contextual dataset consisting of Ellicott City information.

BERT models are asked to answer specific questions, as shown in Figure 7.11.

d) Unknown Intents

Just like greetings, unknown intent is also an important property of chatbot.

To support response to the vague questions and ones outside predefined intent, we

infused repeated Q&A pair with a fixed response “Sorry, I am still learning.”.

Human: How high is Mount Everest?

FloodBot: Sorry I am still learning

Human: What is Deep Learning?

FloodBot: Sorry I am still learning. .
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Next, we also tested the BERT based FloodBot on various information created

using vision data along with other media contents. This is our FloodBot Dialogue

system for comprehension Q&A. The response is expected to identify important

concepts and respond to one or more questions from that passage. Given an input

as contextual training set :

2020-05-25, there were 16 Car in the parking lot. Current weather condition is

Possible Light Rain. The stream is in Flood now. On 2020-01-28 there were 22

Car in the area with Mild Rain showers weather, sunny weather and no flood in

water stream.

Similarly, we posed several questions expecting a specific answer present in

those sample paragraphs. The answers from FloodBot are shown in Figure 7.11

with a simulated Chat user interface. We asked the specific date and weather-

related questions, and the FloodBot answered them accurately.

Figure 7.11: Question Answering System Using BERT
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7.4 Conclusion & Discussion

Social media, particularly Twitter, is being used more and more to improve re-

silience during extreme weather events/emergency management situations, such as

floods, by communicating potential risks and their impacts and informing agencies

and responders. We discussed a prototype Twitter data posting and mining pipeline

(Social Media Integration) in this chapter to improve stakeholder situational aware-

ness during flooding events. The preliminary data analysis and usage patterns and

follower-ship between users and our Tweets show promising results for Twitter as

an emergency response tool during a crisis. Our data show that people share, like,

and repost more during potential flood situations, which helps raise awareness and

illustrate ways people can help each other if needed. The government and regulators

can also monitor the spikes to better disaster planning.

Our research presented in this chapter is exploratory in nature, presenting

the first steps toward developing a web-based crisis response information system

that leverages social media and user-generated content and data. The study’s main

limitation is the small number of tweets and localized solutions. The followers

are Ellicott City residents or people who are interested in the area. Because our

data propagation is limited to a smaller town, we have fewer followers than generic

national propagation systems. Nonetheless, we believe that deploying such a system

could be a valuable tool for local governments and stakeholders looking to conduct

emergency response activities or raise social awareness.
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Chatbots have become very popular in recent years, primarily due to ad-

vancements in machine learning and other underlying technologies, such as natural

language processing. Day by day, their uses are increasing at a pace that may soon

replace customer service personnel. We are aware that the object detection from our

vision model is probabilistic and somewhat heuristic. We argue that the ultimate

use of this kind of application is either to have a sense of emergency or to estimate

the possible damage. Thus, object detection and counts measures are mostly for es-

timation purposes. During disasters and life-saving events, the information provided

by our model could be more valuable than trying to get to the correct count.

In this work, we have demonstrated how complex deep learning models can

be deployed for practical AI. We believe that we have been able to design and

deliver an end to end pipeline of three kinds of sophisticated models and put them

behind a user-friendly chatbot-“FloodBot”. The technology is easily transferable

and can be a life-saving tool in all three phases (pre, during, and post) of disaster.

Recently, the deep learning area has seen substantial user adaptation, and its use

in the commercial sector is increasing. Similarly, community support applications

such as this can further increase the utility of deep learning.

We only evaluated FloodBot’s conversing power qualitatively and with a lim-

ited question to our trained model in the pipeline. In future work, we plan to

integrate BLEU (bilingual evaluation understudy) algorithm for evaluating the qual-

ity of answers. BLEU is currently the gold standard to assess machine-translation

(FloodBot’s response) from one natural language to a human question. Reinforce-
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ment Learning is another technique often used in the dialogue system, and we seek

to experiment with various kinds of reinforcement learning in our future work.
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Chapter 8: Conclusion & Future Work

Flood disasters and risk reduction can be accomplished in two ways: detection

and prediction. In machine learning problems detection and prediction appear to

be synonymous with predictive analytics or simply prediction. However, they are

two completely different tasks. Detection is the process of extracting insights or

information from a data. This can include detecting objects, finding fraud activities,

or isolating anomalous instance from dataset. In contrary, prediction is the process

of forecasting or estimating future events using historical and current data, most

commonly through trend or data pattern analysis. Predictions should be precise

and defined by logic. Predictive analytics is the use of data, statistical algorithms,

and machine learning techniques to identify the likelihood of future outcomes based

on historical data. The goal is to provide the best forecast of what will happen in

the future, rather than simply knowing what has happened.

This thesis posed problem of flood detection and not flood prediction. We

tried to detect flood event as it happened or by analyzing the past events during

flood. The flood forecasting problem is much more challenging and complex because

it involves many meteorological phenomenon. Flash floods are a result of favorable
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meteorologic and hydrologic condition [75]. Though heavy rainfall is often the cause,

heavy rain alone does not cause severe flood events. The hydrologic character of the

watershed plays an important role. Some of the hydrologic parameters that play

out in flash flooding include: how rain-cycle, how quickly the storm is moving, how

intense are the rainfall rates, much rainfall becomes surface runoff, and where it

drains to, the soil’s conductivity, site permeability, etc. [106]. Therefore, predicting

flash flood using a machine learning approach alone might result in a sub-optimal

model.

The idea of using multiple sources of information to investigate a problem is

not new: we use sight and sound to cross a street, sight, smell, and taste to evaluate

a restaurant meal, and use multiple reviews to compare product before deciding

to buy one. It is human nature to compare and contrast different source/systems

etc and has helped us make more informed decision. Similarly, we want to infuse

the redundancy in decision making process and aid the design with multiple data

sources. We primarily focused our thesis around flood detection and creating an

early warning system to better prepare the community during or after the crisis

using multiple source. We called our automated flood detection system prototype

as FloodBot. We summarize our multimodal data integration approach used in

this thesis using Figure 8.1.
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Figure 8.1: Summary: Flood Detection Approach

Our system begins with deploying data capturing (monitoring) sensors on-

site. We then transformed them into multimodal data representations (signals).

Earlier chapters were focused in designing the stable/scaleable system. The raw

data is annotated and prepared for various deep learning models. We detect flood

conditions using these deep learning models and discrete data representations.

8.0.1 Synopsis

This section briefly summarizes the thesis using funnel diagram in Figure 8.2.

We started our research by investigating audiovisual sensors, embedded systems,

and liquid level sensors (hardware elements). Noting that hardware research is

somewhat different than the machine learning problem we were interested on, we

focused our research in the system development using machine learning and opted

for commercial hardware. During the course of research it was quickly evident that
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the performance of traditional machine learning algorithms would be insufficient to

address the complexity of our problem (flood detection using multi-modal data).

Figure 8.2: Synopsis

We then experimented with

a variety of deep learning mod-

els, including Computer Vision

(CV), Natural Language Process-

ing (NLP), and Acoustic Event

Detection (AED). We used multi-

modal data such as vision, sound,

and social media to transform

one-dimensional water level reading data into a multifaceted representation of the

environment. We trained many deep neural networks and used transfer learning to

parse images and its contents. We trained the language and vision of the Flood-

bot to understand the context around the Flooding site. Initially, the scope of this

research focused on performing supervised learning. Later, we reposed the ques-

tion as a similarity search and turned it into semi-supervised learning. All of these

expansions allow FloodBot to have better AI-Conversing power. We showed how

multimodal data infusion could be achieved using vision model stacking.
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(a) Classification Output (b) Object Detection Output

Figure 8.3: Vision Model Results

8.0.2 Image - for Flood Detection

In this section, we created domain-specific Flood Classification and Object

detection Models. To classify the current flooding situation at the site, we collected

video and posed our flood classification problem as a multi-class classification prob-

lem. We categorized the flood images into three classes No Flood, Minor Flood,

Flood based on the stream-flow conditions observed in the images.

The classes in our training set are based on turbulence, turbidity and ob-

served high velocity of the flowing water predominantly during no-rain, light rain,

and heavy rain conditions. We devised a smart labeling technique that is robust

and practical, given the large data set. Figure 8.6(a) shows the result from one

of our validation sets. In the given examples, the model correctly classifies images
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into {No Flood, Minor Flood, and Flood}, respectively. To evaluate Flood Classi-

fication Model’s performance, we experimented with two classification models: a

Support Vector Machine (SVM), and a deep Convolutional Neural Network (CNN).

We trained these models on our images without using the transfer learning tech-

nique. The Cross-Domain Transfer learning substantially improved the accuracy

since earlier layers within the base model have already performed and learned fea-

ture properties from millions of images.

We processed thousands of image frames and ran them through the Single-

Shot Object Detection Model. Our motivation to identify objects in the vicinity is

to assess the potential damage/flood that occurs. From the dataset collected over

months, the Object Detection model identified more than 90 distinct objects such

as {Car, Wheel, House, Tree, Building, Vehicle, Land vehicle, Tire, Window, Plant,

Bench, Truck etc.}.

There were many ways that we could have validated output from our object

detection model. We used a pragmatic and timely parameter to validate our model-

the Covid19 pandemic impact to the area. The Flood Watch camera is located at a

popular tourist destination in Howard County, Maryland. We selected “car/vehicle”

as one of our measures and aggregated the counts by week.

It is interesting to note that the vehicles count closely follows Maryland State’s

“Shelter at Home” and “Stay at Home” orders. We show the weekly distribution of

detected cars from the area shown in Figure 8.4 during the five-month deployment.
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Figure 8.4: Weekly Object(Car) Count During Covid ‘19

The number of detected cars went significantly down around the “Shelter at the

home” period, which began in the first week of March 2020, and the numbers are

rising as the restriction was lifted. After May 2020, “Stay at Home” order was

further loosened, and people are allowed to dine out and enjoy the area. The result

directly correlates to the ground truth and validates that such a model can be used

for area surveillance and meta-analysis.

8.0.3 Audio - for Flood Detection

Our objective in proposing multi-modal flood detection is to bring in the ro-

bustness to the system and provide alternate means to detect flood when one of

them fails. One of the challenge in all of vision related work is model performance

during low light condition (night, fog, heavy rain etc). We believe that audio and

natural sound parsing might help FloodBot to get a better performance. Therefore,
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we explored audio signal to classify flood severity.

We present an example where one modalities (image) fails and alternate modal-

ities (sound) can still be used to detect flood. We show qualitative analysis of one

stormy day (10/29/2020) in Figure 8.5. The first Figure 8.5(a) shows our site cap-

ture. Next we show the inverse relationship between rainfall and visibility. As seen

in Figure 8.5(b) the visibility is at minimal during the peak rainfall, another inherent

problem for vision only solution. As the rainfall increases camera starts to loose its

visibility and reaches to minimal around 11 AM when the picture in Figure 8.5(a)

was captured.

Due to heavy rain and fog the vision is blurred and failed all three of our vision

based models. Since there is no ‘rock’ or island mass to track, we have no way to

run our segmentation model. The wind and rain storm seems to have moved the

camera from its original angle and views to detect object seems to be hindered too.

Lastly, since the camera is completely blurred the classification model was unable

to detect the flood situation. These are far more common issues with vision only

based solutions.

In this situation, vision only based flood detection would have been failed and

we would have no option to detect flood using machine learning techniques. To

avert such problem, we decided to use alternate data modalities in this case and

relied on sound signal. We show the result from sound based Flood Detection on

figure 8.5(c). We used is a pretrained deep net called that YAMNet [64] that is
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(a) Site Image Capture

(b) Visibility & Rainfall

(c) Audio Based Flood Detection

Figure 8.5: Qualitative Analysis: Multimodal Flood Detection
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trained to predicts 521 audio event classes based on the AudioSet-YouTube corpus,

and employs the Mobilenet v1 depthwise-separable convolution architecture.

As shown on Figure 8.5(c), YAMNet is able to detect {Rain, Water, Rain on

Surface, Raindrop, Waterfall ...} etc as the highest detected classes. These classes

can be used to infer that the site is experiencing a rain. Continued monitoring of

such sound detection (long term rain often yields to flood, no rain sound detection

means less chances of flood etc.)

8.0.4 Social Media - for Flood Detection

For our social media integration, we created a framework that uses various

flood disaster data from sensor network sources and social media sources to build

a sensor-social data-fused flood detection system. We presented a novel data fu-

sion framework and data analysis for accurately classifying localized context rich

flood-related tweets along with full system integration and design for social media

integration platform. We deployed our sensor system and integrated a connection

to a social media platform to obtain direct local contextual feeds from social users.
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(a) More Views for Flood (b) Less Views for cute Fox

Figure 8.6: Elevated View During Flood

During the course of this research, we conducted interviews and site reconnais-

sance, we met and talked to various community members including local government

and found that the recurring flash flood problems have kept people of Ellicott City

on their toes, and every passing storm reminds them of previous flood devastation.

Therefore, as part of community integration, we plan to find out the current state of

research already happening in Ellicott City and make an earnest effort to bring all

stakeholders as active participants into our community integration process. As seen

by the view counts there are more than 1000 views when Elliott City is experiencing

a high flood versus when the scene is normal from flooding but still interesting for

social media (fox in the picture).

8.1 Future Work

We envision to equip the communities, with greater preparedness and resilience

to natural disaster-Floods. Ultimately our thesis and the design will foster think-
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ing among communities to evaluate best design for their community (ground or

remote sensing, deployment density and locations, key resilience indicators, alert

and recovery etc.) as we extend, deploy and further evaluate our preliminary cyber-

physical-social sensing prototype, FloodBot [19, 22].

In future, we plan to expand our prototype, FloodBot and enhance its re-

siliency by exploiting ground, remote & social sensing capabilities such as moisture

sensors, on-street camera networks, lidar, radars, drones, satellites, twitter with

more descriptive hydrological models and micro-weather predictive analytics. We

plan to enhance applied machine learning techniques in time series, computer vision,

remote sensing, NLP, and citizen science inspired community feedback collection

and synthesis mechanisms to envision, , as a holistic scalable and adaptable flood

monitoring and alert networks in urban environment.

We are expanding the scope of our thesis beyond the Ellicott City area. For

example, we are collaborating with colleagues at the University of Pisa’s Depart-

ment of Information Engineering in Italy to investigate the possibility of extending

the FloodBot’s current centralized cloud computing system to a hybrid cloud/edge

computing system. The decentralization of functionalities in the flood monitoring

system implementation is expected to have a significant impact on scalability and

cost efficacy.

We are working to improve the system by reducing data transfer and easing the

load on the cloud, which is critical for the system’s wide adoption and commercial
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feasibility. By establishing direct communication, we are experimenting with edge

computing to reduce latency between monitoring stations and the data analysis

service. Finally, and perhaps most notably, a decentralized implementation improves

system resilience by reducing the need for continuous data offloading and transfer,

thereby minimizing network interruption-related issues.

Ultimately, our contribution to this thesis and applied research is a functional

prototype that has been deployed and operational for over two years and our research

findings [16, 17, 22, 19, 18, 21, 19, 136, 133, 134] and released our data in public

domain [28]. We recognize that the complexity is most evident in the early phase,

when we are setting up the system and starting to train the model. Following the

preliminary work, we believe that a system such as FloodBot should be simple to

scale and replicate beyond flood detection.

We sincerely hope that The AI-Ready data released in public domain [28] will

create many new research direction and help future researchers to look at our data

beyond the context of Flood detection.
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**** The End ****
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Schneider, Laurent Dezileau, John Patrick Walsh, Agnès Michelot, Etienne
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