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Issues of Question Equivalence in 
Online Exam Pools
By Cody Goolsby-Cole, Sarah M. Bass, Liz Stanwyck, Sarah Leupen, Tara S. Carpenter, and Linda C. Hodges

During the pandemic, the use of 
question pools for online testing 
was recommended to mitigate 
cheating, exposing multitudes of 
science, technology, engineering, 
and mathematics (STEM) students 
across the globe to this practice. 
Yet instructors may be unfamiliar 
with the ways that seemingly small 
changes between questions in a 
pool can expose differences in 
student understanding. In this study, 
we undertook an investigation 
of student performance on our 
questions in online exam pools 
across several STEM courses: 
upper-level physiology, general 
chemistry, and introductory physics. 
We found that the difficulty of 
creating analogous questions in a 
pool varied by question type, with 
quantitative problems being the 
easiest to vary without altering 
average student performance. 
However, when instructors created 
pools by rearranging aspects 
of a question, posing opposite 
counterparts of concepts, or 
formulating questions to assess 
the same learning objective, we 
sometimes discovered student 
learning differences between 
seemingly closely related ideas, 
illustrating the challenge of our 
own expert blind spot. We provide 
suggestions for how instructors 
can improve the equity of question 
pools, such as being cautious in 
how many variables one changes in 
a specific pool and “test driving” 
proposed questions in lower-stakes 
assessments. 

T
   he switch to remote instruc-
tion during the COVID-19 
pandemic created unique 
challenges for students and 

instructors compared with tradition-
al online teaching and learning, such 
as the lack of preparation for, and 
choice of, the online environment; 
issues of equity and accessibility; 
and concerns about academic integ-
rity online. Strategies for enforcing 
academic integrity when testing on-
line include using lockdown brows-
ers and proctoring software. Howev-
er, using these systems raises issues 
of student access to the technology 
and students’ reactions against, and 
possible anxiety about, intrusion into 
their personal space (e.g., Asgari et 
al., 2021; Eaton & Turner, 2020). 

Before the pandemic, results of 
research on students cheating on un-
proctored online exams were mixed 
(e.g., Alessio et al., 2017, 2018; Beck, 
2014: Harris et al., 2020; Watson & 
Sottile, 2010). The trauma and so-
cietal unrest during the COVID-19 
pandemic, however, created addi-
tional pressures that were conducive 
to academic dishonesty. News reports 
chronicled universities’ stories of in-
creased cheating online (e.g., Cruise, 
2020). One study found that the num-
ber of queries and responses posted 
to Chegg, a homework help website, 
increased by almost 200% between 
April and August 2020 compared with 
the same time interval the year before 
(Lancaster & Cotarlan, 2021). Stu-
dents requested exam-style questions 
and received answers well within the 
examination time frame, suggesting 
uses that violated academic integrity 
expectations. Certainly, our experi-
ences and those of other researchers 

(Adams, 2021) corroborated those 
findings. Instructors thus sought solu-
tions for encouraging academic integ-
rity when administering unproctored 
online exams, such as drawing from 
question pools or test banks; present-
ing questions singly without allowing 
backtracking; restricting the time for 
an exam; permitting open notes; and 
writing more creative questions that 
could not easily be googled (e.g., 
Budhai, 2020; Raje & Stitzel, 2020). 

In this article, we discuss our use 
and analysis of question pools in 
exams. Question pools allow instruc-
tors to use their learning management 
system (LMS) to draw a question 
randomly for each student from a set 
of questions designed to address the 
same learning objective or concept. 
Students then each receive a distinct 
exam consisting of a question from 
each pool as well as any nonpooled 
questions. 

Research on the effective design 
of question pools is concentrated 
in the field of standardized testing 
(American Educational Research As-
sociation, American Psychological 
Association, & National Council on 
Measurement in Education, 2014). 
Additional work has been done in 
computer science courses (Butler et 
al., 2020; Denny et al., 2019; Sud et 
al., 2019) and in examining statistical 
factors that affect question duplica-
tion among students (Murdock & 
Brenneman, 2020). In this study, we 
specifically analyzed pool types across 
science courses for variation in student 
performance. When instructors wish 
to make comparable questions for 
exam pools, recognizing factors that 
affect question analogy is important 
for equity. Based on our results, we 

Copyright ©2023, National Science Teaching Association (NSTA).
Reprinted with permission from Journal of College Science Teaching, March/April 2023, Volume 52, Number 4, pp. 24–30.



25Vol. 52, No. 4, 2023

Issues of Question Equivalence in Online Exam Pools

propose common categories of ques-
tion types pooled and their associated 
caveats, share our findings for compar-
ing analogous questions using student 
outcome data, and suggest implica-
tions for instructors to consider when 
they design question pools.

Methods

Context
This work was conducted at a  
medium-size minority-serving mid-
Atlantic research university and 
involved multiple science, technol-
ogy, engineering, and mathemat-
ics (STEM) courses: upper-level 
physiology, both semesters of gen-
eral chemistry, and second-semester 
introductory physics. The courses 
served major and nonmajor under-
graduate STEM students and en-
rolled between 90 and more than 300 
students per section (Table 1). Our 
results reflect practices beginning 
with the rapid shift to remote instruc-
tion that took place in March 2020 
and continuing through the comple-
tion of the spring  2021 semester.

Course assessments and delivery
Prior to the pandemic, we all taught 
primarily face-to-face classes and 
administered exams in proctored 
in-person sessions. After moving to 
remote instruction, we administered 
online exams via the LMS, opting for 
different approaches to deter cheat-
ing based on our personal teaching 
philosophies, such as the following: 

• using an honor code pledge at the 
beginning of the exam

• allowing open notes 
• delivering questions in random 

order
• drawing some questions random-

ly from pools
• delivering one question on the en-

tire exam at a time and allowing 
backtracking

• grouping questions in sections and 
using the adaptive release function 
of the LMS to enable students to 
move to the next section 

Creating question pools
Strategies for developing question 
pools depend on how the pools are 
being used. In some cases of high-
stakes multiple choice exams, in-
structors may use the same question 
stem and vary the answer options in 
pools, mixing various correct and in-

correct options (Denny et al., 2019). 
We focus on pools in which we var-
ied question stems, composing ques-
tions meant to be isomorphic—that 
is, “problems whose solutions and 
moves can be placed in one-to-
one relation with the solutions and 
moves of the given problem” (Si-
mon & Hayes, 1976, p. 165). When 
creating such question pools for our 
high-stakes exams, we considered 
factors such as learning objectives 
addressed, topics covered, question 
difficulty, calculation required, and 
ease of making multiple versions. 
For example, some of us drew on 
our experience to rank questions ad-
dressing a specific learning objective 
as easy, medium, or difficult using 
criteria such as those in Table 2 for 
the chemistry classes. Considering 
such factors helped prevent dispro-
portionate distribution of question 

TABLE 1

Course descriptions and assessment methods.

Course name Course number Total enrollment
Student 
population

Question pool 
delivery Open notes

Upper-Level Physiology BIOL 305, 307 90 Biology majors SQB No

General Chemistry 
I and II CHEM 101, 102 200–720 STEM majors GQ Yes

Introductory Physics II PHYS 122 260 STEM majors GQB Yes

Note. GQ = groups of questions visible, no backtracking between groupings; GQB = groups of questions delivered singly, back-
tracking within groups; SQB = single question, backtracking allowed.

TABLE 2

Example of instructors’ processes for formulating comparable exam 
questions in pools. 

Difficulty 
level Description

Estimated 
time (min.)

Requires 
calculation

Easy
Simple concept or calculation 
that does not require much if any 
application

1 Yes/No

Medium
Application required; similar to 
many versions seen; calculation 
not lengthy

2–4 Yes/No

Difficult Deeper application/analysis 
required; longer calculation 5+ Yes/No

https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/hodges_tables.pdf
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/hodges_tables.pdf
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pools for an assessment (e.g., no 
part was all calculations or con-
sisted mostly of difficult questions). 
Instructors also considered equal 
distribution of questions from each 
chapter in each section grouping so 
that no part of the exam would be 
heavier on earlier or later content. 

One author teaching applied statis-
tics used question pools differently, 
with the primary goal of providing 
students with scaffolded practice 
throughout the course. She based 
her pools on topic or concept, not 
intentionally designing analogous 
questions but exposing students to a 
variety of such questions throughout 
the semester by administering mini-
quizzes, chapter quizzes, and finally 
unit quizzes, pulling from the same 
pools. This approach to question pools 
was not included in this analysis.

Statistical comparison of ques-
tion comparability
When examining the item analy-
sis of question pools in high-stakes 
exams during the time the courses 
were taught, we sometimes found 
that specific question pools were not 
actually analogous based on student 
performance. We made adjustments 
at the time to promote equitable 
grading, but in discussing this issue, 
we realized the need for a systematic 
method of determining if question 
pools were fair based on student per-
formance. 

We performed statistical hypoth-
esis tests to determine whether the 
difficulty level was equivalent for 
each question in a high-stakes exam 
pool. Difficulty level, also known 
as item difficulty, is defined as the 
proportion of students who got each 
question correct (as per Towns, 2014). 
If the pool consisted of two questions, 
we used a large-sample hypothesis 
test for equality of proportions; if the 
pool had more than two questions, we 
used a chi-square test of homogene-
ity. In cases where the sample sizes 
were not sufficient to perform these 
tests, we used Fisher’s exact test. A 

significance level of 5% was used 
throughout.

Results

Assessing question pools
When we analyzed our exams, we 
mainly recognized four different 
ways in which we varied questions 
within pools to be analogous. The 
challenge to creating comparable 
questions varied by question type, 
with quantitative problems being 
the easiest to vary without altering 
average student performance. Cre-
ating comparable conceptual ques-
tions was more difficult, and we 
found several unexpected pitfalls in 
permuting these questions, as we de-
scribe in the following sections.

Quantitative questions
We define quantitative questions as 
those in which the calculation and 
concept remain the same across the 
pool, but the exact numbers inserted 
change (for examples, see the online 
appendix). These types of questions 
may sometimes be described as algo-
rithmic (e.g., Hartman & Lin, 2011). 
Quantitative question pools may re-
quire students to provide their own 
numerical response or choose from 
multiple options. In either case, in-
structors need to be cautious when 
using multistep problems in pools 
to avoid unduly penalizing students 
for mistakes early in the process and 
creating wide variability in the per-
centage of correct responses between 
questions (Hartman & Lin, 2011; 
Towns, 2014). Overall, our quantita-
tive questions usually showed low 
variability in student performance 
across versions of questions. Students 
in a physiology course were able to 
calculate action potential velocity 
with equal ease when the distances 
over which the action potential trav-
eled were changed (p = 0.7787). In 
chemistry, students were able to calcu-
late the half-life of a reaction in min-
utes and seconds comparably when 
the rate constant and concentration 

were varied (p = 0.2248). Likewise, 
in the introductory physics course, 
students had similar test performance 
on a question calculating the charge 
of a particle when the distance be-
tween two charged particles and their 
individual charges were changed (p 
= 0.9702). Anomalies in student per-
formance occasionally arose on these 
kinds of questions when there were 
small numbers of students receiving 
any particular question. 

Questions that are easy to rear-
range or make substitutions
Like quantitative questions, some 
questions may be easily varied by 
rearranging entities or variables (for 
examples, see the online appendix). 
For example, in physiology, one way 
to rearrange questions about the en-
docrine system is to change which 
hormone within a negative feedback 
loop is abnormal or modified. One 
example, in which different hor-
mones are ultimately responsible 
for changes in a lemur’s testosterone 
levels, is included in the online ap-
pendix. In this three-question pool 
(one for each hormone in the nega-
tive feedback loop), there were no 
significant differences among the 
question versions, with percentage 
correct ranging from 62% to 76% 
(p = 0.3881). Thus, the understand-
ing of endocrine negative feedback 
loops required by the different ver-
sions of the question appeared to be 
roughly equivalent. 

In chemistry, substitutions and re-
arrangements can be more sensitive. 
For example, a common approach 
to creating question pools may be to 
substitute different chemical reactions 
between variations. However, when 
students were asked to calculate the 
overall cell potential of an oxidation-
reduction reaction where the half-
reactions are varied, the percentage 
correct ranged from 57% to 90% (p 
< 0.0001). 

In electricity, electric field and equi-
potential plot questions can be made 
into many different versions simply 

https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
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by rotating the plots and changing the 
positions. The instructor can then ask 
students to find quantities such as the 
change in electric potential energy, 
work done by the electric field, or work 
done between different points. Student 
performance on this question showed 
no significant differences between the 
question versions, with percentage 
correct ranging from 77% to 82% (p 
= 0.9904). An example of an easy-
to-rearrange question showing wide 
variability in student performance, 
however, comes from magnetism, 
where a charged particle is moving in 
both a magnetic and an electric field. 
Both the direction of the particle’s 
motion and the direction of the applied 
electric field are changed between each 
version, with students calculating the 
direction of the applied magnetic field 
and magnetic force. This question 
showed significant differences among 
versions, with percentage correct rang-
ing from 24% to 70% (p = 0.0485). 
Although this seems like an ideal ques-
tion for pooling, student performance 
indicates otherwise. 

Questions using conceptual op-
posite counterparts 
For certain concepts, a simple and 
appealing method of creating an-
other version of the same question 
is to pose its opposite or substitute 
its opposite conceptual counterpart; 
for example, if the question stem re-
fers to high blood pressure, change 
it to low blood pressure, or if it re-
fers to an acid, change it to a base 
(for examples, see the online appen-
dix). These questions exemplify a 
special subset of rearrangement and 
substitution questions. Because they 
apparently simply present the same 
questions in the reverse direction or 
ask about the opposite counterpart of 
a conceptual pair, they seem fair to 
instructors, but students may not find 
them equally difficult. For example, 
in one of the physiology courses, 
when testing students on the effect 
on the action potential of varying 
the sodium concentration inside or 

outside of the cell, 93% of students 
correctly identified how the action 
potential would change if the amount 
of sodium outside the cell membrane 
was doubled, but only 37% correctly 
identified how the action potential 
would change if the amount of so-
dium inside the cell membrane was 
doubled (p = 0.0014). Similarly, 
91% of students identified the cor-
rect order through which oxygen 
would diffuse through a series of 
body locations, but only 66% could 
correctly identify the order in which 
carbon dioxide would (which is the 
exact reverse of oxygen; p = 0.0084). 

When designing questions on 
acid and base concepts in general 
chemistry, we recognized variations 
in students’ ability to calculate pH 
and pOH directly or indirectly from 
the respective ion concentrations and 
allocated such questions to separate 
pools. We noted issues later, how-
ever, when pooling questions about 
the opposite conceptual counterparts 
of oxidation and reduction. For ex-
ample, when analyzing the notation 
for a galvanic cell, students could 
easily identify the reaction taking 
place at the anode or cathode using 
standard convention when the mag-
nitude of charge was the same in all 
iterations (p = 0.7965). By contrast, 
when students were asked to identify 
from a list of half-reactions which 
ones would take place at the anode or 
cathode compared with the standard 
hydrogen electrode, the results were 
not comparable (p = 0.0003). The per-
centage correct in this four-question 
pool ranged from 55% to 76%, with 
a distinction between which reactions 
occur at the anode (55%–60%) versus 
the cathode (71%–76%).

Not all questions in this category, 
however, suffered from these apparent 
contradictions in students’ conceptual 
understanding. For example, in phys-
ics, students were asked to determine 
how the electric field changes for 
a parallel plate capacitor when the 
distance between the plates is either 
increased or decreased. Students 

were equally able to identify how the 
electric field would change when the 
distance decreased (51%) or increased 
(59%; p = 0.3935). This is a more 
straightforward application for the 
students, assuming they know the cor-
rect relationship between the electric 
field and distance between the plates.

Questions that are different 
but address the same learning 
objective 
Exam questions ideally target specific 
learning objectives, and questions 
testing the same learning objective at 
the same level of Bloom’s taxonomy 
of the cognitive domain (Anderson & 
Krathwohl, 2001; Bloom & Krath-
wohl, 1956; Crowe et al., 2008) may 
be seen by the instructor as fair to 
pool (for examples, see the online ap-
pendix). For example, in one of the 
physiology classes, students were 
required to know the definitions of 
basal metabolic rate and standard 
metabolic rate. From the instructor’s 
perspective, these are both simple 
definitions (lowest Bloom’s level), 
equivalent, and poolable. However, 
the definition of one of them is actu-
ally much easier for students to iden-
tify: More than 95% of the students 
correctly chose the definition for 
basal metabolic rate, but only 45% 
chose the correct definition for stan-
dard metabolic rate (p = 0.0001), with 
the answer patterns suggesting that 
about half of students lumped the two 
phrases together under the actual defi-
nition of basal metabolic rate. 

Similarly, in a question testing 
the learning objective “Identify or 
describe the physiological conditions 
under which neural versus endocrine 
control of a variable is used,” students 
were asked what the best piece of 
evidence was for uterine labor con-
tractions being regulated by nervous 
signaling. This question was easy for 
students, but simply changing “ner-
vous” to “endocrine” with exactly the 
same answer choices—an arrange-
ment that may feel parallel to the 
instructor—made the question much 

https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
https://www.nsta.org/sites/default/files/journal-articles/JCST_MarApr_2023/Hodges%20appendix.docx
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more difficult (p = 0.0047).
In the introductory unit for chem-

istry, students were given the learning 
objective of differentiating between 
chemical and physical changes for 
various processes. Although most 
questions in the pool were similar in 
difficulty (93%–100% correct), one 
question asking students whether dis-
solving a compound is a physical or 
chemical change was disproportion-
ately more challenging (71% correct). 
On the other hand, a four-question 
pool in a later unit asking students 
whether a given gas property increases 
or decreases relative to other given 
properties at constant pressure was 
not statistically different (p = 0.7237).

Likewise, for the thermodynamics 
unit in physics, students were tested 
on the learning objective “Determine 
relevant thermodynamic parameters 
for any process depicted on a PV dia-
gram” by being asked to show how 
heat energy is transferred in a Carnot 
cycle. Similar percentages of students 
were able to identify how heat energy 
is transferred for an adiabatic process 
(88%) and for an isothermal process 
(81%; p = 0.1344), despite these being 
two fundamentally different processes.

Discussion
During the pandemic, the use of 
question pools for online testing was 
recommended to mitigate cheating, 
exposing multitudes of STEM stu-
dents around the world to this prac-
tice. Nevertheless, instructors may 
be unfamiliar with the ways that 
seemingly small changes between 
questions in a pool can expose dif-
ferences in student understanding. 
Our investigation of our own on-
line exams allowed us to uncover 
ideas that can help instructors ap-
proach this practice with confidence 
or caution depending on their goals 
for students’ learning. As one might 
expect, manipulating quantitative 
questions usually resulted in com-
parable student performance across 
pools. However, in some cases of 
question pool types, faculty may suf-

fer from expert blind spot (Nathan et 
al., 2001). For example, when rear-
ranging aspects of a question, posing 
opposite counterparts of concepts, 
or formulating questions assessing 
the same learning objective, our 
analysis sometimes revealed student 
learning differences between seem-
ingly closely related ideas. Posing 
possible explanations for variation 
in student understanding between 
such questions is beyond the scope 
of this article and warrants future 
research. Our results, however, can 
alert instructors to subtle differences 
in cognitive level between question 
versions as well as student miscon-
ceptions, learning bottlenecks (Mid-
dendorf & Pace, 2004), and disci-
plinary threshold concepts (Meyer 
& Land, 2005). 

When considering the equity of 
question pools, if many pooled ques-
tions are used throughout the semester 
and most are comparable, it may be 
tempting to assume that an individual 
student would receive as many diffi-
cult versions as they would easy ones 
over the term. However, an analysis 
of our pools suggests only about 70% 
of questions are statistically similar in 
difficulty, raising concerns about that 
premise. Our study provides insights 
that can help increase the likelihood 
that the distinct tests created for each 
student from pools are analogous. 
Our analysis does not provide any 
answers as to whether the practice 
actually decreases cheating, but other 
research suggests that it may (Chen et 
al., 2018; Silva et al., 2020).

Conclusions
Although promoting assessment in-
tegrity was the primary reason for 
using pool questions, we found other 
benefits as well. Instructors may wish 
to assess student learning frequently 
for formative as well as summa-
tive purposes, drawing from pooled 
questions by topic and exposing stu-
dents to a wide variety of questions 
over time, as per the example of one 
author. Doing so may be one way for 

instructors to address the problem 
of noncomparable questions. Pool 
questions can also inform instructors 
on which version of a question to ask 
for future assessments. For example, 
formative online assessments using 
pool questions could be used to as-
certain the difficulty of similar ver-
sions of the same question. The re-
sults could then be used to determine 
the appropriate level of challenge for 
summative, single-version, paper-
and-pencil assessments.

Based on our study, we offer 
several questions (Figure 1) and sug-
gestions for practice when designing 
online exam pools for high-stakes 
assessment, including the following:

• Do not assume that questions are 
equivalent in difficulty unless 
they differ only quantitatively.

• Change only one variable in a 
multivariable question (e.g., the 
reaction or the number) to make 
questions comparable.

• Pool questions that have been 
shown to be of similar levels of 
difficulty.

• “Test drive” pools in lower-stakes 
assessments and perform an item 
analysis to determine if questions 
are equitable enough for future 
use. 

• Evaluate performance on pool 
questions after an exam, and con-
sider adjusting grading or discard-
ing questions that are not compa-
rable.

• Use the results of a pool question 
to better inform question design 
for an in-class single version of 
an exam.

Although many instructors used 
online exams and pools of questions 
for the first time during the pandemic, 
not all instructors returned to paper 
testing when they resumed face-to-
face classes. Many instructors noticed 
several advantages of online exams 
using the LMS, such as thorough 
and automatic item analysis, ease of 
grading anonymously, ease of having 
instructors and teaching assistants 

http://#fig1
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grade the same exams simultaneously, 
and ability to accommodate some 
students’ preferences for typing over 
hand-writing answers to free response 
or essay questions. If online testing—
even, in some cases, while sitting in 
a physical classroom—continues, in-
structors need to ensure that tests and 
quizzes are as equitable as possible. 
Using question pools is an important 
tool in the toolbox of creating as-
sessments that are fair and promote 
exam integrity. Our work provides 
actionable information about how to 
create pools that help online tests meet 
these criteria.`
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