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ABSTRACT 
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Many consumers rely on online product reviews for learning other consumers’ 

opinions in favor of or against purchasing a product. With many people writing 

product reviews, there is an overwhelming number of reviews available online for a 

consumer to go through, causing navigation of those reviews tedious and ineffective. 

More importantly, despite that consumers have different information preferences for 

certain products of their interest, the existing online review platforms do not provide a 

personalized presentation of product reviews based on consumers’ product feature 

preferences. There is a lack of theoretical frameworks for building personalized 

review rankings that can help consumers locate relevant and helpful reviews 

efficiently. Also, there is little empirical evidence available to demonstrate the 

effectiveness of personalizing review ranking systems. 



 

  

 

 

To address these issues, this research proposes, implements, and evaluates a product-

feature driven framework to personalize the presentation of online product reviews. 

The proposed product feature driven personalization of online product reviews 

(FDPPR) framework presents product reviews based on a consumer’s product feature 

preferences. The research involves characterizing a large number of product reviews 

using natural language processing techniques. A latent class regression (LCR) model 

is then developed to present a unique personalized order of reviews to a prospective 

consumer based on his/her product feature preferences. In addition, an online user 

study is conducted to evaluate the performance of the proposed framework. The 

results show that the participants find the reviews clustered and presented by FDPPR 

to be relevant and satisfactory and provide better knowledge about a product than the 

baseline online review platform. 

The major contributions of this research are (1) predicting helpfulness of product 

reviews based on individual product features, (2) reducing information overload for 

prospective consumers by providing personalized review ranking, and (3) developing 

a user evaluation methodology to measure the effectiveness of the personalization 

framework. 

The practical implications of the research include (1) helping retailers present the 

most relevant reviews to the consumers first, (2) assisting consumers to quickly get 

the essence of a lot of reviews based on their product feature preferences, and (3) 

helping manufacturers of the products understand consumers’ expressed needs.  
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Chapter 1. Introduction  

As consumers are increasingly using the internet to communicate with each other, 

consumer opinion, a common form of electronic word-of-mouth (eWOM), has gained 

a lot of importance [1]. 

One of the important 

channels to spread 

consumer opinions, is 

online review websites 

such as Amazon.com and 

Yelp.com that provide an 

online platform for 

consumers to write product 

reviews [2]. Online review 

platforms (ORPs) enable 

consumers to express their feelings, experiences, and opinions about a product and/or 

a service in a textual format that are accessible to others, including prospective 

consumers. For a given product, typical ORPs contain detailed product specifications 

and reviews from reviewers. After a consumer purchases and uses a product, he/she 

may write a review describing his/her experience with the product features. The 

reviewer also provides an overall star rating for the product. A consumer can read 

other people’s reviews and provide a helpfulness rating for one or more reviews. A 

prospective consumer reads the reviews of a product/service of his/her interest to 

Table 1. Terminology 

Reviewer A consumer who writes 

product/service reviews  

Prospective 

Consumer 

A consumer who is planning to buy 

a product/service 

Online 

Review 

Platform 

(ORP) 

A platform that enables reviewers to 

write reviews and facilitates 

prospective consumers to read the 

reviews 

Specified 

Preference 

The product features selected by 

prospective consumers when 

searching for a product 

Product 

Features 

Technical features of a product (e.g. 

storage space in a digital camera, 

remote of a TV or keyboard in a 

laptop etc.) 

Review 

Stylistic 

Characteristics 

Textual, meta-characteristics of the 

review (e.g. length of review, star 

rating) 

Review 

Sentiment 

The overall positive or negative 

polarity of a review (e.g. 

positive/negative score of a review) 
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form a judgment regarding the product/service. An overview of ORPs and the typical 

workflow is shown in Figure 1.  

 

Figure 1. An overview of online review platforms (ORPs) and the associated 

work flow 

According to a recent US nationwide surveys, writing, usage and trust in online 

consumer generated reviews have been steadily growing and consumer reviews 

posted online are currently the third-most trusted form of advertising [3]. Online 

review platforms (ORPs) have become an important information source that 

influences purchase decisions amongst prospective consumers [4–6]. Many studies 

have reported that consumers are often motivated to access product review 

information to make well informed purchase decisions [7, 8]. Research has also 
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shown that many prospective consumers use online product reviews1 as 

information sources and those reviews influence product sale [9]. 

1.1 Problem with Online Consumer Reviews 

The number of online consumer reviews generated on ORPs has been increasing at a 

rapid pace [9], especially for popular products and services, resulting in information 

overload for prospective consumers [10, 11]. The cost of information search from 

reviews may outweigh the benefits gained from reading numerous reviews, which 

decreases the effectiveness of online reviews as decision aids [12] for prospective 

consumers. It necessitates the need of identifying the relevant reviews from a large 

amount of reviews available [13]. Relevant reviews that can be helpful to prospective 

consumers are usually buried in the huge number of reviews [14], making it difficult 

and time consuming for the consumers to wade through and examine those reviews in 

order to find helpful information. 

To overcome this problem, some online review platforms, such as Amazon.com, 

Bestbuy.com, and Yelp.com, provide some aggregated, summarized, or categorized 

views of online reviews, such as categorizing reviews based on (1) the helpfulness of 

reviews voted by fellow consumers, (2) the star rating of products, and (3) the date 

that reviews were posted (see Figure 2). Given the large number of reviews, however, 

such global review categorization and summarization methods are limited and 

inadequate for prospective consumers to identify relevant and helpful reviews. For 

example, the helpfulness votes of product reviews are sparse and skewed in nature. 

                                                 
1 The terms “product review” and “consumer review” have been interchangeably used in this proposal 
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Figure 2. Example of review ranking provided by Amazon.com: (i) Most 

Helpful First and (ii) Newest First 

Consumers may tend to only read top reviews that have received many helpfulness 

votes and in that process those top reviews keep garnering more helpfulness votes, 

which leads to the rich-get-richer effect. Thus, a lot of other reviews having relevant 

and helpful information about a product but have received fewer helpfulness votes 

may never get the opportunity to be read.  

Researchers have conducted numerous studies to automatically determine the 

helpfulness of reviews by analyzing review content characteristics [10, 15–17]. This 

process helps identify many un-voted and/or less-voted reviews containing helpful 

information about a product. However, one of the major limitations of those studies is 

that helpfulness of individual reviews is predicted based on an assumption that people 

would perceive helpfulness of the same reviews equally, which is not always true. In 

many cases, individual consumers may have different preferences of or emphases on 

different product features when they make a purchase decision. When purchasing a 

mattress, some consumers may consider firmness as the most critical feature of a 

mattress, while others may prefer a mattress containing memory foam. Therefore, the 



 

 

5 

 

same reviews, depending on which product features were commented, could be 

helpful to some consumers but not necessarily to others. Similarly, consumers who 

prefer screen size, resolution, and battery life of a smartphone may mainly look for 

helpful reviews that particularly commented on those features of a target smartphone. 

As a result, it will be beneficial for prospective consumers if they can be presented 

with an ordered list of reviews that are ranked based on the relevance of review 

content to prospective consumers’ preference on product features. 

1.2 Personalization of Online Review Rankings 

To address the above problem, it is essential to develop a personalized framework 

that would determine the helpfulness of individual review based on the product 

features of a product (i.e. personal preferences of the consumers). It will be beneficial 

for prospective consumers, if they can be presented with an ordered list of reviews 

that is ranked based on the relevance of review content to prospective consumers’ 

preference on product features.  

Some recent studies have explored personalizing online consumer reviews [13] [18]. 

However, they predicted review helpfulness based on consumer type (e.g., expert vs 

amateur), social activity of a consumer (e.g., as a reviewer and a rater), and a 

consumer’s past product purchases rather than his/her product feature preferences. 

None of existing studies on review helpfulness determination has focused on 

predicting the helpfulness of reviews by taking consumer preferences into 

consideration. Accordingly, there has been little empirical research that examines the 

effectiveness of reviews presented in a personalized way based on their product 
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feature preferences. This dissertation research aims to fill this knowledge gap, by 

developing a personalizing review ranking framework to help consumers get more 

relevant and helpful reviews based on their product feature preferences and by 

providing a better understanding of the effectiveness of the review ranking 

personalizer through an empirical study. 

1.3 Research Questions 

Because not all reviews are equally relevant and helpful, extant research has 

suggested that it would be important to identify what reviews are influential to a 

consumer’s purchase decision, and to personalize the presentation of those relevant 

reviews to meet the needs of a consumer [19, 20]. These two things lead us to the 

following major research question: 

Whether organizing reviews in a systematic order that aligns with prospective 

consumers’ specified product feature preferences could be more useful to prospective 

consumers than organizing reviews by their peer reviewed helpfulness votes that do 

not necessarily meet the consumers’ specified needs? 

More specifically the following two questions are examined in this dissertation 

research. 

Question 1: What is an effective method for personalizing review ranking? 

The development of an effective mechanism for creating online personalized review 

rankings is challenging. It needs various input factors (e.g., product reviews and 

review content characteristics, and preferred product features), advanced modeling 
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approaches, and robust design of a personalization framework. To answer this 

research question, a comprehensive framework that incorporates several technical 

approaches and related theories, is developed for creating a personalized review 

ranking system.  

Question 2: Can the proposed review ranking personalization framework provide 

more helpful reviews to consumers based on their personal product feature 

preferences? 

Practitioners and researchers need to better understand how online review ranking 

personalization will help consumers make better and quicker purchase decisions. In 

this research, an user study is performed that gather empirical evidence to 

demonstrate the effectiveness of personalizing review ranking systems by answering 

the following question: (i) how much relevant are the reviews to the consumers 

provided by the personalized review ranking system based on their product feature 

preferences, (ii) how much knowledge about a product do consumers gain by reading 

the reviews provided by the personalized review raking system and (iii) how much 

satisfied are the consumers with the information content of the reviews provided by 

the personalized review raking systems. 

These questions are the driving force behind this dissertation research. 

1.4 Research Objectives 

In particular, the research aims to meet the following three objectives. 
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Objective 1: Automatically predicting helpfulness of online product reviews based on 

individual product feature(s) of a consumer’s interest 

The first objective of this research is to develop an advanced statistical model to 

predict the helpfulness of reviews of a given product. The statistical model uses the 

identified product features of a consumer’s interest to predict the helpfulness of all 

reviews, especially, newly published yet un-voted reviews for that consumer. The 

statistical model also determines the contribution of individual product features 

towards the helpfulness of reviews. 

Objective 2: Personalizing the order of online product reviews shown to consumers 

The second objective of this research is to customize the order (i.e. personalize) in 

which the reviews are presented to prospective consumers based on their specified 

product features preferences. A prospective consumer specifies certain product 

features that are important to him/her (e.g. battery life in a tablet) when looking for a 

product and this information influences the order in which the reviews are presented 

to him/her. 

Objective 3: Conducting an empirical study to evaluate the effectiveness of the 

proposed review ranking personalizer 

The third and last objective of this research is to evaluate the effectiveness of the 

framework by conducting an online user study. The web based user study system 

aims to compare the performance of the proposed review ranking personalizer with 

the existing state-of-the-art review ranking system, reviews ranked by helpfulness. 
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This research posits that performance of the proposed review ranking personalizer 

system enables a consumer to access more relevant and helpful reviews to the 

consumers than the state of the art helpful ranking system by considering their 

product feature interests while building the statistical model. 

 

1.5 Key Contributions of the Research 

This research uniquely analyzes the content of every consumer review of a particular 

product in an ORP for personalization. A user’s personal product feature preferences 

are captured and applied to process product reviews so that the significance of each 

review from the point of view of a prospective consumer could be predicted. This 

way of processing product features, consumer reviews, and capturing prospective 

consumer’s preferences leads to review personalization.  

The research makes several primary research contributions as discussed below. 

Contribution 1: Helpfulness prediction of online product reviews based on 

consumers’ dynamically changing product feature preferences  

One major objective of the proposed research is the development of a helpfulness 

prediction model based on several features of a product that predicts and recomputes 

helpfulness of all reviews of that product for both already voted as well as un-voted 

reviews. It has been found that review helpfulness votes are very sparse in real review 

data sets [13, 18] and thus building a review helpfulness prediction model helps ORPs 

better present their reviews to consumers. There are some review helpfulness 

prediction models available in literature [15, 21, 22]. These studies have calculated 
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the helpfulness of individual reviews using either classification or regression-based 

prediction methods without considering a consumer’s preference on specific product 

features of a product. These studies have also not considered the dynamic change of 

consumers’ preferences for different product features while predicting the helpfulness 

of the reviews. One of the unique contributions of this research is the prediction of 

helpfulness for all individual reviews using a Latent Class Modeling (LCM) 

approach. More specifically, an advanced statistical model, latent class regression 

(LCR), is applied for helpfulness prediction of reviews that takes into account the 

dynamic change of consumer product feature preferences when providing 

personalized ranking of reviews. The calculation of helpfulness for all the reviews in 

turn help bringing relevant as well as better quality reviews to the forefront of the 

prospective consumers, based on their individual product feature preferences.  

Contribution 2: Information overload reduction for prospective consumers by 

providing personalized review rankings 

The research ranks product reviews based on the prospective consumer’s specified 

product feature preferences by developing a review ranking personalizer. There have 

been very little research in the area of review personalization [13, 18]. However, 

those studies have not considered a consumer’s product feature preferences while 

predicting the helpfulness of reviews and have not shown any ranked product reviews 

to consumers. Aligning the reviews with the preferences of a prospective consumer 

for particular product features helps him/her in dealing with information overload. 

The review ranking personalizer allows consumers in accessing more relevant 
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reviews in a time-effective manner by not having to search through all reviews. The 

proposed system also provides self-control to consumers in selecting and viewing 

reviews based on their specified product feature preferences. Enabling the consumers 

to view reviews based on their specified preferences, can make the prospective 

consumers comprehend reviews more carefully, thereby take the right and smart 

decision while making online purchases. The review ranking personalizer does not 

need social or historic data from consumers to personalize the review ranking, but 

only depends on the stated product feature preferences to present the reviews in a 

personalized order. 

Contribution 3: Performance evaluation of the developed personalized review 

ranking framework by conducting an end user evaluation 

Most of the studies in the helpfulness prediction domain have considered a model 

based approaches to evaluate the quality of the reviews predicted by the helpfulness 

prediction models [18, 23]. However, such approaches never consider user’s direct 

feedback on the quality of the reviews predicted for him/her. On the other hand, user 

centric system evaluation can capture the direct attitude of the users towards the 

helpfulness of the reviews predicted by helpfulness prediction models. Based on this 

notion, this research has taken a user centric approach to evaluate the performance of 

the proposed review ranking personalizer (i.e. FDPPR framework). The system is 

evaluated based on the feedbacks (about the quality of the reviews on several aspects) 

from many end users. By conducting a user study, this research helps in evaluating 
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the efficacy of the proposed framework that can be adopted by ORPs to provide 

personalized review rankings to the consumers.  

The remainder of this dissertation is organized as follows. In Chapter 2, a 

comprehensive literature review on online review analysis, latent class modeling and 

system evaluation is presented. Chapter 3, discusses about the feature driven 

personalization of online review (i.e. FDPPR framework) system architecture in great 

details.  Chapter 4 presents a case study based on FDPPR framework. Chapter 5, 

presents the performance evaluation of FDPPR that includes hypotheses 

development, and user study design. In Chapter 6, the results of the user study are 

presented. Finally, Chapter 7 concludes this research by discussing implications of 

the research, limitations, and future research directions.  
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Chapter 2. Literature Review 

In this chapter, literature review in the area of consumer review analysis, latent class 

regression models, and evaluation of helpfulness prediction models is presented in 

detail. Section 2.1 discusses online review analysis, which includes a background 

literature review in the area of review helpfulness prediction, review personalization, 

review sentiment analysis and product feature extraction using LDA. Section 2.2 

covers latent class regression model used in this research for review helpfulness 

determination and review personalization. Section 2.3 provides a brief literature 

review about performance evaluation of helpfulness prediction models and the user-

based studies performed on search engine ranking systems. Section 2.3 also presents a 

brief literature review on analytical hierarchical processing and kendall tau distance 

measure that are used in this research to evaluate the proposed review personalization 

framework. Section 2.4 summarizes the limitations of the current review helpfulness 

prediction/personalization approaches.  

2.1 Online Consumer Review Analysis 

The research on online consumer reviews has been steadily increasing in the past 

decade with a primary focus on the impact of online reviews on consumer’s behavior 

and perceptions such as consumer purchase intention, satisfaction, and revisit 

intention [24, 25], the dynamic relations between online reviews and sales/revenues 

of e-marketplace [26–28], and the motivation and methods of online review 

communication and transmission [29, 30]. For example, in the domain of consumer 

purchasing intention, numerous studies analyzed the effect of on online reviews 
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quality (valence) and quantity (volume ) on customers purchase intention [31–33]. 

Studies on sales and revenues domain examined the effect of consumer review ratings 

on the sales revenue of the products/services and found a substantial relationship 

between them. For example, one study [34] showed a positive effect of online book 

reviews on book sales using data on Amazon.com. In a similar study by Liu [35], a 

significant relationship was also shown between online movie reviews ratings and the 

box office revenues. In the rest of this section, prior related work on review 

helpfulness prediction and personalization is presented. 

2.1.1 Online Consumer Review Helpfulness Prediction 

More recently, research on automatically assessing and predicting helpfulness of 

online consumer reviews is gaining a lot of attention from the research communities. 

Helpfulness of an online product review reveals how consumers perceive the 

relevancy and value of a review. In most of the studies, review helpfulness has been 

calculated using various textual (e.g., length of a review, number of adjectives/nouns 

used, subjectivity of reviews) and/or social (number of past reviews, reputation of an 

author, past average rating by an author) factors extracted from the review textual 

content and review metadata. Some of the commonly used predictive features of 

helpfulness are: 

• Review length: Review length (or depth of the review) has been considered as 

one of the important review related factors strongly associated with the 

perceived usefulness of the reviews by many previous studies. Most of the 

researchers [17, 36–39] have found a positive association between the length 
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of a review and the perceived usefulness of a review. Some research has 

indicated an existence of a threshold effect of length as well. 

• Age of the review: Another important review factor that has contributed in 

determining the helpfulness of the reviews is the age of the reviews (i.e. days 

elapsed after the review being posted). Most researchers have concluded that 

age has a positive impact on the helpfulness [15, 39–41]. 

• Review ratings: Review ratings (usually from 1 star to 5 star) have shown a 

mixed response while studying the effect of review ratings on the helpfulness 

of the reviews. While some of the studies [39, 42, 43] have shown a positive 

effect of the review rating on the helpfulness of a review, a negative effect has  

also been revealed by many studies [40, 44]. 

• Sentiments: Cao, Duan, and Gan (2011) have analyzed and compared the 

effect of semantic characteristics and the other characteristics of the reviews 

on the helpfulness vote counts [11]. The research has concluded that reviews 

having extreme opinions get more helpfulness votes than the reviews having 

mixed or neutral opinions. Li et.al [45] have drawn similar conclusions as 

well. Salehan and Kim have investigated the effect of review sentiments on 

the helpfulness of the reviews [37]. The finding of the study has shown that 

reviews that contain more positive sentiment in the title get more readerships 

and reviews having neutral polarity in the text are perceived to be more 

helpful. The length and longevity of a review increases the readership and 

helpfulness of a review. 
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• Emotions: Emotions have been shown to have a role in determining 

helpfulness as well. Researchers in [46–49] examine the relationship between 

emotional review content (angry, anxiety) and helpfulness ratings of reviews 

and conclude that reviews with more content indicative of anxiety are helpful 

than the reviews containing content indicative of anger.  

• Review extremity/readability/expression density and diversity : Review 

extremity has also been studied by Mudamb & Schuff in [24]. The study 

found that review extremity affects the perceived helpfulness of the reviews 

and the effect of review extremity on the helpfulness of the review is 

moderated by the product type. Similarly review readability has also been 

studied by [50, 51]. These studies have shown a strong impact of review 

readability on the helpfulness of the reviews. In another study [52], Willemsen 

et.al have studied the effect of review argument density and diversity on 

perceived helpfulness of the reviews and have found a positive impact.  

• Information disclosure: Studies on information disclosure of a reviewer 

(identity-descriptive information displayed on review platforms such as real 

names, summaries of past contributions, self-photo, location, reviewer 

identity) have shown to have an impact on the helpfulness of reviews [6, 36, 

50].  

• Reviewer’s expertise level: Reviewer expertise, measured by total number of 

reviews by the reviewer on a topic has shown a positive effect on the 

helpfulness of reviews [53]. Similarly, previous research focusing on the 
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effect of reviewer’s expert level (e.g. ranks and special badges such as top- 50 

reviewer or top-100 reviewer etc.) on the helpfulness of reviews have found a 

positive association between the two.  

• Reviewer’s social network: The reviewer’s social network has also been 

studied to measure the effect on the helpfulness of reviews. Prior studies such 

as [36, 40] have found a positive relationship between reviewer in-degree/out-

degree centrality, reviewer’s fan, reviewer’s follow numbers and the 

helpfulness of reviews. 

Various classification and regression models have been used to develop models for 

helpfulness prediction. Classification based methods have been used to classify 

reviews into different classes. For instance, reviews can be classified into multiple 

classes such as high, low, or medium quality  [21] or helpful or not helpful classes 

[54] based on those textual characteristics of reviews and posting behavioral 

characteristics by using classification algorithms such as Support Vector Machine 

(SVM). When using regression based prediction models, regression techniques such 

as Support Vector Regression (SVR) [22] and linear regression (LR) [15] have been 

widely used to predict the helpfulness of  reviews. In [22] , SVR was used to evaluate 

the quality of a review by considering structural (e.g. html tags, review length), 

semantic (e.g. product feature mentions), syntactic (e.g. percentage of verbs or nouns 

in a review), metadata (e.g. star rating) and lexical features (e.g. n-gram) of a review. 

Ghose and Ipeirotis [15] applied linear regression (LR) with a variety of textual 

(review subjectivity, number of sentences in a review, number of words in a review) 
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and posting behavioral features (e.g. rank of the reviewer, number of past reviews) to 

predict the helpfulness of a review.  

2.1.2 Online Consumer Review Personalization 

So far only a few studies have explored methods for presenting reviews to consumers 

in a personalized way. For example, one study developed a series of probabilistic 

graphical models based on Matrix Factorization and Tensor Factorization to predict 

personalized reviews [18]. The study used details of the reviewers (e.g. past review 

ratings, number of reviews previously posted etc.), characteristics products, and 

extracted unlabeled latent features from the text of reviews to predict review 

helpfulness ratings. A similar study [13] also developed a method for predicting 

helpfulness ratings of reviews for individual consumers by exploiting context 

awareness for inferring unknown helpfulness ratings automatically. Four types of 

context, i.e., author context (i.e. reviewer who writes a review), rater context (i.e. 

rater who rates a reviewer), connection context, and preference context, were then 

mathematically formulated. A context-aware helpfulness prediction framework 

(CAP) was developed using a factorization model based on content context and 

various types of social context of the reviews to predict the helpfulness rating of each 

review. However, the major drawbacks of these studies are that they have not 

considered prospective consumer’s product feature preferences while recommending 

helpful reviews (i.e. predicting helpfulness ratings of reviews in a personalized way) 

to consumers. The review recommendation has been entirely based on the consumer’s 

past history with the ORP system (which includes past ratings, social connections, 

and other products reviewed). Research have shown that many prospective consumers 



 

 

19 

 

never rate the reviews [55]. This makes it difficult for these existing models to 

personalize reviews. Also, in those review personalization models, temporal effects 

(i.e. dynamic change of consumer preferences) have not taken into consideration 

while predicting helpfulness of reviews for each prospective consumer. 

2.1.3 Sentiment Analysis of Online Consumer Reviews 

Sentiment analysis is used to determine the sentiments (positive, negative or neutral 

emotions towards an entity) of a consumer expressed in a text data. There are two 

kinds of sentiment extraction processes available to extract sentiments from the text 

documents automatically, (1) classification based [56] and (2) lexicon-based [57]. In 

classification-based approaches (statistical/machine learning), a supervised classifier 

is built from labeled instances of texts or sentences. Most of the classification based 

sentiment analyses use Support Vector Machine classifiers that are trained on a 

domain specific data set using different features such as unigrams or bigrams, and 

with or without part-of-speech labels [56, 58–60]. Although such classifiers achieve 

high degree of accuracy in predicting the polarity of text documents in a particular 

domain on which they are trained on, they perform very poorly in other domains. 

Also, these classifiers do not take the effect of linguistic context such as negation 

(e.g., not good) and intensification (e.g. very good) into consideration while 

determining the polarity of the text documents [61]. In contrast, lexicon-based 

approaches determine the sentiment of a document by aggregating the sentiments of 

words/word phrases in the document. Lexicon based methods are very simple and 

seem to address the issues with classification-based methods by creating sematic rich 

dictionaries of words. There are many dictionaries available for sentiment detection 
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such as WordNet-Affect2, SentiWordNet3, and Opinion Finder [62]. Each dictionary 

includes multiple words and their associated sentiment scores that represent sentiment 

strength or just positive/negative polarity. For example, Hu & Liu [63] identified 

polarity for adjective words of a review text using WordNet. 

Sentiment analysis has also been applied to determine polarity of text documents at 

different level of granularities that includes document level, sentence level, and 

aspect level. In document level sentiment classification, a sentiment classification 

algorithm classifies a whole text document as either positive or negative [56, 57]. For 

instance, for a product review, sentiment analysis finds out the overall positive or 

negative sentiment of the review about a product. In a sentence level sentiment 

classification [58, 59], each sentence of a text document is classified as positive, 

negative or neutral. In an aspect level sentiment classification, a fine-grained analysis 

is conducted to find out the sentiments towards different features or aspects of entities 

(e.g. picture quality of a camera). Aspect level sentiment classification systems first 

discover the aspects of an entity and then determine whether the opinion on each 

aspect is positive, negative or neutral [63, 64] .  

2.1.4 Product Feature Extraction from Online Consumer Reviews 

Discovering product features from consumer reviews can provide more fine-grained 

information and provide meaningful insights by organizing and indexing reviews 

based on extracted product features commented in the reviews. Various studies have 

used different techniques to discover product features form consumer reviews. The 

                                                 
2 http://wndomains.fbk.eu/wnaffect.html 
3 http://sentiwordnet.isti.cnr.it/ 
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product features have been usually extracted using one of the following techniques 

(1) string extraction-based methods, and (2) topic modeling.  

Initially, string extraction-based methods were developed to extract features (aspects) 

from a text corpus. Those methods identified frequently appearing noun phrases in a 

text document as features. For example, Hu and Liu [63] proposed an association 

mining algorithm to identify features in product reviews. First, a linguistic parser 

parsed each review to split text into sentences. Then Part-of-Speech (POS) Tagging 

was performed to identify if a word is a noun, verb, adjective, etc. Next, association 

mining was carried out to find frequent “features (set of words or a phrase (here noun 

phrases identified by POS)) that occurs together in some sentences)” using CBA 

Miner. Wang et al. [65] proposed a bootstrapping based algorithm (aspect 

segmentation algorithm) to discover aspects (features) from review text. First, the 

algorithm split a review document into sentences and determined the initial aspect 

annotation by assigning each sentence to an aspect that had the maximum term 

overlapping with the sentence. Next, aspect dependency was calculated by Chi-square 

statistics and high dependent words were put under the corresponding aspect.  

Those methods, however, have inherent limitations of putting several constraints such 

as compactness pruning and redundancy pruning [63] on noun phrases with high 

occurrence frequencies to identify product aspects. By exercising such constraints in 

the text analysis process, those algorithms not only become complex, but also 

identifies many non-aspects mistakenly. Those methods also miss the low-frequency 

aspects as well as their variations. Further, those statistical approaches require manual 
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tuning of various parameters, which makes it difficult to apply those techniques to 

text documents in different domains. Another real challenge with string extraction-

based methods is that the number of aspects increases as text size increases. This 

makes it difficult and inefficient to automate the whole process of applying those 

algorithms to large review corpora.  

To address the problem of handling large-size documents for aspect extraction, many 

researchers explored topic modeling techniques to overcome the limitations of string 

extraction-based methods by automatically learning model parameters from review 

text. Topic model based methods aim at discovering latent aspects (or topics) that 

reside implicitly in text documents using probabilistic statistical models [27-29]. 

Topic models are a part of probabilistic modeling in natural language processing and 

machine learning. In generative probabilistic modeling, data are treated as arising 

from a generative process that includes hidden variables and calculates a joint 

probability distribution over both observed and hidden random variables.  

The initial standard topic model is the Probabilistic Latent Semantic Analysis 

(PLSA)[66], a probabilistic variant of LSA. PLSI assumes that a text document is 

generated using a mixture of K topics. However, a PLSI model does not make any 

assumptions about how the weights of each topic are generated, making it difficult to 

test the generalizability of the model for new documents. In addition, a model used in 

a probabilistic latent semantic analysis could run into severe over-fitting problems as 

the number of parameters grows linearly with the size of a text corpus [69]. Latent 

Dirichlet Allocation (LDA) [67] has been one of the most commonly used topic 
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modeling method. LDA is similar to PLSA, except that in the former, the topic 

distribution is assumed to have a Dirichlet prior [67], resulting in more reasonable 

mixtures of topics in a document. The basic idea behind LDA is that it posits that 

each document is a mixture of a small number of topics and that each word's creation 

is attributable to one of the document's topics.  

LDA has been applied to consumer reviews successfully to find latent aspects from 

reviews [9], [34-37]. One of the major advantages of LDA is its modularity which 

allows researchers to extend it for finding complex structures in text documents (e.g. 

finding topic correlation, finding topic hierarchy etc.). One of the extensions of LDA 

is the Correlated Topic Model (CTM) [74] that assumes presence of one latent topic 

may be correlated with the presence of another topic. The topic proportions in CTM 

are drawn from a logistic normal distribution rather than a dirichlet distribution. 

Another extension of LDA is the dynamic topic model [75] which takes the ordering 

of documents in account and gives a richer posterior topical structure in the text than 

LDA. A family of probabilistic time series models is developed to analyze the 

evolution of topics in large document collections. One more extension of LDA is 

pachinko allocation machine (PAM) [76] that allows the occurrence of topics to 

exhibit correlation (e.g. a document about geology is more likely to also be about 

chemistry then it is to be about sports). In PAM, the concept of topics is extended to 

be distributions not only over words, but also over other topics. Titov & McDonald 

[69] extended the basic LDA model by assuming and representing a document as a 

sliding window, each covering a number of adjacent sentences within a document and 

proposed a multigrain topic model that models and  find local and global topics in 
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text documents. In LDA, inference is performed to learn topics distribution for each 

document, associated word probability distribution, and the particular topic mixture 

of each document. Originally, the variational EM (Expectation Maximization) [67] 

approach was proposed by David et.al. Later various approximations have been 

considered [67, 77, 78]. Another approach is to use a Markov chain Monte Carlo 

algorithm (MCMC) for inference with LDA [79]. Gibbs Sampling [78], is an example 

of MCMC for the posterior inference of the parameters (𝛼, 𝛽). The values of 𝛼 and 𝛽 

are considered to be 50/(number of topics(k)) and 0.1, respectively, as suggested by 

[78].  

2.2 Latent Class Model and Latent Class Regression (LCR) 

Social and behavioral sciences usually involve many constructs that are not fully 

observable or measurable [80]. For example, depression and self-esteem are 

constructs that investigators widely agree to exist, yet are not directly measurable. 

Symptom checklists or surveys consisting of multiple items are often used to study 

such constructs to capture the underlying latent construct. However, the inherent 

unobservable nature of a latent variable makes it difficult to correctly measure them 

using such methods. That in turn leads to the measurement error (the discordance 

between the underlying true construct and the observed indicators). The latent 

variable modeling was developed in order to appropriately account for the 

measurement error arising from the study of latent variables. One widely used latent 

variable model is latent class model (LCM) [81–83]. LCM models a categorical latent 

variable based on multiple, observed indicators U1, U2, …, Uj, such that each 
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individual entity belongs to exactly one of C latent classes, denoted C1, C 2, …, CC. 

The latent classes are defined by response patterns among the indicator items. For 

example, one class may have a low propensity for endorsing all items while another 

class is defined by high propensities for endorsing all items. LCM is used to explain 

the interdependency of the categorical observed variables by introducing the 

explanatory latent variable. Initially LCM was proposed through a survey to study 

social attitudes of individuals in which typologies were built using sets of 

dichotomous observed variables [82]. Then it was extended by Goodman [83] who 

developed maximum likelihood estimation procedures that could deal with 

polytomous variables.  

A latent class regression (LCR) model generalizes LCM by allowing for auxiliary 

variables (covariates) to be related to latent classes [84]. In a LCR model, apart from 

the variables used to identify latent classes, covariates can be included in the model 

affecting the class membership [55, 56].  LCR typically assumes that covariates do 

not have any direct effect on the indicators Ui,…. Uj, but rather is only associated 

with the indicators via class membership. LCR models are used to group entities of 

interest into different classes where the entities within each class have similar values 

on a set of observed indicator variables. LCR starts with the creation of individual 

linear regression equations for all classes. LCR differs from the classic linear 

regression as it identifies multiple alternative equations that can be applied to 

different latent classes. These multiple regression equations explain the variance in 

the data better than a single regression equation. LCR also calculates the probability 
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that individuals belong to each class and a regression equation for each latent class is 

developed based on weighted probabilities.  

LCR models have been used in many areas such as  marketing [87], sociology [88], 

psychometrics [89], medical research [42, 43], and psychosocial [44, 45] etc. 

Recently, LCR models get increasing attention from various research communities, as 

those models can yield powerful improvements over traditional approaches to 

clustering, and/or regression/segmentation [94–97] as well as multivariable biplots 

and related graphical displays. The major drawback of traditional approaches such as 

discriminant, simple regression and log-linear analysis is that they describe only 

relationships among observed variables. LCR models are different from these 

traditional models as they contain parameters that can relate one or more observed 

variables to discrete unobserved (latent) variables in the data. Also traditional models 

rely on various modeling assumptions such as linear relationship, normal distribution, 

homogeneity, which are often violated in practice and thus introduce biases in the 

models [98]. In contrast, LCR models are not restricted by those model assumptions, 

thereby reduce biases associated with data.  In addition, LCR models can handle 

various types of variables, such as nominal, ordinal, continuous and/or count 

variables, in the same analysis. In LCR, latent classes and external variables 

(covariates) are assessed simultaneously with the identification of the clusters that 

leads to improve cluster description. This eliminates the use of any second stage of 

analysis such as discriminant analysis after the first stage of analysis (traditional 

clustering) to describe the clusters.   
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2.3 Evaluation of Helpfulness Prediction Models 

System evaluation is an important part of information system research that tests the 

performance of the developed system. It validates the output of a system and 

determines the feasibility and effectiveness of the system. In previous studies, model-

based approaches have been adopted for evaluating the performance of helpfulness 

prediction models. Most of the studies used K fold cross validation techniques to 

determine the quality of the helpfulness prediction. For instance, in the study by Chen 

and Tseng [22], helpfulness ratings were ranked according to the time points when 

they were published in a chronological order and then whole data set was equally split 

into two parts. 50% of them were considered as the training dataset and 50% of them 

were treated as the testing dataset. The helpfulness prediction model trained on the 

50% data and tested on the rest 50% test data. Root Mean Squared Error (RSME) was 

then used to evaluate performance of the system. Similarly, Moghaddam et al. [18] 

used 10-fold cross validation on the dataset to measure the performance of their 

system. In each fold, 90% of the data were used as the training dataset and the 

remaining 10% as test dataset. Root Mean Squared Error (RMSE) was used as the 

evaluation metric. In another study [99],  helpfulness prediction accuracy of the 

developed model (back-propagation multilayer perceptron neural network) was 

examined by comparing it with the multivariate regression analysis. V-fold cross 

validation approach was used on the dataset and the results from both models were 

compared. The whole dataset was split into a number of subsets where each subset 

was treated as a test sample one by one while leftovers were treated as the training 

dataset. 12 neural network models and regression models were trained or estimated.  
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Mean Square Error was aggregated for the 12 test samples for both the models and 

the results were compared.  Kim et al. [22] used 10 fold cross validation to evaluate 

their developed review ranking system using Support Vector Machine (SVM). SVM 

was trained by 9-fold, while in the remaining test fold each product’s reviews were 

ranked based on the SVM prediction. Spearman’s correlation coefficient was used in 

the study to correlate the ranking of the reviews with the gold standard ranking (user 

helpfulness votes on Amazon.com). Similarly, O’Mahony and Smyth [55] applied 10 

fold cross validation on three classifiers including their (classifies reviews as helpful 

or non-helpful) to measure and compared the performances of three systems using 

receiver operating characteristic (ROC). 

Although model based performance evaluations are conducted to test the performance 

of the constructed models, such approaches fail to assess real quality of the result 

generated by these models. In contrast to model based evaluation, user based 

evaluation approaches (usability studies) capture direct feedback about the quality of 

the results from end users. This research develops a personalized helpfulness 

prediction model that has focused on providing personalized review ranking systems 

to the consumers based on their product feature preferences. So far, there are no 

studies in the literature that have conducted user-based evaluation of the helpfulness 

prediction models. A related research area close to this research is the search engine 

ranking system that ranks web documents based on their relevancy to the user’s 

queries. Several user studies have been conducted in this domain to evaluate the 

ranking of search results using human relevance judgement. For example, in one 

study by Su et al. [100], users were asked to choose and rank the five most relevant 
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items from the first twenty results retrieved for their queries. Similarly Hawking et al. 

[101] and Chowdhury and Soboroff [23] evaluated the effectiveness of several web 

search engines using reciprocal rank of the relevant document, a measure closely 

related to ranking. Vaughun [102] compared human rankings of 24 participants with 

those of three large commercial search engines, Google, AltaVista, and Teoma, on 

four search topics. Beg [103] compared the rankings of seven search engines on 

fifteen queries with a weighted measure of the users’ behavior based on the order the 

documents were visited, the time spent viewing them and whether they printed out the 

document or not.  

User centric studies provide an avenue for high-quality objective and subjective 

evaluation of the system [104]. Due to this reason, in this research, a user centric 

approach is considered to evaluate the proposed personalizing review ranking 

framework. The quality of result (review) ranking is calculated based on a continuous 

relevance ranking (from most relevant to least relevant) by human subjects (which is 

captured by pairwise comparing a set of reviews by Analytical Hierarchical 

Processing (AHP) [105]). The effectiveness of the system is measured by capturing 

the difference in the quality of result ranking by different ranking systems (system 

generated vs user generated) using Kendall Tau Distance [106]. Kendall Tau Distance 

is a metric that counts the number of pairwise disagreements between two ranking 

lists. The lower the distance, the closer a ranking system is to the human ranking and 

thus the better the ranking performance. The next two sections present a brief 

introduction of AHP and Kendall´s Tau Distance. 

https://ipfs.io/ipfs/QmXoypizjW3WknFiJnKLwHCnL72vedxjQkDDP1mXWo6uco/wiki/Metric_(mathematics).html
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2.3.1 Review Ranking Using AHP 

Analytical hierarchical processing (AHP) is a popular multi-criteria decision-making 

method. It was originally proposed by Saaty [107].  It has been used as an effective 

tool for dealing with complex decision-making process and helps decision makers to 

make the best decision by setting priorities. In AHP, pertinent data are derived by 

using a set of pairwise comparison. The pairwise comparison method is used to 

measure the weight of two criteria by measuring the relative importance of one 

criteria over the other. By using a set of pairwise comparisons, AHP helps to capture 

both subjective and objective aspects of a decision. The pairwise comparison method 

was originally introduced in psychological research [108]. It was then improved 

mathematically by Saaty and served as the basis of the AHP [107, 109]. In each 

pairwise comparison, AHP uses simple linguistic phrases to get the qualitative data 

and uses a numerical scale to quantify the data. The scale indicates how many times 

more important one element is over another element with respect to a criterion. There 

have been several different numerical scales such as the Saaty scale [109], the 

geometrical scale [110] and the Salo-Ha¨ma¨la¨inen scale [111]. The Saaty scale has 

been the most commonly used scale in many applications. In addition to that, AHP 

incorporates a useful technique called consistency ratio (CR) for checking the 

consistency of decision maker’s evaluations, thus reducing the bias in the decision-

making process. AHP has been applied to wide verity of domains such as marketing 

[112, 113], energy [114, 115], medical and health care decision making [116, 117], 

research and development (R&D) project selection and resource allocation [118], etc. 
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2.3.2 Ranking Systems Comparison using Kendall Tau Distance 

Determining which ranking is the best among a list of potential options is a complex 

problem, described by [119] as a Holy Grail search task. Kendall tau distance [120] 

has been widely used in many research comparing different ranking systems. Kendall 

tau distance (d) counts the number of pairwise disagreements between two ranking 

lists. The larger the distance, the more dissimilar are the two ranking lists. Kendall tau 

distance is ideally suited to situations where measurements are subjective or difficult 

in practice. This research uses Kendall Tau distance (d) to find the distance between 

the preferred ranking of the user and two system generated ranking systems.  

2.4 Limitations of the Current Review Helpfulness 

Prediction/Personalization Approaches 

As evident from the current research on helpfulness prediction and personalization of 

online consumer reviews, there has been some effort to provide relevant reviews to 

prospective consumers. However, the existing ORPS are still far from providing a 

personalized review ranking system to prospective consumers to help them find the 

relevant reviews based on their product feature preferences. First, there have been 

many approaches for automatically determining the helpfulness of reviews. However, 

there has been no attempt to develop a systematic approach that takes a consumer’s 

interest for specific product feature of products while modeling and predicting the 

helpfulness of reviews. There are a few review personalization approaches that have 

focused on providing reviews to consumers in a personalized way. But they have used 

social and historical/ behavioral information of the consumers (armature vs expert, 
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raters vs authors, past purchases etc.) to predict helpfulness of the reviews rather than 

product features.  Also, there have been a lot of helpfulness prediction models 

developed on online consumer reviews and empirically tested using model based 

evaluation approaches. However, there have been no empirical user studies yet that 

explain the effect of review helpfulness in providing relevant and helpful reviews to 

consumers.  
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Chapter 3. A Framework for Product Feature Driven 

Personalization of Online Product Reviews (FDPPR) 

This chapter presents a generic and comprehensive theoretical framework for 

developing a “review ranking personalizer” that ranks online product reviews based 

on the product feature preferences of a consumer.  The framework for “Product 

Feature Driven Personalization of Online Consumer Reviews (FDPPR)” is proposed 

to help researchers and practitioners develop a personalized review ranking driven by 

the product feature preferences of individual consumers. When a prospective 

consumer is looking for a product for a potential purchase, he/she usually reads a lot 

of online reviews about that product in advance. Prospective consumers usually have 

preferences for certain product features of a product. They access the suitability of a 

product for purchase based on reading reviews where these product features are 

commented. Consumers are currently faced with thousands of reviews for a single 

product to get the summary of a single product feature that interests them.  

The proposed FDPPR framework provides a “review ranking personalizer” based on 

consumers’ personal product feature preferences to show relevant reviews that 

adequately address a consumer’s specific needs. In particular, FDPPR uses a LCR 

model that takes into account the dynamic change of consumer’s product feature 

preferences when providing personalized rank of reviews to him/her. A prospective 

consumer is allowed to specify product features of his/her interest of a product and 

the “review ranking personalizer” ranks reviews to better suit the preferences of the 

consumer. This research also allows consumers to change their product feature 
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preferences at any time and uses the proposed review ranking personalizer rank 

reviews in different order so that consumers get a better understanding about the 

product. The FDPPR provides a personalized review ranking system to tailor the 

review ranking for a prospective consumer based on his/her product feature 

preferences.  

The review personalization developed as part of this research is going to be beneficial 

for all prospective consumers, including the unregistered ORP consumers, as it 

personalizes review ranking without depending on consumers’ past purchase history 

or past interaction with an ORP system.  FDPPR provides a personalized approach to 

online product review analysis and presentation so as to better support consumers' 

purchase decisions. 

This chapter is organized as follows, Section 3.1 presents the proposed framework 

and discusses the two primary aspects of the framework, namely offline review 

analysis and online review personalization. Section 3.2 presents the development of 

the offline review analysis module using a LCR model. Section 3.3 presents the 

online review personalization process.  

3.1 Feature Driven Personalization of Product Reviews (FDPPR) 

Research Framework 

The design, development, and evaluation of a user-centered personalized product 

review analysis and presentation will better support consumers' purchase decisions by 

presenting them with the most relevant reviews first based on their product feature 
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preferences. Figure 3 presents a generic and comprehensive theoretical framework 

called FDPPR for creating review ranking personalizer. The FDPPR framework 

provides a novel approach to building a review ranking personalization system using 

state of the art text analytics and the LCR model.  

 

Figure 3. The Product Feature Driven Personalization of Online Consumer 

Reviews (FDPPR) Framework 

There are four objectives of the proposed research (see Section 1.3) that include (1) 

characterization of consumer reviews in terms of product features, review stylistic 

characteristics, and sentiments, (2) predicting the helpfulness of online reviews, (3) 

personalization of online review order using the review ranking personalizer, and (4) 

a user centric evaluation of FDPPR.  
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Figure 4. An Overview of the offline review analysis and online review 

personalization modules of FDPPR  

To fulfill the first three research objectives, two separate but complementary review 

analysis modules are developed, namely the offline review analysis and the online 

review personalization (see Figure 4).   

In the offline review analysis module, product features, stylistic characteristics of the 

reviews, and the sentiment associated with reviews are extracted from the review text 

using NLP. Once reviews are represented by the extracted features, a LCR model is 

developed (i.e. review ranking personalizer) and then used for online review 

personalization. In the online review personalization module, the developed review 

ranking personalizer is used to provide personalized ranked reviews to prospective 

consumers based on their specified preferences. The offline review analysis is run 

periodically to update the review ranking personalizer so that a prospective consumer 

will always get personalized order of reviews. Figure 5 shows the schematic of the 

review ranking personalizer that is used to develop personalized review ordering to 

adequately satisfy a consumer’s product feature preference(s).  
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Figure 5. The review ranking personalizer for re-ordering reviews based on 

prospective consumer’s specified preferences 

A consumer specifies the product features that he/she is interested in and the review 

ranking personalizer uses that information and calculates a relevance score for every 

review of that product based on the LCR model. The calculated scores of the reviews 

are then used to sort the reviews in a descending order and displayed to the consumer. 

If the consumer changes his/her product feature preference, the same LCR model 

calculates a different score for each review based on the changed product feature 

preference of the consumer. This leads to a different order of reviews to suit the 

consumer’s need. The ordered reviews help a consumer find and read the most 

helpful and relevant reviews quickly. 

Table 2. Mapping between the offline review analysis and online review 

personalization module 

Personalization 

Module 

Steps 

Offline Review 

Analysis 

1. Product Feature Identification and Extraction from Review 

Corpus 

2. Review Meta-Characteristics Identification and Extraction 

3. Review Textual Characteristics Identification and Extraction  

4. Review Polarity Determination (using Sentiment Analysis) 

5. Development of the Review Ranking Personalizer using 

LCR 

Online Review 

Personalization 

6. Identification of Prospective Consumer’s Class based on 

Specified Preferences 

7. Re-ranking Reviews based on Prospective Consumer’s Class 
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The FDPPR framework provides a consistent and traceable way for modeling the 

characteristics of thousands of reviews for a product as well as the consumers using 

natural language processing (NLP) and the LCR model.  The offline review analysis 

module mostly encompasses the data preprocessing and collection steps (steps 1 

through 5) and the LCR model development. The online review personalization 

module encompasses steps 6 and 7 (see Table 2). 

3.2 Offline Review Analysis to Develop the Review Ranking Personalizer 

To develop the offline review ranking personalizer using the LCR model, multiple 

review characteristics such as product features, stylistic characteristics, and 

sentiments are extracted from a set of reviews written about a single product using 

NLP. More importantly, in this research, several review stylistic characteristics that 

have been consistently used in previous studies on review helpfulness prediction (see 

section 2.1.1) are used in the development of the review ranking personalizer. The 

following sub-sections (see Section 3.2.3 to Section 3.2.4) discuss the steps followed 

to extract the review characteristics which are used to develop the LCR model. The 

last section (Section 3.2.5) discusses the details about developing the LCR model. 

3.2.1 Review Meta Characteristics 

Apart from the text in a review, every review has certain meta characteristics 

associated with it. The meta characteristics provide useful information about reviews 

(see Figure 6).  
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Figure 6. Anatomy of Review Meta-Characteristics  

Some of the meta characteristics that are considered as part of FDPPR are:  

1. Review posting date: Every review has a posting date associated with it that 

shows when the review was written. This value is converted into number of 

days since the review was written and was considered as part of the LCR 

model building. 

2. Consumer star rating: Every review is usually accompanied by a consumer 

star rating. Most of the consumer ratings are usually in a scale from 1 to 5 

where 1 is considered as lowest rating and 5 as highest rating. 

3. Number of people found useful: Many reviews have an extra field that shows 

how many consumers found that review helpful. This is a very important field 

as the review has been vetted by other consumers. In this research, this 

variable is considered as a very important part of the LCR model.  

4. Total number of people: This variable shows how many consumers read the 

review. A subset of the consumers who read the review mark it as useful. 

5. Number of comments: This variable gives the number of comments posted for 

a given review. 
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Figure 7. Review textual characteristics present in a typical review from 

Amazon.com ORP 

 

3.2.2 Review Textual Characteristics 

The title and text of reviews (see Figure 7), which are part of a review corpus, are 

analyzed using natural language processing (NLP pipeline) to identify and extract 

textual characteristics from reviews. 

The NLP pipeline in this research involves sentence splitting, tokenization, and stop 

word removal. As shown in Figure 8, the input to the system at this step is a set of 

consumer reviews and the output are the extracted textual characteristics. Processing 

reviews through a NLP pipeline helps take care of the variability usually found in 

review text for describing a product. For example, by performing stop word removal 

on the review text, the words like “the”, “is”, “at”, “which”, and “on” etc. are 

removed. This process greatly improves the search process to identify textual 

characteristics in the review corpus.  
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Figure 8 shows all the steps involved in 

parsing review text data and extracting 

textual features associated with the 

reviews. In the first step, a review text is 

split into individual sentences and then 

tokenized to get individual tokens (i.e., 

words or terms) from the sentences. Next, 

stop words are removed from the token set 

by matching each token with a list of stop 

words [121]. At the end, various textual 

characteristics are extracted from the cleaned review text data. 

3.2.3 Product Features Extraction from Reviews 

In this research, a topic modeling-based method (LDA), is performed on the reviews 

to identify the product features that the consumers wrote about in their reviews. As 

discussed in section 2.1.4, LDA is useful in capturing and quantifying latent 

information presented in the text data in various domains and context. The simplicity 

and modularity of the basic LDA model have made it one of the most widely used 

topic modeling techniques. It has been applied to a variety of applications and also 

serves as building blocks in other powerful models. Thus, in this research basic LDA 

model is applied to identify and extract product features from consumer reviews.  

Topic model based methods aim at discovering topics (i.e. product features) that 

reside implicitly in text documents (i.e. product reviews) using probabilistic statistical 

 

Figure 8. The NLP pipeline to 

preprocess the review text 
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models [27-29]. For each identified topic in LDA, a set of terms are identified that 

contribute (i.e. appear with a high probability) to the topic. In FDPPR, topic modeling 

is used to reduce the term space and identify product features that contribute towards 

the topics without starting with a fixed set of product feature taxonomy. These 

product features are subsequently used as covariates in the LCR model (see Section 

3.2.5).   

The LDA process is represented in Figure 9 using a standard graphical model 

notation. Each node in the graphical model denotes a random variable, while edges 

denote dependence between random variables. Shaded nodes in the graphical model 

denote observed random variables, and the un-shaded nodes denote hidden random 

variables.  Rectangular boxes are “plate notations,” which denotes replication. In a 

graphical model, while an outer rectangle box represents documents, an inner 

rectangle box represents the repeated choice of topics and words within a document. 

An inner solid circle represents an observable variable (each term in a document) in 

the LDA model. In a simple way, the graphical model can be interpreted as follows. 

Step #1. For each document, a distribution over topics (𝜃𝑖) is randomly chosen from 

the dirichlet distribution (𝛼)  

Step #2. For each topic, a distribution over vocabulary of words (𝜑𝑘) is randomly 

chosen from the dirichlet distribution (𝛽)   

Step #3. For each word W in the document i,  

(i) a topic is randomly chosen from the distribution over topics(𝜃𝑖) in step #1  
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(ii) a word is randomly chosen from the corresponding topic distribution over 

the vocabulary (𝜑𝑘) in step #2 

 

Graphical Model Notations 

 

M = number of documents 

N = number of words in a document  

𝛼 = parameter for per-document topic 

distribution 

𝜑𝑘 = word distribution for topic 𝑘 

𝛽= parameter for per-topic word 

distribution 

𝜃𝑖= topic distribution for document 𝑖 
𝑧𝑖𝑗 = topic for the jth word in document 𝑖 

𝑤𝑖𝑗 = specific word (Observable 

variable) 

Figure 9. A Graphical Model of LDA for text analysis 

In this research, LDA analysis of the review corpus, created from real Amazon 

product reviews, is done using the Mallet library4 (see Section 4.1.4). In the LDA 

analysis, individual product reviews are given as input and a pre-defined number of 

topics are extracted from reviews (see Section 4.1.4).  

 

Figure 10. Example of sentiment score in AFINN library 

                                                 
4http://mallet.cs.umass.edu/ 

Term Score Term Score

abandon -2 aboard 1

abandoned -2 absentee -1

abandons -2 absentees -1

abducted -2 absolve 2

abduction -2 absolved 2

abductions -2 absolves 2

abhor -3 absolving 2

abhorred -3 absorbed 1

abhorrent -3 abuse -3

abhors -3 abused -3

abilities 2 abuses -3

ability 2 abusive -3

http://mallet.cs.umass.edu/
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Once the topics are extracted, the terms that contribute towards the topics are 

aggregated and a set of product features are extracted from the aggregated terms. 

It should be noted that, one of the performance problems of LDA model is to 

determine the number of topics beforehand. To overcome this problem various 

mathematical metrics have been proposed to calculate the number of topics such as 

perplexity [67], empirical likelihood and marginal likelihood (harmonic mean method 

[76], annealed/mean field importance sampling [122], chib-style estimation [123], 

etc.  These methods fit various models with different number of topics and the model 

having optimal number of topics is selected (i.e. in a data driven way). Although 

these methods have been applied to different text domains, previous research have 

also shown that, they are negatively correlated with the measures of topic quality 

[124]. Thus, many authors have suggested to take human inputs while determining or 

evaluating the performance of the topic models rather than optimizing likelihood-

based measures [125, 126]. Also in topic modeling, topics are usually presented with 

manual post-hoc labelling for ease of interpretation in several research [127, 128]. In 

line with the previous research, this research has also performed a manual inspection 

of LDA model outputs with different number of topics to select the optimum number 

of topics and manual labeling to get the topic names from the highly probable 

keywords under each topic. 

3.2.4 Review Polarity extraction using Sentiment Analysis 

In this research, sentiment analysis is performed on each review at review level (i.e. 

document level) and the output sentiment scores are used as predictors in the 
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proposed LCR model of the FDPPR framework. Many previous studies have applied 

sentiment analysis to consumer reviews [17-20] to extract the sentiments expressed 

by consumers in those reviews. Research shows that, lexicon-based approaches are 

simple and overcome problems with classification-based methods (see Section 2.1.3). 

Thus, in this research, a lexicon-based method is adopted to determine the polarity of 

review documents (i.e. sentiment analysis) at the review level using the AFFIN5 

dictionary.  

There are three steps involved in sentiment analysis, including opinion word 

extraction, polarity determination of opinion words, and calculation of the positive 

sentiment and negative sentiment scores associated with the review. 

Step 1: Opinion word identification and extraction 

In this step, words from the AFINN library present in review sentences are identified 

as the opinion words. Each review document is split into sentences, tokenized and 

stop words are removed. Then opinion words are extracted from the review sentences. 

This process continues for every sentence of a product review to extract all the 

opinion words. 

Step 2: Determination of opinion words’ polarity  

After extracting opinion words from each review, the next step is to determine the 

polarity of each opinion word based on the word list available in AFFIN library (see 

Figure 10). AFFIN library contains a list of 1468 unique English words and phrases. 

                                                 
5 http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=6010 
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Each word in AFINN has an associated sentiment score (integer between -5 

(negative) to +5 (positive). Words that are not present in AFINN opinion lexicon list 

are discarded from the review as they may not be valid opinion words.  

Step 3: Calculating the sentiment score 

The positive opinion word count is treated as the positive sentiment score of the 

review, and the negative word count of the review is treated as the negative sentiment 

score of the review.  

The output of sentiment analysis are added as predictor variables to the LCR model 

and contribute towards the helpfulness prediction. At the end of review polarity 

extraction, the results are stored with the individual reviews and are used in the 

development of the review ranking personalizer using the LCR model. 

3.2.5 Building Review Ranking Personalizer using LCR 

FDPPR uses LCR models for the development of the review ranking personalizer. As 

discussed earlier, LCR provides the following advantages over the other prevalent 

methods for helpfulness prediction such as classification and/or regression [15, 21, 

22]. LCR uses a maximum likelihood-based technique to simultaneously identify the 

heterogeneity in the review types (cluster) and predict review helpfulness. The model 

fits are always better (or equal to) that those obtained using a two-step process, 

clustering followed by regression when the information provided to the model is 

equivalent [98]. Further, the maximum likelihood-based approach enables the 

collection of the statistical properties of the estimates (quality of the model fit, level 

of confidence a parameter value can have etc.). This is important as the relative 
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importance of the variables and the goodness of fit of the model are also obtained in 

the analysis. 

Table 3. Variables that are collected for the building the review ranking 

personalizer 

Type Variable Explanation 

Product Features Technical Features 

Based on the product’s technical 

features discussed in the reviews 

provided by the consumers. The 

number of variables will vary from 

product to product. 

Review 

Characteristics 

 

Star rating 

The rating of a review that is given by 

the author of the review (i.e. the 

reviewer) 

People found helpful 
The total number of people who found 

the review helpful 

Total number of 

people 

The total number of people who read a 

review 

Days from first 

review 

The number of days since the first 

review was posted 

Number of 

comments 

The total number of comments for a 

review provided by other consumers 

Length (Number of 

Words) 

The length of the review in terms of the 

number of words in a review 

Review 

Sentiment 

Positive Sentiment 

Score 

The positive sentiment of a review 

based on the entire content of the 

review (i.e. review level positive 

sentiment) 

Negative Sentiment 

Score 

The negative sentiment of a review 

based on the content of the entire 

review (i.e. review level negative 

sentiment) 

This research incorporates the specified preferences of a prospective consumer to 

classify that consumer into a consumer class using the LCR model. A LCR model 

uses clustering and regression model simultaneously. Thus, there is a regression 

model associated with every identified consumer class identified by the LCR based 

clustering approach. Once a prospective consumer is identified to be part of a 
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consumer class, the associated regression model is used to calculate (i.e. predict) the 

helpfulness of all the reviews for that consumer. The reviews are then ranked by this 

calculated helpfulness score and presented to the consumer in a decreasing order. In 

other words, a unique personalized order of reviews is presented to each prospective 

consumer based on his/her product feature preferences. 

In this research, a LCR model is developed to quantify the association between (i) 

product features, (ii) review stylistic characteristics, and (iii) sentiments of the review 

and the helpfulness of the review. 

LCR works under the assumption that reviews cater to 𝑪 classes of heterogeneous 

consumers; any two consumers who are in the same class are homogenous (i.e. have 

preference for the same product features and reviews), while any two consumers in 

different classes are heterogeneous. LCR then (1) identifies the relationship between a 

dependent variable (in this case, the number of readers who found the review helpful) 

and the potential independent variables (see Table 3) in each of the 𝐶 classes, and (2) 

measures the probability that a prospective consumer would belong to a class 𝐶  

based on his/her specified product feature preferences. 

Once the preferences of a prospective consumer are known, the consumer is shown a 

ranked list of reviews, that caters to the specific need of that consumer. 

The workflow of LCR model can be expressed mathematically as follows: 

Let 𝒊 = 𝟏 ⋯ 𝑵 be the index of reviews, 𝒙 = 𝟏 ⋯ 𝑿 be the index of variables extracted 

from consumer reviews (see Table 3), and 𝒄 = 𝟏 ⋯ 𝑪 be the index of latent classes,  
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• Let 𝒀𝒊  be the dependent variable that is a transformed measure of the 

helpfulness rating of review 𝒊.  

• Let 𝑷𝒄  be the probability that a prospective consumer belongs to a latent 

class 𝒄.  

Then, the LCR model identifies the following relationships: 

Regression Model 𝒀𝒄 = 𝑿𝜶𝒄 + 𝜺𝒄 
(1) 

Logit Model 𝒍𝒐𝒈(𝑷𝒄/(𝟏 − 𝑷𝒄)) = 𝒇(𝑿𝜸𝒄) (2) 

Equation 1 represents the regression model, where 𝜶𝒄 is a 1 × 𝑿 -dimension vector of 

coefficients for each variable of a consumer review for consumer class 𝒄. Equation 2 

represents the logit model where 𝜸𝒄 is a 1 × 𝑲 −dimension vector of coefficients that 

enable the classification of consumers into 𝑪 classes. Equation 1 and 2 together form 

the LCR model. Estimation of 𝜶𝒄 is performed using an expectation–maximization 

(EM) algorithm that identifies the helpfulness of any variables extracted from the 

consumer reviews for a prospective consumer. 

The LCR model proceeds by assuming that a vector of observations 𝑌𝒊 arises from a 

population that is a mixture of 𝑪 classes in proportions 𝜋1, 𝜋2, ⋯ 𝜋𝑐 (where 𝑐 = 1 ⋯ 𝐶 

is an index of classes). It is assumed that the membership of the observations in 

different classes is unknown a priori but ∑ 𝜋𝑐
𝐶
𝑐=1 = 1 and 0 ≤ 𝜋𝑐 ≤ 1;  𝜋𝑐 can be 

interpreted as the point probability of a review belonging to class 𝐜.  
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The LCR model then seeks to solve the following mixture latent regression model:

  

𝑃(𝑌𝑖|𝑋𝑖𝑘) = ∑ 𝑃(𝑤 = 𝑐|𝑋𝑖𝑘)

𝐶

𝑐=1

𝑃(𝑌𝑖|𝑤, 𝑋𝑖𝑘) 

(3) 

 

Where 𝑃(𝑤 = 𝑐|𝑋𝑖𝑘) = 𝜋𝑐  

 

and the probabilities 𝑃(𝑤 = 𝑐|𝑋𝑖𝑘) are parameterized and restricted by means of 

(logistic) regression models. In other words, the LCR model classifies consumers into 

consumer classes and develops regression models for each consumer class 

simultaneously.  

The specified preference of a prospective consumer is mapped to a vector 1 × 𝑲 

vector 𝑋𝑘. This vector enables the classification of the consumer into one of the 𝑪 

classes using 𝜸𝒄  vectors. Once the consumer is classified into a class 𝒄, the 

parameters 𝛼𝑐 is used along with the 𝑋𝑘 vector to calculate the weight all reviews in 

that class. Based on the weights, the reviews are re-ranked and shown to the 

consumer in a descending order. 

3.3 Online Review Personalization using LCR Model 

This section discusses the use of the LCR model developed in Section 3.2 to 

personalize the ranking of the reviews for consumers at run time. There are two steps 

in the process that include finding out the class of a consumer based on his/her 

product feature preferences (see Section 3.3.1) and using the corresponding 
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regression model of the consumer class for re-ranking the reviews and presenting 

them to the consumer (see Section 3.3.2). 

 

  
 

Figure 11. Example of specified preferences from Amazon.com ORP 

3.3.1 Identification of Prospective Consumer’s Class based on Specified 

Preferences 

Every ORP provides a way for helping prospective consumers narrow down the 

products that they are looking to buy. For example, a prospective consumer looking 

for a cell phone to buy at Amazon.com is presented with the options (see Figure 11) 

to narrow down the cell phone models that are shown him/her. FDPPR proposes to 

use such kind of mechanism in ORPs to capture prospective consumer’s specified 

product feature preferences to display personalized review rankings. 

It is assumed that a prospective consumer is a utility maximizing consumer. So, 

he/she has a utility function that helps him/her decide what to buy based on the 

information he/she collects. It is also assumed in this research that, the utility function 

comprises of "m" product features; and at any given time, the consumer can show 

interest in "p" out of the “m” features (p <= m). 

When a prospective consumer has not specified preference for any features, i.e., p=0 

information state, he/she is presented with a universal ranking of reviews (i.e. the 

baseline scenario). However, when a prospective consumer chooses one (i.e., p= 1) 
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product feature preference (e.g., internal memory), reviews are regrouped/selected 

and re-ordered in a way that is personalized according to his/her specified product 

feature preference. The range of p for a prospective consumer will be [0, m]. Also, 

each of these product features usually has multiple levels. For example, internal 

memory can be 4 GB, 8 GB, 16 GB, 32 GB, and 64 GB. These multiple levels make 

it very difficult to have different ranked lists of reviews for each possible combination 

(e.g., in Figure 11 there will be 5 * 6 * 5 * 6) of choices that a prospective consumer 

can make. So rather than examining all possible combinations, this research creates q 

lists (i.e. latent classes) based on different combinations of p choices and their levels 

using latent class regression models. This research uses parsimony‐based indices 

[130] (e.g. Bayesian Information Criterion, or BIC) to identify an optimal number of 

latent classes. When p=0 (the current state), no "personal choices or preferences" are 

incorporated to rank product reviews. When p >= 1, this research incorporates 

prospective consumer product feature preferences and the consumer are shown with 

only ordered reviews that he/she is interested in. 

Once the consumer selects a particular product feature (i.e. p >= 1), the LCR model is 

used to identify which class he/she belongs to. The identification of class 

belongingness is important as reviews are ranked based on the regression equation 

that describes the consumer class of the targeted consumer. 

3.3.2 Re-ranking Reviews based on Prospective Consumer’s Class 

Once the particular consumer class of a prospective consumer is determined, the 

regression model developed for that consumer class is used to recalculate the 
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helpfulness score of all reviews. These new scores are used to re-rank reviews in a 

decreasing order of relevance (i.e., personal helpfulness scores). As the regression 

models are already developed in the offline analysis stage, the calculation of personal 

review helpfulness can be done online. When new reviews are added, the regression 

models can be updated to keep the LCR model up-to-date.  
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Chapter 4. A Case Study - Building a Review Ranking Personalizer 

using FDPPR 

One of the critical steps in this research is to understand the products and the 

associated reviews so that the review ranking personalizer can be built using the 

product features that influence personalization. Towards that end, a large number of 

reviews spanning across multiple products were collected for the offline review 

analysis which in turn helps in the development of online review ranking 

personalizer. A review scrapper that can collect data from Amazon.com was 

developed in this research to automatically collect and extract data for product review 

analysis. The Amazon review collector collected more than 90,000 reviews spanning 

99 products. The products were selected from three categories, including electronic, 

home, and  sports goods to study review characteristics. 

Data collection, extraction, consolidation and storage framework are described 

through multiple steps in Section 4.1, which were used for offline review analysis. 

Section 4.2 describes the development of the online review ranking personalizer 

based on the curated review data. While describing details of each step, an example 

case (Amazon product id: B00KHR4ZL6 for Microsoft Surface Pro 3) is provided 

with real outputs of the analysis in each step. 

4.1 Data Collection and Pre-Processing for Offline Review Analysis 

For development of the FDPPR framework, a review corpus spanning multiple 

products was created. In many previous studies on review helpfulness prediction, the 
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researchers have analyzed product reviews collected from Amazon.com [11, 22, 24, 

42, 45, 50, 51, 131]. In this research, reviews from multiple products were also 

downloaded from Amazon.com using a custom review crawler. Once the product 

review data were collected from Amazon.com, they were processed to extract product 

features, stylistics characteristics (i.e. textual and meta-characteristics) and polarity 

information (i.e. sentiments) from the reviews. The details of these text extraction and 

processing pipeline are presented next.     

4.1.1 Review Corpus Creation 

The first step of this research was to collect reviews from an ORP. For the research, 

multiple product reviews from Amazon.com website were extracted from 

Amazon.com ORP. The software designed and developed for this task was called 

Amazon Review Collector (ARC). ARC (see Figure 12) was a web scrapper that was 

developed to automatically collect all the product reviews for any given product and 

their associated structural information such as star rating, number of comments etc. 

from Amazon. ARC was developed using Java and uses open source tools like 

Apache Tika library6, JSoup Parser7, Java XML parser and XPath Query language8 to 

collect raw reviews and associated metadata.  

Every product that is sold on Amazon.com has a unique product identification 

number (e.g. B00KHR4ZL6 for Microsoft Surface Pro 3). The Amazon ORP that 

supports product review writing, filtering, and feedback process is also tied to the 

                                                 
6http://tika.apache.org/ 
7http://jsoup.org/ 
8http://docs.oracle.com/javase/7/docs/api/javax/xml/xpath/package-summary.html 

http://tika.apache.org/
http://jsoup.org/
http://docs.oracle.com/javase/7/docs/api/javax/xml/xpath/package-summary.html
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unique identification number of the product (e.g. https://www.amazon.com/product-

reviews/B00KHR4ZL6/ for the review of the product B00KHR4ZL6). A list of 

Amazon product identification numbers was manually collected for this research by 

visiting different product categories on Amazon.com (i.e. 

https://www.amazon.com/gp/site-directory/). The collected Amazon product 

identification numbers were stored in a MySQL9 database server. ARC was 

configured to read the Amazon product identification number from the database and 

go online to collect the details of the products and download all the associated 

reviews from Amazon.com. ARC was designed to crawl multiple pages automatically 

and get all the reviews for a product by automatically creating the paginated links. A 

front-end user interface was created to monitor and analyze the review data collected 

from Amazon.com.  

 

Figure 12. ARC to crawl and extract review data from Amazon 

                                                 
9 https://www.mysql.com/products/community/  

https://www.mysql.com/products/community/
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Figure 13 shows the ARC review extraction pipeline. The program takes two 

parameters as inputs, namely the unique amazon product identification number and 

the number of review pages for the product. Based on the amazon product 

identification number, the product description page was automatically crawled. After 

this, ARC crawled each review page to extract review information and store it locally. 

Table 4. Steps for crawling and collecting reviews from Amazon.com 

Step Details Example 

1 Get the amazon product identification 

number 

B00KHR4ZL6 

2 Get the total number of pages of 

reviews present to support paginated 

review collection 

46 

3 Get details about the product by 

crawling the product page 

https://www.amazon.com/ 

dp/B00KHR4ZL6/ 

4 Collect the reviews for the product by 

crawling all the review pages 

https://www.amazon.com/ 

product-reviews /B00KHR4ZL6/ 

?pageNumber=1 

5 Store the collected review data on disk  

Table 4 shows the steps of the review collection process for a single product (e.g. 

B00KHR4ZL6 for Microsoft Surface Pro 3). The product page at Amazon.com is 

always present at https://www.amazon.com/ dp/<product identification number>/ (i.e. 

https://www.amazon.com/ dp/B00KHR4ZL6/) and the reviews are present at 

https://www.amazon.com/ product-reviews /<product identification number/ 

?pageNumber=<page number> (i.e. https://www.amazon.com/ product-reviews 

/B00KHR4ZL6/ ?pageNumber=1). In this case, there were 46 pages of review 

present. The ARC visited every page from https://www.amazon.com/ product-

reviews /B00KHR4ZL6/ ?pageNumber=1 to https://www.amazon.com/ product-

reviews /B00KHR4ZL6/ ?pageNumber=46 to download the reviews and stored them 
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locally in one single text file. This text file also stored meta-information of reviews 

such as the star rating, number of likes, and number of comments, etc. 

 

Figure 13. ARC used for extracting reviews 

 

The Apache Tika library was used to extract a web page from the Amazon.com 

website. Once a webpage was downloaded, the HTML content in that web page was 

parsed using the JSoup library. JSoup library is a HTML parser that provides helpful 

methods to standardize the content of the HTML file so that it can be queried as a 

XML document.  

 

Figure 14. Amazon Review Crawler: output from review extraction 

Once the HTML file was standardized as XML, XPath queries were executed against 

the review content to extract individual reviews from the review page. XPath is a 

query language that is used to navigate through elements and attributes in an XML 
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document. Each review page from Amazon contains up to 10 individual reviews as 

well as their meta information. By querying the data using XPath each individual 

review along with their meta characteristics were extracted and stored locally for later 

processing. Figure 14 shows one automatically extracted review for the Microsoft 

Surface Pro 3 laptop in a text file. 

Table 5. Sample list of product reviews collected from Amazon 

No Amazon ID Product Description Reviews 

1 
B00BGO0Q9O 

Fitbit Flex Wireless Activity + Sleep 

Wristband 

12440 

2 
B007JR532M 

SanDisk Cruzer CZ36 32GB USB 2.0 Flash 

Drive 

5700 

3 
B00DHJ8QLQ 

Brother MFC-J870DW Wireless Color Inkjet 

Printer with Scanner 

3220 

4 
B00008Y0VN 

Celestron SkyMaster Giant 15x70 Binoculars 

with Tripod Adapter 

3180 

5 
B005GK3IVW 

iRobot Roomba 770 Robotic Vacuum 

Cleaner 

2520 

6 
B001EJMS6K 

Iron Gym Total Upper Body Workout Bar 2490 

7 
B00KHR4ZL6 

Microsoft Surface Pro 3 PS2-00001 12-Inch 

Pro 3 

1041 

8 
B006ZP8UOW 

Foscam FI8910W Pan & Tilt IP/Network 

Camera with Two-Way Audio and Night 

Vision 

2135 

9 B001ARYU58 Bowflex SelectTech 552 Adjustable 

Dumbbells (Pair) 

2000 

10 B002DW92IE Monster iCarPlay Cassette Adapter 800 for 

iPod and iPhone -3 feet 

1965 
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Using ARC more than 90,000 reviews spanning across 99 products from Amazon 

reviews were collected. The reviews were posted between November 2000 and 

August 2015. A sample list of products and their associated number of reviews is 

presented in Table 5. In the early stages of this research, all these reviews provided 

deep insights into the characteristics of the reviews as well as the parameters that 

could be used for the development of the review ranking personalizer as part of 

FDPPR framework.  

Once the reviews of a product were downloaded and parsed, they were stored in the 

MySQL database which served as the baseline review corpus for the research.  

4.1.2 Review Meta Characteristics Extraction 

Each element on the product page and review page on Amazon ORP could be 

extracted using XPath expressions.  

Table 6. One Sample Product Review Meta Characteristics Extraction 

 XPath Expression Extracted Feature 

List of Review ids .//*[@id='cm_cr-review_list'] R1GPD028CILB

07, 

R2OALNG029OI

YL, etc. 

Customer rating for 

a review 

.//*[@id='customer_review-

R1GPD028CILB07']/div[1]/a[1]/i/span 

5.0 out of 5 stars 

Number of people 

found useful 

.//*[@id='customer_review-

R1GPD028CILB07']/div[5]/div/span[3]

/span/span[1]/span 

25 

Date of review .//*[@id='customer_review-

R1GPD028CILB07']/div[2]/span[4] 

On June 5, 2014 

Number of 

comments 

.//*[@id='customer_review- 

R1GPD028CILB07']/div[5]/div/a/span/

span[2] 

1 comment 

XPath expressions can query any node in a XML document to get the value of that 

node element and attribute as needed. Table 6 shows a sample of XPath queries that 



 

 

61 

 

were executed to get several meta characteristics from a single review. The results of 

the queries were stored in the database for further analysis. 

The same technique was used to extract the text characteristics of a single review as 

explained in the next section. 

4.1.3 Review Textual Data Extraction  

Similar to extracting review meta-characteristics (see Section 4.1.2), the textual 

characteristics of reviews were collected using XPath queries. The result of extracting 

a single review data is presented in Table 7. 

Table 7. One Sample Product Review Collected from Amazon.com 

Product id B00KHR4ZL6 

Review title Surface Pro 3 is the Future 

Review text (truncated) I currently own Surface 2, MacBook PRO 15 inch, and 

an iPhone 5 so I am not bias to either side (replacing 

the MacBook Pro/S2 with the SP3). Choose the 

product that is best featured, not best brand - this 

drives competition and consumer quality. I am going 

to list PROs and CONs organized into significant and 

common. Significant PROs/CONs is a term for 

uniqueness or high-end / setback or low-end. Common 

is a term for similar features or specifications amongst 

its peers. Most comparisons are between the SP3 12" 

to MacBook Air 11.6" (2013) model (due to its public 

familiarity, size, and prestige). The MacBook Air 

11.6" (2014) model improves with a slight faster CPU 

clock (0.1 GHz) and PCIe SSD almost making it the 

same MacBook Air - refer to TechnoBuffalo (2014) 

for technical specifications of the MacBook Air 11.6" 

2014 model, thus it is safe to compare SP3 with the 

MacBook Air 2013 model. Everything will be cited 

(loosely APA format) for viewers to check credibility. 

 

Reviewer name C. Vu 
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The review text data was collected from all the reviews of a product. Once a review 

text data was collected, the characteristics of the text were extracted using natural 

language processing. For this task, the Stanford NLP software tool [132] was used. 

The extracted details from a review text are presented in Table 8. 

Table 8. Product Review Textual Characteristics 

Product id B00KHR4ZL6 

Review title Surface Pro 3 is the Future 

Review text with no stop 

words (truncated) 

I currently Surface 2, MacBook PRO 15 inch, iPhone 5 

I bias (replacing MacBook Pro/S2 SP3). Choose 

product best featured, best brand - drives competition 

consumer quality. I going list PROs CONs organized 

significant common. Significant PROs/CONs term 

uniqueness high-end / setback low-end. Common term 

similar features specifications peers. Most comparisons 

SP3 12" MacBook Air 11.6" (2013) model (due public 

familiarity, size, prestige). The MacBook Air 11.6" 

(2014) model improves slight faster CPU clock (0.1 

GHz) PCIe SSD making MacBook Air - refer 

TechnoBuffalo (2014) technical specifications 

MacBook Air 11.6" 2014 model, safe compare SP3 

MacBook Air 2013 model. Everything cited (loosely 

APA format) viewers check credibility. 

 

Review raw word count 2111 

Review word count after 

removing stop words 

1383 

4.1.4 Product Feature Extraction 

One major step of the research is to identify product features that are discussed in the 

reviews of that product. In this research, topic modeling using LDA was used to 

identify the product features that are discussed the most by the reviewers. A basic 

LDA analysis using the Mallet library10 was performed for product feature extraction. 

The code took individual product reviews as input and extracted pre-defined number 

                                                 
10http://mallet.cs.umass.edu/ 

http://mallet.cs.umass.edu/
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of topics from reviews (see Figure 15) along with the top keywords appeared under 

each of the topics. Once the topics and associated top keywords were extracted from 

the reviews, the product features appeared most in these topics were used for the 

development of the review ranking personalizer.  

 

Figure 15. Product feature identification using LDA from Amazon reviews 

In particular, the following steps were involved in the LDA process on the product 

reviews. 

Step1: Extraction of Review Text into Separate Text Document 

As discussed in Section 4.1.3, the review text data were first collected from Amazon 

ORP and saved in a MySQL database after removing the stop words from the 

collected data. For analysis using Mallet library, the cleaned review text data (i.e. 
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reviews with no stop words) were placed in separate text files. For the Microsoft 

Surface 3 review analysis, 1041 separate text files were created where each text file 

represented one review. Next, these text files were imported into mallet’s internal 

format.  

Step2: Importing Reviews into Mallet’s Internal Format 

Using mallet for LDA analysis requires that the data should be in the internal mallet 

format. It represents data as lists of "instances". All mallet instances include a data 

object. An instance can also include a name and (in classification contexts) a label. 

Each review text was considered as a single instance for LDA analysis using Mallet.  

Table 9. Importing individual reviews into Mallet internal format 

C:\> mallet import-dir --input "C:\>Data\B00KHR4ZL6" --

output B00KHR4ZL6.mallet 

Table 9 shows the command that was executed to import all the exported reviews into 

mallet format for Amazon product id B00KHR4ZL6 (i.e. Microsoft Surface Pro 3). 

The LDA model was built by using the imported mallet file. 

Step3: Setting Parameters and Building LDA Model 

The next step was to set various parameters before building the LDA model. The 

parameters required are described below. The parameters that were set before doing 

the LDA analysis are given below. The default values (most common values used in 

many previous research) were given as the parameters. 

• --input [FILE]: specifies the MALLET collection file created in the previous 

step. 
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• --num-topics: Number of topics (20), given by researcher 

• num-iterations: The number of sampling iterations is a tradeoff between the 

time taken to complete sampling and the quality of the topic model. 

• optimize-interval: This option turns on hyper parameter optimization, which 

allows the model to better fit the data by allowing some topics to be more 

prominent than others. Optimization is performed every 10 iterations. 

• optimize-burn-in: The number of iterations before hyper parameter 

optimization begins. Default is twice the optimize interval. 

• alpha_sum: This is the magnitude of the Dirichlet prior over the topic 

distribution of a document. The default value is 5.0. With 10 topics, this 

setting leads to a Dirichlet with parameter αk = 0.5.  It is the number of 

"pseudo-words", divided evenly between all topics that are present in every 

document no matter how the other words are allocated to topics.  

• beta: This is the per-word weight of the Dirichlet prior over topic-word 

distributions. The magnitude of the distribution (the sum over all words of this 

parameter) is determined by the number of words in the vocabulary. Again, 

this value may change due to hyper parameter optimization. 

 

Table 10. Building LDA model using Mallet internal format 

C:\> mallet train-topics --input B00KHR4ZL6.mallet --

num-topics 20 --optimize-interval 20 --output-topic-

keys B00KHR4ZL6_top_keywords.txt --output-doc-topics 

B00KHR4ZL6_topic_percentage.txt 
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Table 10 shows a sample command to build the LDA model as well as the output of 

the LDA analysis in a text file (e.g. B00KHR4ZL6_top_keywords.txt) for 

interpretation. 

Step4: Product Feature Extraction by Interpreting the Results of the Analysis 

LDA helps with identifying the important product features that are described in the 

product reviews. Table 11 shows a sample output from the LDA model built from the 

Microsoft Surface Pro 3 reviews. The table shows many product features that 

contributed towards the identified topics. These product features were incorporated to 

build the review ranking personalizer. A manual supervision was performed to select 

the top terms appearing under each topic to be considered as potential product 

features. For example, it can be seen that from Table 11, Topic 0 is mostly about 

display resolution and screen factors of the product. These product features were used 

as the covariates in the LCR analysis as described in section 4.2.  

Table 11. Product feature extraction from top terms of LDA topics 

Topic  Top Terms in a Topic Selected Terms 

0 0.00796 display works touch  

resolution games computing time  

display, resolution, 

screen, touch 

1 0.05398 windows apps android system  

download app installed issues 

software google  

app, apps 

2 0.03655 power onenote hrs day kindle 

life computer day battery  

battery life, power 

3 0.25923 keyboard click device mouse  

allows laptop issues button wireless  

keyboard, mouse, button 

4 0.01096 stylus perfect write smooth  

pen users android cloud 

pen, stylus 

5 0.03975 port power surface usb firmware  

cover time wireless cloud 

port, usb 
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4.1.5 Review Polarity Extraction using Sentiment Analysis 

As discussed earlier in section 3.2.4, for sentiment analysis, an opinion lexicon list 

developed by Finn Årup Nielsen [133] was used to assign a positive score and a 

negative score to every review. As a part of this research, a custom java code (i.e. 

sentiment analysis module) was developed to tokenize the words in the cleaned 

review text.  

Once the review was tokenized, the words were compared against the opinion lexicon 

(see Figure 16). When the words matched the opinion lexicon, the score of the word 

was added to the positive and negative score of the review. 

 

Figure 16. Sentiment analysis on Amazon reviews 
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This process was continued until there were no more words left in the review. At the 

end of the process, a cumulative positive and negative score of the review was saved 

in the database and was used towards the development of the review ranking 

personalizer. 

Table 12. Review sentiment score calculation 

Review id Positive Score Negative Score 

1026 114 16 

1027 25 4 

1028 52 8 

1029 10 0 

1030 134 13 

1031 18 3 

1032 6 4 

Table 12 shows the calculated positive and negative scores for the corresponding 

reviews.  

Once the meta characteristics, textual characteristics, product features, and sentiment 

scores were extracted from the product reviews, the LCR model was built to develop 

the online review ranking personalizer. 

4.2 Development of an Online Review Ranking Personalizer 

Development of the proposed online review ranking personalizer mainly involved the 

analysis of product reviews with the LCR model to find out distinct consumer classes 

and generate a separate review ranking for each consumer class. After applying data 

pre-processing steps as described in section 4.1 on the reviews of the product 

(Microsoft Surface Pro 3), the LCR model was applied on the preprocessed review 

data to develop a review ranking personalizer system for that product. As described in 
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section 4.1, reviews of the product were extracted from amazon.com and pre-

processed to extract various review characteristics (review stylistic characteristics and 

sentiments) and product features discussed in the reviews. There were a total of 1041 

unique rows in the review dataset where each row represented an individual review.  

Table 13. Basic Descriptive Statistics 

 Variables Description Mean Stdv 

Dependent 

variable 

(DV) 

People found 

useful 

Indicates the helpfulness of 

the review 

19.42 

  

101.60 

  

Independent 

Variables 

(IV) 

Number of days It specifies the how long 

has been the review posted 

since the first review. 

187.23 

  

93.28 

 

 

Word count Review text with no stop 

words and special 

characters (i.e. length of 

the review) 

638.58 

 

327.70 

 

Total Number 

of people 

Specifies the total number 

of people that have read the 

review 

22.65 

 

106.48 

 

Comments Specifies the number of 

comments the review has 

got. 

 

186.03 

 

232.83 

 

Rating The number of stars the 

review has got 

4.05 

 

1.44 

 

Positive score Positive sentiments of 

review 

18.62 

  

21.81 

 

Negative score Negative sentiments of 

review 

5.62 

 

7.85 

 

Covariates 

(CV) 

Pen, stylus Product features mostly 

discussed in the reviews 

NA NA 

App, apps NA NA 

Battery life, 

power 

NA NA 

Display, 

resolution, 

screen, touch 

NA NA 

Keyboard, 

mouse, button 

NA NA 

Port, usb NA NA 
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And each review was associated with different review characteristics and product 

features. Basic descriptive statistics were obtained as shown in Table 13. The table 

also describes each variable used in the LCR analysis. 

4.2.1 Building and selecting the LCR analysis model 

In this research, as described in section 4.1, Latent GOLD11 software was used to 

perform LCR analysis of the review dataset. LCR analysis was performed on the 

review data by taking people found useful as the dependent variable (DV) in the 

analysis. The predictor variables or the independent variables (IV) were used to 

predict the helpfulness of the reviews while the identified product features were used 

as covariates to predict the class membership of the reviews as shown in Table 13. 

Table 14. LCR Model Selection   
LL BIC(LL) p-value R² 

Model 1 1-Class 

Regression 

-2276.99 4611.436 3.0e-605 0.8924 

Model 2 2-Class 

Regression 

-1394.48 2948.544 2.70E-289 0.9974 

Model 3 3-Class 

Regression 

-1265.55 2792.815 1.90E-250 0.9994 

Model 4 4-Class 

Regression 

-1232.51 2828.889 1.60E-244 0.9994 

Model 5 5-Class 

Regression 

-1226.52 2919.035 7.80E-248 0.9995 

In LCR analysis, various regression models were developed for a different number of 

classes (e.g. 1 class, 2 class, 3 class and so on) and the optimum model among them 

was chosen by looking at various model statistics such as Akaike information 

criterion (AICs), Bayesian information criterion (BICs) and R2 values. In particular, a 

latent class model with a lower BIC and a higher R2 (overall) value would be 

                                                 
11 http://www.statisticalinnovations.com/latent-gold-5-1/ 

https://en.wikipedia.org/wiki/Akaike_information_criterion
https://en.wikipedia.org/wiki/Akaike_information_criterion
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selected. In LCR analysis, each model was also associated with two underlying output 

models, namely, (i) model for dependent (i.e. regression analysis) and (ii) model for 

classes (i.e. covariates statistics). After choosing the optimal model, the coefficients 

of the underlying associated model were used to determine the class membership of 

the covariates and estimate a regression equation for each of these classes. In this 

case, after running the LCR models for different classes, the best model was model 3 

with a lower BIC (2792.8154) and higher R2value (0.9994) for this review dataset 

(see Table 14). 

4.2.2 Determining class belonging of each co-variate from the output of LCR 

model (model for classes) 

The first output of the LCR model was the model for classes. As shown in Table 15, 

every covariate had a certain degree of class membership in each of the three classes. 

The degree of class membership is shown by the coefficient values as shown in the 

table.  

Table 15. Model for classes 
 

Class1 Class2 Class3 Wald p-value 

Intercept 2.0912 -0.6013 -1.4899 174.3225 1.40E-38 

Covariates Class1 Class2 Class3 Wald p-value 

app, apps 0.0347 -0.1997 0.1649 2.2806 0.32 

battery life, power -0.1856 0.2035 -0.0179 10.5699 0.0051 

display, resolution, 

screen, touch 

-0.0257 -0.0601 0.0858 2.1011 0.05 

keyboard, mouse, button 0.0096 -0.0614 0.0518 0.675 0.02 

pen, stylus -0.2428 0.4232 -0.1804 11.2993 0.0035 

port, usb 0.2399 -0.3764 0.1365 6.6859 0.035 

Those coefficients were used to calculate each covariate’s class membership. For 

example, pen~stylus had more contribution towards class2 (beta ~ 0.4232) than class1 
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(beta~ -0.2428) and class3 (beta~ -0.1804). Also, the p value associated with each 

covariate showed that some covariates were highly significant (i.e. p < 0.05) in 

predicting the class membership such as pen/stylus, port/usb, and battery/power. 

Those highly significant covariates were then considered as important product 

features of the product on which consumers have mostly discussed in the reviews. 

The model for classes output was used to find the consumer class of a consumer 

based on his/her selection of a covariates (i.e. preferred product features). For 

example, if a consumer selected a product feature, such as “pen, stylus”, then he/she 

would primarily belong to class2 as the pen/stylus had mostly contributed to class2. 

He/she would also have a membership with class 1 and class 2, however with a lower 

degree. In this research, a participant was assigned to one particular class only based 

on his/her selection of preferred product feature(s). However, LCR analysis allows 

probabilistic assignment of the same individual to multiple classes and uses a 

weighted average technique to recalculate the scores of reviews across multiple 

classes and re-rank reviews per each class. That will be explored in future research 

given the scope of this study. 

4.2.3 Estimate the regression models for each of the classes and re-calculate 

and re-rank the helpfulness of all the reviews. 

The second output of the LCR model, model for dependent is shown in Table 16. The 

overall R2 for the classes was 0.9994 indicating the result was statistically significant. 

The result shows that, there was significant differences among the predictors’ 

contribution toward the helpfulness of the reviews on all three classes (p < 0.05), 

except positive score (p > 0.05) which had more or less same significance on all three 
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classes. While the positive coefficients were positively contributing toward the 

helpfulness of the reviews and negative coefficients were negatively influencing the 

helpfulness of the reviews. However, the amount of contribution of each predictor 

(i.e. coefficients of each predictor) was different in each class. For example, it can be 

interpreted that, class 1 is mostly about word count and positive rating and class1 is 

positively influenced by the non-stopword word count but negatively influenced by 

product rating. It indicates that consumers belonging to a particular class may 

emphasize different characteristics of reviews. 

Model for dependent is used to calculate the helpfulness of the reviews for each class. 

More specifically, the regression coefficients of the predictor variables in each class 

are used to calculate the helpfulness of the all reviews for that class. For each class, 

the steps for calculating the helpfulness of the reviews are given below. 

1. Multiplying the coefficients of each of the predictors into the corresponding 

value in the dataset to estimate the regression equation for each of the classes 

which can be represented as the following regression equation: 

Helpfulnessc = Constantc (intercept) + β1c word_count + β2c comments+ β3c 

num_days + β4c negative score + β5c total_num_people + β6c positive_score 

+ β7c rating+ ε 

2. Calculating helpfulness of all the reviews for each class using the 

corresponding regression equation.  

In this case study, for each class, a separate regression equation was developed using 

the corresponding regression coefficients. Then helpfulness scores of all the reviews 
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were calculated for each class using the corresponding regression equation and 

reviews were ranked based on the calculated scores. In other words, each class had a 

separate review ranking that showed reviews to the consumers in a different order 

than other classes.  

Table 16. Model for dependent  
Class1 Class2 Class3 

 

R² 0.7509 0.9985 0.9998 
 

people found useful Class1 Class2 Class3 p-value 

Intercept 0.6795 1.3828 1.8205 5.70E-60 

Predictors Class1 Class2 Class3 p-value 

Word count 0.0076 0.0042 0.0007 3.70E-05 

Comments 0.0643 0.0587 -0.0699 1.30E-12 

Number of days 0.0043 0.0082 0.0096 4.60E-103 

Negative score -0.0141 -0.0411 0.0244 7.50E-10 

Total Number of people 0.0037 0.0023 0.0046 1.20E-27 

Positive score -0.0038 0.0041 -0.0024 0.46 

Rating -0.1772 -0.2296 -0.1619 1.30E-22 

Table 17 shows an example of LCR based helpfulness scores calculated for all 3 

classes, for 5 random reviews of the product used in this case study. It can be seen 

that, LCR based helpfulness scores of reviews (i.e. Class 1 score, Class 2 score and 

Class 3 score) were different in each class and upon ranked by the scores of each 

class, it gave three separate rankings of the reviews, one for each class.  Also, the 

given example showed that the helpfulness scores of the reviews were zero in the 

original helpfulness ranking. However, after applying LCR analysis on the reviews, 

the helpfulness scores were changed to non- zero scores. This indicates that LCR 

analysis calculates helpfulness scores of all the reviews of a product including the 

reviews that have not got any helpfulness score in the original helpfulness ranking. 

For example, Figure 17 shows an excerpt from a review that was ranked high by LCR 
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ranking for consumer class 2 of product2 (i.e. Microsoft Surface pro tablet). 

Consumers that belong to class 2 preferred “pen/stylus” as the product feature.  

This comes with only the Surface Pro 3 with the pen. ... Overall it's nice tablet. I'd 

buy a cheap glove or glove liner for using the pen. Because it's a tablet, it will 

detect the side of your hand on the screen while you're writing. This causes extra 

pen marks from the side of your hand. ... 

Figure 17. A Review discussing about the pen feature of tablet 

The original people found useful score (i.e. the helpfulness score) for the review 

shown in is zero in the helpfulness ranking, but the content of the review suggests that 

the review will be useful for a consumer trying to know more about the “pen/stylus” 

feature of the tablet. This example shows that LCR ranking can help bring a relevant 

review to the notice of prospective consumers by weighing them higher in the ranking 

system. 

Table 18 shows the reviews ranked in three different order (LCR based) including the 

original helpfulness based order. When a consumer selected a product feature, such as 

pen/stylus, he/she was first classified to class2 (as described in section 4.2.3) and then 

class 2 review ranking was shown to him/her where reviews were ordered in 

differently than reviews ordered in class1 and class3. 
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Table 17. Example LCR based helpfulness of the reviews 

id Clean 

word 

count 

Comments Number 

of days 

Negative 

score 

People 

found 

useful 

People 

total 

Positive 

score 

Rating Class 1 

score 

Class 2 

score 

Class 3 

score 

639 140 0 29 6 0 0 15 5 0.171 0.4849 1.3862 

640 125 0 4 4 0 0 18 4 0.2083 0.5788 1.2524 

641 133 0 0 0 0 0 17 5 0.1709 0.5313 0.9685 

648 103 0 12 3 0 0 11 5 0.1082 0.4335 1.1725 

650 106 0 210 2 0 0 19 5 0.9229 2.1184 3.0246 

 

Table 18. Reviews ranked by different order 

Reviews Helpfulness rank LCR Class1 rank LCR Class2 rank LCR Class3 rank 

639 612 612 615 615 

640 613 613 627 627 

641 614 615 614 614 

648 615 627 613 613 

650 627 614 612 612 
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Chapter 5. Performance Evaluation of FDPPR 

This chapter presents an evaluation of the proposed FDPPR framework for providing 

personalized review ranking to the consumers. Section 5.1 presents hypotheses 

development that are aimed at comparing the existing review ranking with the review 

ranking developed by FDPPR framework. Section 5.2 presents research methodology 

of the online user study in detail. Section 5.4 discusses the experimental procedure 

followed by Section 5.3 that presents details about the participants of the study. 

5.1 Hypotheses Development    

In this research, an online user study was conducted to evaluate the effectiveness of 

the proposed FDPPR framework by comparing the performance and user perceptions 

of the proposed product feature oriented, personalized review ranking with the most 

widely used helpfulness ranking. In particular, it was tested whether LCR ranking that 

takes consumer’s personal product feature preferences into consideration, provides 

more relevant and helpful reviews than traditional helpfulness ranking. The 

performance and user perceptions are captured by using 3 widely used measures in 

the IS research for system evaluation, namely, (1) relevance, (2) knowledge and (3) 

satisfaction. A website (i.e. www.curetext.com) was designed to perform this online 

experiment.  
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5.1.1 Personalized Review Ranking vs. Helpfulness Review Ranking with 

respect to Relevance 

According to various models of information systems (IS) success, 

information relevance has been an important dimension of information quality [104]. 

A study of digital libraries found that relevance of the information retrieved from the  

information retrieval (IR) systems had a significant effect on perceived helpfulness of 

IR systems [134]. Helpfulness ranking provides a lot of information about a product 

irrespective of any specific feature(s) of the product. But most of the time consumers 

have varying interests on different features of a product while evaluating the quality 

of the product. Thus, providing information about specific features of a product that 

are of interest to consumers seems more helpful to them. Extant research has shown 

that providing relevant information to the users based on their preferences (i.e. 

personalized approach) helps them quickly assess the quality of the items and 

subsequent decision making [135, 136].  As the amount of reviews abundantly 

increase with time, it is not only important to find relevant reviews but also 

presenting them to the consumers in an effective order (i.e. rank) so that users can 

quickly evaluate the product based on their personal preferences. There have been 

many studies that have substantiated the need of ordering of information while 

accessing information because it helps faster judgement and decision making by 

human beings [137, 138]. Based on the discussed theoretical ground, it is predicted 

that, the personalized review ranking proposed in this research will provide more 

relevant information to the consumers than the currently available helpfulness 

ranking. The first hypothesis is proposed as follows: 
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Hypothesis 1(H1): Consumers will be able to access more relevant reviews from the 

top reviews ranked by the personalized review ranking (i.e., LCR ranking) as 

compared to the top reviews based on helpfulness ranking 

5.1.2 Personalized Review Ranking vs. Helpfulness Review Ranking with 

respect to Knowledge  

As a part of the review data analysis performed during this research, it is observed 

that the top reviews (i.e. reviews ranked high) in the traditional helpfulness ranking 

system usually contain a lot of discussion about the product features of the product. 

Those reviews contain in-depth analysis of some product features and their quality. 

For example, many reviews compare the product features with other competitive 

products’ product features and provide additional details about the product features 

that increase the knowledge of consumers on the product features. Before making a 

purchase decision, usually consumers evaluate the quality of a product based on their 

preferences for certain features of the product. They prefer to read reviews where they 

gain more information about their preferred product features. In the helpfulness 

review ranking, consumer’s product feature preferences are not taken into 

consideration. So, it can be assumed that top reviews in such ranking system provide 

detailed information of some of the product features on which the consumer might 

not be interested at all. On the other hand, in the personalized review ranking, the 

consumer is first requested to provide his/her choice for a particular product feature 

of the product on which he/she want to see some reviews. Based on that feedback, the 

reviews are ranked and presented to the consumers where the top reviews in the 

raking provide more relevant discussion and information about the consumer desired 

product features. The assumption is that the consumer will prefer the reviews that 
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provide more knowledge about the product features that is of interest to a perspective 

consumer. Thus, the second hypothesis is proposed as follows: 

Hypothesis 2 (H2): The top reviews ranked by personalized review ranking (i.e. LCR 

ranking) will provide a higher level of knowledge about interested features of a 

product to consumers than those ranked by helpfulness ranking 

5.1.3 Personalized Review Ranking vs. Helpfulness Review Ranking with 

respect to Satisfaction    

Consumer satisfaction has been considered as a perceptual or subjective measure of 

system success and one of the important determinants of information system 

effectiveness [104]. If an ORP makes it very difficult and time consuming for 

consumers to find reviews that meet their needs, consumers will become dissatisfied 

and look elsewhere [139, 140] . Traditional helpfulness ranking does not consider 

consumers’ specific needs (i.e., product feature preferences) while assessing and 

ranking reviews, which may end up ranking those reviews that receive a large number 

of helpful votes but do not necessarily comment on the specific product features 

important to a consumer, leading to high consumer dissatisfaction. In contrast, the 

personalized review ranking better caters a consumer’s need by taking product 

features commented in reviews and consumer preferences into consideration, thus can 

make the search for relevant reviews much easier for consumers and better satisfy 

them than the helpfulness ranking. Based on this assumption, the third hypothesis is 

proposed as follows: 

Hypothesis 3 (H3): Personalized review ranking (i.e. LCR ranking) will lead to 

higher consumer satisfaction than helpfulness ranking 
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5.2 Research Methodology 

To test the hypotheses discussed in Section 5.1, a user study was designed that 

captured ranking of a set of reviews by the participants based on their product feature 

preferences. This user study aimed to derive a ranking of 6 reviews by comparing 

each review to another review (i.e. pairwise comparison of reviews). A pairwise 

comparison of 6 reviews (i.e., n = 6) provides a set of 15 (i.e. 
𝑛(𝑛−1)

2
) review pairs. 

Thus, 15 review pairs were shown to the participants sequentially in a random order. 

For each pair, the participants were asked to compare them and select the review that 

better matches their interest and provide the relative importance of one review to 

another by answering a set of questions (i.e. providing scores in a Likert scale). Using 

these scores, a user ranking was derived for each participant (i.e. each participant’s 

own ranking of the reviews) and was used as gold standard benchmark for comparing 

the performance between two system generated rankings namely (see Figure 18), (i) 

people found useful ranking (i.e. helpfulness ranking) and (ii) FDPPR ranking based 

on the LCR analysis (i.e. LCR ranking).  
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Figure 18. Research methodology for the evaluation of FDPPR using user 

study 

A system generated ranking would be considered better and more desirable if it ranks 

reviews in a more similar way to a participant’s self-ranking.  

The design of the user study is divided into five separate steps, namely 

(i) Review Selection  

(ii) User Class Determination  

(iii) User Review Preference Capture using Pairwise Comparison 

(iv) Determine the Preferred Ranking of the User 

(v) Grade the Review Ranking System 

5.2.1 Product and Review Selection 

Two products were chosen for the evaluation study that belonged to two different 

electronic product categories. The first product chosen was Celestron SkyMaster 

Binoculars with Tripod Adapter (amazon id: B00008Y0VN), referred to as product 1 

in the experiment to avoid product bias of the participants, and the second product 

chosen was Microsoft Surface Pro 3 laptop (amazon id: B00KHR4ZL6, a niche 

electronic product category), referred to as product 2 (a common electronic product 

category). In the experiment, along with the 6 eligibility/demographic questions (see 

Appendix B) and 2 demo video questions (see Appendix B), each participant had to 

answer 5 questions during each pairwise comparison of reviews. This process resulted 

into a total of 150 questions (i.e. 15 pairwise comparisons * 2 products * 5 questions) 

per participant. Thus, to avoid cognitive overload and to limit the number of 

questions asked to a participant within a reasonable time frame, 6 reviews per product 

were selected to be ranked by each participant. 
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Table 19. Review selection process based on two different types of ranking 

Review ID Reviews by helpfulness 

ranking 

Reviews by LCR ranking per class 

1 High Low 

2 High Low 

3 High Low 

4 Low High 

5 Low High 

6 Low High 

Also, among those 6 reviews, to avoid any kind of bias towards a particular type of 

review, 3 reviews were chosen with high helpfulness scores and very low LCR based 

scores while the other 3 reviews were chosen to have a high LCR based scores with 

low helpfulness scores. It is to be noted that while choosing reviews having high LCR 

scores and low helpfulness score, 3 separate reviews were selected for each consumer 

class that was identified during LCR model building process. Based on the calculated 

class of the participant, the corresponding set of reviews were selected for that 

participant in the user study. Also, to eliminate extremely long or short reviews, 

reviews of similar length were selected in this user study. More specifically, the 

number of words in each review would fall in a range of 250 to 350 words. 
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Figure 19. Product feature selection by participant 

5.2.2 User Class Determination 

In this step, participants were first shown a detail description of a product and were 

instructed to select a product feature of their choice from a list of available product 

features as shown in Figure 19.  Based on their selected product feature, participants 

were classified to a particular consumer class pre-determined by the LCR analysis. 

5.2.3 User Review Preference Capture using Pairwise Comparison 

After a participant selected a particular product feature, he/she was presented with 

pairwise comparison of reviews (see Appendix B). As discussed earlier, 15 review 

pairs were presented to the participants sequentially in a random order. For each pair, 

the participants were asked to compare them and select the review that better matches 

their interest in the selected product feature. First, participants were asked a primary 

level question (see Figure 20) and provided the relative superiority of one review to 

another. The purpose of primary level question was to capture the overall preference 
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of the participants for a particular review in the review pair. The primary level 

question was asked as follows: 

Q: Which review provides better information about the feature, you selected? 

Upon answering the primary level question, they were asked three secondary level 

questions (i.e. the 3 Likert scale questions) and provided the relative superiority of 

one review to another with respect to three specific measures (i.e. relevance, 

knowledge and satisfaction). The questions were framed as follows: 

(1) Review A provides more relevant information about the selected feature 

than review B 

(2) Review A provides more knowledge about the selected feature than review B  

(3) I am more satisfied by the information provided by review A than review B about 

the selected feature 

A seven-point Likert scale from ‘‘strongly disagree’’ to ‘‘strongly agree’’ was used to 

capture the score given by each participant on the review pair (see Appendix B). The 

participants were also asked a question about the reviews, such as “In which review, 

the reviewer has provided negative comments on the selected product feature?” to 

make sure that they actually read the content of the reviews before they answered the 

primary and secondary level questions. 

This user study has used 3 widely used system evaluation measures (i.e. relevance, 

knowledge, and satisfaction) to capture participants’ feedback on the quality of the 
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reviews. However, there are several other measures used in IS research for system 

evaluation and including those in this research would certainly enhance the quality of 

the evaluation process. But with the limited resources and other constraints such as a 

reasonable time frame, cognitive overload of the participants etc., the scope of the 

research has been restricted to the use of these three measures. In future, more 

resources will be allocated to include several other measures to conduct a 

comprehensive user study. 

 

Figure 20. Primary level question 

In addition to that, to avoid any kind of bias, review pairs shown to the participants 

were also randomized for each participant. An example “review preference” dataset 

after capturing the answers from a single participant is shown in Table 20.  
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Table 20. Basic review preference using pairwise comparison 

Comparison 

No. 

Review a  Review B Preferred Review Scale (AHP) 

1 R2 R1 R1 5 

2 R3 R1 R1 4 

…. …. …. …. … 

15 Rn R15 Rn 7 

5.2.4 Determine the Preferred Ranking of the User 

In this step, Analytical Hierarchical Processing (AHP) was applied to develop a rank 

of the 6 reviews for each participant (i.e. user ranking). AHP uses pairwise 

comparison method to measure the weight of two criteria by measuring the relative 

importance of one criteria over the other. In this case, AHP was applied to weigh 

reviews using the scales provided by the participants in the pairwise comparisons and 

assign a score to each review. The reviews were then ranked by these scores. The 

process is depicted by Figure 21. As AHP involves with the modeling of subjective 

judgements by the users, it is necessary to check the consistency in the subjective 

judgements.  

AHP provides a measure called Consistency Ratio (CR) at each level of comparison 

that determines the level of consistency in terms of proportionality and transitivity in 

the subjective judgements by a decision maker [107] (i.e. participant). A low 

 

Figure 21.  Getting reviews ranked by the user in a user study 
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consistency ratio indicates that the pairwise comparisons are adequately consistent, 

hence the subjective judgements of the participants would be acceptable.  

Table 21.  Priorities and ranking consistency using AHP 

Reviews Weight from pairwise matrix 

eigenvalues 

Participant’s User Ranking 

R1 0.2533351 1 

R2 0.1266676 6 

R3 0.1266676 4 

R4 0.1436136 5 

R5 0.1436136 3 

R6 0.2061025 2 

Consistency Ratio (CR) = 0.03949082 

In the user study, consistency ratio was calculated first, to ensure that the answers 

given to the pairwise comparisons by the participants were consistent. Any highly 

inconsistent answers (i.e. having consistency ratio more than 0.15) were excluded 

from further analysis. Table 21 shows an example of the user ranking with review 

priorities and the ranking consistency ratio calculated using AHP.  

In this study, for each participant, the answers to the primary level questions were 

used to obtain a primary level user ranking. Similarly, the answers to the secondary 

level questions were used to develop three secondary level user rankings (i.e. user 

relevance ranking, user knowledge ranking and user satisfaction ranking). Table 22 

shows an example analysis of secondary level user rankings and the associated 

consistency ratios. 
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Table 22. Calculating secondary level of rankings using AHP 

Reviews Relevance

 priorities 

Relevance

 ranking 

Knowledge

 priorities 

Knowledge

 ranking 

Satisfaction

 priorities 

Satisfaction

 ranking 

R1 0.1644 2 0.0944 4 0.1644 2 

R2 0.1469 6 0.2460 2 0.1469 6 

R3 0.1469 5 0.1254 3 0.1469 5 

R4 0.1644 3 0.0333 6 0.1644 3 

R5 0.1644 4 0.0463 5 0.1644 4 

R6 0.2127 1 0.4542 1 0.2127 1 

Consisten

cy Ratio (

CR) 

 0.04  0.08  0.01 

  

5.2.5 Grade the Review Ranking Systems  

After obtaining consistent user ranking of each participant, next step was to find 

which one of the two system generated rankings ((i.e. helpfulness ranking and LCR 

ranking) ranked reviews in a more similar way to the user ranking. To achieve this, 

normalized kendall tau distance (d) was used to calculate the distance between user 

ranking and two system generated rankings as shown in Figure 18. Kendall tau 

distance (d) is a metric that counts the number of pairwise disagreements between 

two ranking lists after performing some bubble sorting swapping. The calculation for 

normalized kendall tau distance is given by: 

𝑑 =
𝑛𝑑

𝑛(𝑛−1)/2
  (1) 

Where 𝑛𝑑 the number of discordant pairs. For a pair (𝑖, 𝑗) if observation 𝑖 is ranked 

above observation, then the pair is called concordant. Otherwise, it is marked as 

discordant. Given this definition, if 𝑑 = 0 both lists are perfect in agreement. If 𝑑 = 1 

https://ipfs.io/ipfs/QmXoypizjW3WknFiJnKLwHCnL72vedxjQkDDP1mXWo6uco/wiki/Metric_(mathematics).html
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one list has a complete reverse order than the other list. Thus, in this case, the system 

generated ranking which has less distance from the user ranking was considered as 

the preferred review ranking. 

Table 23. Distance (d) between primary level user ranking and system 

generated rankings 

 User 

Ranking 

Review 

ID 

Helpfulness 

Ranking 

LCR Ranking 

4 R1 6 3 

2 R2 5 1 

3 R3 1 4 

6 R4 2 2 

5 R5 3 5 

1 R6 4 6 

Distance (d)   -0.333 0.0666 

 

In this user study, distance was computed both for primary level and secondary level 

user rankings. First, kendall tau distance (d) was computed between the primary level 

user ranking and the two system generated rankings for each participant as shown in 

Table 23.  

Table 24. Distance (d) between user ranking and system generated rankings 

at primary level 

 Participants distance (d) with helpf

ulness ranking 

distance (d) with LCR Ra

nking  

 

Participant 1 -0.466 -0.25 

Participant 2 0.122 -0.34 

Participant 3 -0.301 -0.178 

….. ……….. ………. 

Participant n 

(n=66) 

0.004 0.066 

Next, distance was computed for the secondary levels user rankings using the same 

procedure. More specifically, distance was computed between, (i) user relevance 
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ranking and the system generated rankings, (ii) user knowledge rankings and system 

generated rankings, and (iii) user satisfaction ranking and system generated rankings.  

5.3 Participants 

A total of 66 participants (online panel of professional survey takers at Amazon 

Mturk) were recruited for the user study on a voluntary basis with an IRB approval.  

Table 25. Participants background information 

Total Participants = 66  Number of Participants 

Age < 18 

18-25 

26-35 

36-45 

46-55 

56-65 

>65 

0 

12 

24 

21 

8 

1 

0 

Education Level Graduate 

Undergraduate 

High school/Diploma 

Other 

8 

37 

18 

3 

Gender Male 

Female 

37 

29 

Familiarity with review 

websites 

Moderately  

Strongly 

Extremely 

9 

18 

39 

Frequency browsing online 

product reviews 

Daily 

Weekly 

Monthly 

14 

34 

18 

Impact of online reviews on 

product purchase 

To a moderate extent 

To great Extent 

To very great extent 

31 

19 

16 

To ensure data quality, only those MTurk workers with at least 5,000 approved 

Human Intelligence Tasks (HIT) and a 97% of HIT approval rate were allowed to 

participate in the user study. The user study also made sure that any MTurk worker 

could not participate more than once in the user study. All the qualified MTurk 
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workers were further asked to fill out a pre-study questionnaire to ensure that all 

participants had prior experience with using online review platforms/online reviews 

and online shopping.  

Participants received up to $10 in cash (through Amazon MTurk) after successful 

completion of the study. Among the participants 29 (i.e. 43 %) were female and 37 

(i.e. 57 %) were male. Most of the participants were in the age range of 26-45 (i.e. 68 

%). In general, almost 86 % of all participants were strongly familiar with the review 

websites and 51 % of participants browsed reviews about a product before making 

purchase decisions on a weekly basis. Also, for 53 % of the participants, online 

reviews had a strong impact on their product purchase decisions. Table 25 

summarizes the background information of all participants in the study.  

5.4 Experimental Procedure 

This user study was a web-based user study where participants conducted the user 

study online. They were instructed to read through each steps of the user study 

thoroughly before proceeding with the experiment. Participants were requested to 

complete the user study in one sitting and were able to ask us any questions through 

email at any time during the study. 

1. First all participants browsed “www.curetext.com” website and were asked to 

answer a few questions to determine their eligibility to participate in the user 

study. In particular, participants filled in a pre-questionnaire on their 

demographic information (including age and gender) and experience with 
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review platforms such as amazon.com to buy products (see Appendix B). 

Participants not eligible for the study, were politely requested to withdraw 

from the study.  

2. Eligible participants, (Amazon MTurker) were auto registered based on their 

worker id before they start the user study. Then participants were asked to 

read a disclaimer suggesting that they had to follow all the steps of the user 

study correctly and provide answers to the questions asked to them during 

different steps of the user study correctly. To ensure that participants were 

answering to the questions correctly, a method (AHP consistency ratio) was 

employed that checked consistency in their answers. Participants who 

provided highly inconsistent answers, (incorrect answers) were not 

compensated and their feedback was not incorporated in the analysis (see 

Appendix B).  

3. On agreement with the disclaimer, brief objective/aim of the study was 

presented to the participants first (see Appendix B). Next, online consent was 

obtained from each participant who wanted to participate in the study. 

Participants were allowed to withdraw from the study at any time and the data 

entered by each participant were removed and excluded for any kind of further 

analysis. After providing their consent to continue with the study, participants 

were shown the procedure/tasks of the experiment followed by the demo of 

the experiment. A web portal was provided to the participants with a 

training/demo session of how to select product features, compare reviews and 



 

 

94 

 

provide their answers to the questions regarding the reviews. Participants were 

able to view the demo whenever they needed throughout the experiment by 

visiting the demo page at http://www.curetext.com/home/showdemo. After 

viewing the demo, participants went through a pre- experiment test, where 

they were asked two questions regarding the demo video to ensure that the 

participants correctly understood the tasks. They were able to continue with 

the experiment only after providing correct answers to the questions. Also, 

participants were instructed to ask any questions through email if they had any 

problem with understanding the tasks/procedure of the study before they 

started the experiment. 

4. Upon successfully providing correct answers, participants were directed to a 

page that shows a product name. Participants were then requested to select the 

product to see some description, technical specifications, visual of the product 

and a list of features of the product (the information of the product was 

exactly the same as it was posted in the original Amazon.com website). After 

instructed to read the information about the product, participants were asked 

to choose only one of the product listed features. On selecting a particular 

feature that they liked, they were presented with a set of review pairs (15 pairs 

of reviews) sequentially (see Appendix B).  

5. Participants were asked to thoroughly read a pair of reviews and provide their 

answers to the questions related to the presented reviews. Also, an additional 

question was asked about the two reviews in each review comparison process 
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to ensure that the participants are actually reading the reviews before they 

provide their answers to the questions. Once the participant completed the 

review comparison for the first product, the same steps were repeated for the 

second product.  

After the experiment, the Amazon Mturk participants got compensated by typing a 

unique code provided in the user study web portal. 
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Chapter 6. Data Analysis and Results  

This chapter presents data analysis and results of the user study. The data collected in 

the user study were statistically analyzed by AHP and normalized kendall tau distance 

measure to determine the efficacy of FDPPR. This chapter is divided into three 

subsections as follows. Sections 6.1 analyzes the data from the participants to 

determine whether the answers provided by them were consistent. Section 0 describes 

the results of primary level user ranking analysis. In section 6.3, the results of the 

secondary level user ranking analysis are presented. The secondary level user ranking 

analysis was the basis for testing the three hypotheses proposed in the user study.   

6.1 Results on Consistency 

As discussed in Section 5.2.4 in pairwise comparisons, inconsistent answers (i.e. a 

consistency ratio more than 0.15) were removed before further data analysis. In the 

primary level ranking, 59 participants for product 1 and 62 participants for product 2 

provided consistence answers (see Table 26). Thus, primary level user rankings 

corresponding to participants who provided consistent answers were only taken for 

further analysis. 

Table 26. Participants’ consistency ratios (CR) for primary level user ranking 
 

Total 

Participants 

Participants with 

CR < 0.15 

Percentage Minimum 

CR 

Maximum 

CR 

Product 1 66 59 89% 0 0.14 

Product 2 66 62 94% 0 0.13 

In the secondary level user rankings, consistency ratios were only calculated for the 

participants who already provided consistent answers in the primary level ranking. In 
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the secondary level user rankings, about 66% of participants in both products 

provided consistence answers for relevance. For knowledge, while 54% provided 

consistence answers in product 1, about 48% of participants provided consistent 

answers for product 2. For satisfaction, 42% provided consistence answers for 

product 1 and 62% provided consistence answers for product 2. Table 27 also shows 

the range in the consistency ratios for secondary level of rankings. From both levels 

of user rankings, the result showed that some participants provided perfectly 

consistent answers (consistency ratio of 0) while other participants provided 

consistent answers at a permissible level (i.e. CR less than 0.15).   

6.2  Results on Primary Level User Ranking  

The primary level user ranking data were analyzed to find out the overall 

performance (i.e. ranking reviews in a more similar way to a participant’s self-

ranking) of the system generated rankings. As discussed in section 2.3.2, for each 

participant, normalized kendall tau distance (d) was calculated between user ranking 

Table 27. Participants’ consistency ratios for secondary level user ranking 

 Type of Ranking Number of consistent 

participants (%) 

Consistency Ratio (CR) 

Product 1 

 

Relevance  39 (66.1%) Min CR = 0.0 

Max CR =0.14 

Knowledge 25 (42.3%) Min CR = 0.0 

Max CR = 0.14 

Satisfaction 

 

32(54.2%) Min CR =0.0 

Max CR =0.14 

Product 2 Relevance 41 (66.1%) Min CR = 0 

Max CR = 0.14 

Knowledge 30 (48.38%) Min CR = 0.0 

Max CR = 0.13 

Satisfaction 39 (62.09%) Min CR = 0 

Max CR = 0.14 
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and the system generated rankings. The system generated ranking having less 

distance from user ranking was considered as the better and desired ranking for the 

participants. In this analysis, first distance (dhelp) was calculated between user ranking 

and helpfulness ranking. Next, distance (dLCR) was computed between user ranking 

and LCR ranking for each participant (see Appendix C and Appendix D). A paired 

sample t-test (see Appendix E) was performed on this data that showed that average 

distance between LCR ranking and user ranking was significantly less than the 

average distance between helpfulness ranking and user ranking. For product 1, t58 = 

5.2 (p < 0.05) and product 2, t61 = 6.9 (p < 0.05). This result implied that, for each 

product, LCR ranking had less distance from user ranking than helpfulness ranking. 

The data analysis on primary level user rankings also showed that more than 70% of 

user rankings were close to the LCR ranking in product 1. A similar result was also 

obtained for product 2, where more than 80% of user rankings were close to the LCR 

ranking. From the analysis, it was confirmed that LCR ranking was close to 

participants’ self-rankings (i.e. user rankings). Thus, it can be concluded that overall 

participants preferred the proposed LCR ranking than the existing helpfulness 

ranking. 

6.3 Hypotheses Test Results 

The secondary level user rankings data were analyzed to test the three hypotheses 

proposed in the user study (see Section 5.1). The hypotheses were tested to 

understand the participants’ preference for a particular system generated ranking with 

respect to each of the three measures (i.e. relevance, knowledge, and satisfaction). 
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The same data analysis procedure as presented in Section 6.2 was performed to test 

the 3 hypotheses.  

In the next section, the details of the hypotheses tests are presented. Table 28 presents 

the results of the hypotheses test. 

Table 28. Hypotheses test results (results on participants’ secondary level user 

rankings) 

 Hypotheses Measures Expected 

Outcome 

Result of 

t-test 

Supported? 

Product 

1 

H1: Consumers will 

be able to access more 

relevant reviews from 

the top reviews ranked 

by the personalized 

review ranking (i.e., 

LCR ranking) as 

compared to the top 

reviews based on 

helpfulness ranking  

Relevance Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

 

Significant 

(< 0.05) 

Y 

H2: The top reviews 

ranked by 

personalized review 

ranking (i.e. LCR 

ranking) will provide 

a higher level of 

knowledge about 

interested features of a 

product to consumers 

than those ranked by 

helpfulness ranking 

Knowledge Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

Significant 

(< 0.05) 

Y 

H3: Personalized 

review ranking (i.e. 

LCR ranking) will 

lead to higher 

consumer satisfaction 

than helpfulness 

ranking 

Satisfaction Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

Significant 

(< 0.05) 

Y 
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Table 28. Hypotheses test results (results on participants’ secondary level user 

rankings) 

Product 

2 

H1: Consumers will 

be able to access more 

relevant reviews from 

the top reviews ranked 

by the personalized 

review ranking (i.e., 

LCR ranking) as 

compared to the top 

reviews based on 

helpfulness ranking 

Relevance Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

Significant 

(< 0.05) 

Y  

H2: The top reviews 

ranked by 

personalized review 

ranking (i.e. LCR 

ranking) will provide 

a higher level of 

knowledge about 

interested features of a 

product to consumers 

than those ranked by 

helpfulness ranking 

Knowledge Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

Significant 

(< 0.05) 

Y 

H3: Personalized 

review ranking (i.e. 

LCR ranking) will 

lead to higher 

consumer satisfaction 

than helpfulness 

ranking 

Satisfaction Distance 

between (LCR 

ranking and 

user ranking)  

< 

Distance 

between 

helpfulness 

ranking and 

user ranking) 

Significant 

(< 0.05) 

Y 

6.3.1 Results of H1: Personalized Review Ranking vs. Traditional Helpfulness 

Ranking with respect to Relevance 

H1 posits that consumers will be able to access more relevant reviews from the top 

reviews ranked by the personalized review ranking (i.e., LCR ranking) as compared 

to the top reviews based on helpfulness ranking. To test the hypothesis, normalized 

kendall tau distance (d) was calculated between user relevance ranking and the two 
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system generated rankings (i.e., helpfulness ranking and LCR ranking) for each 

participant. The system generated ranking having less distance from user relevance 

ranking was considered as the better and desired review ranking. First, distance 

(dhelp_rel) was computed between user relevance ranking and helpfulness ranking. 

Next, distance (dLCR_rel) was computed between the user relevance ranking and LCR 

ranking for each participant (see Appendix F and Appendix I). A paired sample t-test 

was performed on this data that confirmed that the average distance between the LCR 

ranking and user relevance ranking was significantly less that the average distance 

between helpfulness ranking and user relevance ranking (see Appendix E). For 

product1, t36 = 2.2 and p < 0.05; and for product2, t40 = 4.6 and p < 0.05). So, the 

result of the analysis indicated that compared to helpfulness ranking, LCR ranking 

ranked reviews by their relevance in a more similar way to a participants’ self-

ranking of the same reviews (i.e. user relevance ranking). Thus, it was concluded that 

participants obtained more relevant reviews by using the LCR ranking than 

helpfulness ranking; thus, hypothesis 1 was supported in this research.  

6.3.2 Results of H2: Personalized Review Ranking vs. Traditional Helpfulness 

Ranking with respect to Knowledge 

H2 posits that top reviews ranked by personalized review ranking (i.e. LCR ranking) 

will provide a higher level of knowledge about interested features of a product to 

consumers than those ranked by helpfulness ranking. For testing the hypothesis, the 

same procedure was repeated as in H1 (see Section 6.3.1). Normalized kendall tau 

distance (d) was computed between user knowledge ranking and the system generated 

rankings for each participant. First, distance (dhelp_know) was computed between user 
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knowledge ranking and helpfulness ranking followed by the distance (dLCR_know) 

calculation between user knowledge ranking and LCR ranking for each participant 

(see Appendix G and Appendix J). A paired sample t-test (see Appendix E) was 

performed that showed that the average distance between LCR ranking and user 

knowledge ranking was significantly less than the average distance between 

helpfulness ranking and user knowledge ranking. The results of the t-tests were 

highly significant (i.e. for product 1, t24 = 1.88 (p < 0.05) and for product2, t29 = 4.23, 

(p < 0.05)) for both of the products. So, the result of the analysis indicated that LCR 

ranking ranked reviews by their knowledge in a more similar way to a participant’s 

self-ranking of the reviews (i.e. user knowledge rankings). Thus, it was concluded 

that LCR ranking was more effective in showing reviews to the participants that had 

more knowledge about the product features selected by them than helpfulness 

ranking. Hence, H2 was also supported in this research. 

6.3.3 Results of H3: Personalized Review Ranking vs. Traditional Helpfulness 

Ranking with respect to Satisfaction 

H3 posits that personalized review ranking (i.e. LCR ranking) will lead to higher 

consumer satisfaction than helpfulness ranking. To test the hypothesis, normalized 

kendall tau distance (d) was again computed between user satisfaction ranking and 

the two system generated rankings for every participant (see Appendix H and 

Appendix K). In line with the results of H1 and H2, the result of the analysis showed 

that, for both product 1 and product 2, LCR ranking was closer to the user satisfaction 

ranking than helpfulness ranking. The result of the paired sample t-test (see Appendix 

E) confirmed that the average distance between LCR ranking and user satisfaction 
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ranking was significantly less that the average distance between helpfulness ranking 

and user satisfaction ranking. For product 1, t31 = 1.81 (p < 0.05) and for product 2, 

t38= 3.06 (p < 0.05). The result of the analysis indicated that LCR ranking ranked 

reviews by their satisfaction level in a more similar way to a participants’ self-ranking 

of the same reviews (i.e. user satisfaction rankings). Hence, the result of the analysis 

implied that LCR ranking provided more satisfactory reviews to the participants than 

helpfulness ranking, based on their selected product features. Thus, hypothesis 3 (H3) 

was also supported in this research. 

6.4 Summary of the Study Results 

From the above data analyses, it was found that personalized review ranking (i.e. the 

LCR ranking) was significantly closer to user rankings (i.e. participant’s self-ranking 

of the reviews) than helpfulness ranking. First, the result of the primary level user 

ranking analysis indicated that overall, LCR ranking proved to be a better and desired 

ranking by the participants compared to helpfulness ranking. Similarly, the results of 

the secondary level user ranking analyses (see Table 28) showed that LCR ranking 

performed significantly better than helpfulness ranking. Based on these results, it was 

concluded that LCR ranking provided more relevant, knowledge rich and satisfactory 

reviews to the participants than helpfulness ranking. 
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Chapter 7. Discussion  

This research thoroughly examined and explained the need for a personalized review 

ranking system that provides more relevant and helpful reviews to the consumers 

based on their personal preferences. Towards this end, FDPPR, a personalized review 

ranking framework was constructed and applied to several product review data. This 

research also evaluated the effectiveness of the personalized review ranking 

framework by conducting a user study that compared the performance of the 

personalized review ranking with respect to the most widely used helpfulness ranking 

(i.e., people found useful). To the best of the author’s knowledge, this is the first 

study that provides a personalized framework for predicting the helpfulness of 

consumer reviews based on product features of a product. In addition, by conducting 

the user study on the real product review data, it is also set as the first empirical study 

that examined the possible benefits consumers get by using a personalized review 

ranking system. This chapter summarizes the user study results, then discusses the 

implications for theory and practice, along with its limitations and future research 

possibilities. 

7.1 Summary of Findings 

The overall findings of the study showed that, personalized review ranking (i.e. LCR 

ranking) was significantly closer to user ranking (i.e. each participant’s own ranking 

of reviews) than helpfulness ranking for both products.  
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First, the results of the user study showed that, when providing relevant reviews to the 

participants based on their product feature preference, personalized review ranking 

(i.e. LCR ranking) was significantly close to user ranking than the traditional 

helpfulness ranking. Specifically, the results supported the proposed hypothesis (H1) 

that posits that consumers will be able to access more relevant reviews from the top 

reviews ranked by the personalized review ranking as compared to the top reviews 

based on helpfulness ranking. 

Second, a significant evidence was also found to support the second hypothesis (H2) 

that posits that the top reviews ranked by the personalized review ranking provide a 

higher level of knowledge about interested features of a product to consumers than 

those ranked by helpfulness ranking. As shown by the user study results, personalized 

review ranking was also significantly close to user ranking than the traditional 

helpfulness ranking. 

Third, the results of the study also showed that personalized review ranking was 

significantly close to user ranking than the traditional helpfulness ranking while 

providing satisfactory reviews to the participants based on their product feature 

preferences. This indicated that personalized review ranking provided higher 

consumer satisfaction than helpfulness ranking, thereby supported the third 

hypothesis (H3) of this research. 
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7.2 Theoretical Implications 

This research makes three main theoretical contributions. First, this study offered a 

new lens to examine review helpfulness. Compared with most prior studies, which 

focused on exploring a series of review characteristics influencing review helpfulness 

[15, 17, 24], this study, as one of the first attempts, theorized and tested the combined 

effect of product features and review characteristics on the helpfulness of the reviews. 

The user study showed that both product features and review characteristics of 

reviews were important when predicting readers’ perceptions of the helpfulness of 

reviews.  

Second, this study is the first to predict helpfulness of online reviews in a 

personalized way using a latent class modeling approach. This study extended the 

earlier studies [11, 24] with its application of a latent class regression model for 

verifying the combined effects of product features and review textual characteristics 

on helpfulness of the reviews. LCR analysis used in this research, provided insights to 

wade through large volume of online reviews and extract only the relevant and 

helpful reviews that cater to the consumer’s specific information needs. The results of 

this study confirmed and extended the knowledge about the varied impact of the 

review characteristics on the helpfulness of the reviews for different consumer 

classes. Moreover, this research provided an effective way to reduce the difficulty 

associated with the great variation in the review content and review quality. 

Third, this research took a user driven system evaluation approach to test the real 

efficacy of the proposed framework of review ranking personalization.  Despite 
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expensive and time consuming, user driven studies have great potential as end users 

get directly involved with the system. The effectiveness of the system is validated by 

the users’ personal satisfaction with the system. Most helpfulness prediction models 

in the literature used a model based evaluation strategy to evaluate the performance of 

the constructed models. This research is the first to conduct a comprehensive user 

study to capture users’ perceptions towards the personalized review ranking system 

that was designed to provide more relevant, satisfactory, and knowledge-rich reviews 

to the users based on their specific needs (i.e. product feature preferences). The user 

study followed an evaluation framework where the performance of the personalized 

review ranking system was captured by using widely-accepted evaluation measures, 

such as relevance, knowledge and satisfaction and analyzed by using well-known 

statistical methods. 

7.3 Practical Implications 

This research will help multiple stakeholders of ORPs (e.g. perspective consumers, 

retailors and the manufactures of the product) in searching, organizing, and 

presenting product reviews effectively.  

The research will help prospective consumers get personalized ranking of reviews 

that better suit their product feature preferences when looking for new products to 

purchase. This will lower the information overload and help consumers make better 

and quicker purchase decisions. The research will facilitate the design of user 

interface by which prospective consumers will be able to specify their product feature 

preferences when searching reviews for a product. The research will provide greater 
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flexibility to the prospective consumers by allowing them to change their product 

features preferences dynamically and see a different customized review list based on 

their changed product feature preferences.  

From the retailer’s perspective, the research will assist retailors of the system (e.g., 

Amazon.com) in better organizing and presenting consumer reviews to prospective 

consumers. Several product features of the product will be automatically extracted 

and identified from consumer reviews that improve the understanding of the product 

by the retailors from the consumers’ point of view. Organizing consumer reviews 

around the identified product features will enable a feature-based review search that 

will help individual prospective consumers find their personalized information easily 

and decrease the cost of information search. The retailors can also track the preferred 

product features of a consumer and can provide better product recommendations to 

individual consumers. 

From the manufacturers’ perspective, the research will help them better understand 

consumers’ needs. Companies will also find out the product features most discussed 

by the reviewers, which will help businesses improve product features in the next 

release of the product. This research employed techniques to identify various features 

and find consumers’ opinions (positive or negative) concerning the features. 

Analyzing the negative opinions on the product features will enable manufacturers to 

understand consumers’ needs and release improved products in the future that will 

increase sales. 
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7.4 Limitations and Future Work 

Due to limited resources and other constraints, this research has also several 

limitations that serves as suggestions for future work. First, in this research, product 

technical features were only extracted and used in the FDPPR modeling framework to 

identify consumer classes in the reviews. Usually text reviews contain many non-

technical features such as “small” for size of a product. Considering all possible kind 

of features in the LCR modeling process could enhance the results of the analysis in 

terms of finding more meaningful consumer segmentation and their associated 

characteristics. This research involved with extracting product features from review 

text using a graphical model, LDA. In future, other approaches such as simple term 

frequency–inverse document frequency (tf/idf) or non-negative matrix factorization 

(NMF) techniques could be applied to find product features from the review text. In 

addition to that, in this research sentiments of the reviews were extracted at the 

document level (i.e. review level). In future, a fine-grained product feature level 

sentiment analysis could be carried out to better determine the sentiments of the 

reviews. Previous studies on review helpfulness prediction used many other review 

characteristics to predict the helpfulness of the reviews. However, in this research, 

only a subset of several well-established review characteristics was considered that 

contributed towards the helpfulness of the reviews in the review personalization 

framework. In future, the proposed FDPPR framework will be made more robust by 

considering several other review characteristics (e.g., number of features mentioned 

in review, number of times a feature has been discussed in a particular review, other 

lexical features such as number of adjectives/nouns/pronouns, number of spelling 
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mistakes present in a review etc.) as well as the reviewer’s characteristics (see Section 

2..1.1) while predicting the helpfulness of the reviews for different consumer classes. 

Also, post processing can be introduced to boost LCR ranking of certain reviews 

based on subjective rules derived from subject matter experts. In addition to that in 

future diversity based ranking techniques such as maximal marginal relevance 

(MMR) can also be applied to the LCR based ranking to maximize the relevance and 

novelty in the finally retrieved top-ranked reviews. 

Although this research used a user centric approach to evaluate the performance of 

the FDPPR framework, it suffers from several problems associated with user centric 

system evaluations such as higher cost, longer time, and scalability. Thus, in future a 

hybrid approach could be applied to integrate a system centric approach with the 

current user-centric approach to check the real efficacy of the framework. In the user 

study, to minimize cognitive overload of the participants while reading long textual 

reviews and answering multiple questions during the study, only a small set of 

reviews were chosen to be ranked by the participant. In future, with the availability of 

enough resources and other methods (e.g. presenting succinct version of a review text 

without losing the context of the review), a large number of reviews could be selected 

for the evaluation of the framework. In addition, in this research, three measures (i.e. 

relevance, satisfaction, and knowledge) were used to capture the user feedback about 

the quality of the reviews. As a part of the future work, more objective/subjective 

measures could be included to in the user study to capture user feedback at the lower 

level of granularity that could potentially enhance the quality of the evaluation 

process.  
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Chapter 8. Conclusion 

Frequently visiting review websites (ORPs), such as Amazon.com, has become a very 

regular habit of consumers while doing online/offline shopping. Online reviews 

provided by ORPs have become potential decision-making tools for consumers. 

Online reviews provide abundant information about products or services that 

consumers want to buy. However, the number of reviews in the review portals is 

increasing at a very rapid pace and creating a problem of information overload for 

consumers. Consumers are vigorously getting confused with a lot of information of 

varying quality and content while trying to assess the real value of a product. 

Consumers often evaluate the quality of a product based on specific product features 

of a product. These phenomena underline the need for developing a personalized 

review-ranking system that can provide relevant and helpful reviews to the users 

based on their personal preferences on specific product feature(s) of a product. 

This research made several contributions to the field of personalized helpfulness 

prediction of online reviews and user-centered evaluation of proposed personalized 

helpful prediction model.  First, a generic framework, FDPPR, for personalizing the 

ranking of online reviews was developed using a systematic approach. This 

framework provided a theoretical interpretation and a mathematical estimation 

technique to model the helpfulness of online reviews in a personalized way. Several 

NLP and text-mining approaches such as sentiment analysis, LDA were performed on 

the review data to quantify the reviews in terms of several product features and 

review textual characteristics. A statistically robust method, LCR, was utilized to 
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model the helpfulness of the review that could simultaneously use the extracted 

product features and the review textual data to predict helpfulness of the reviews 

based on the product feature preferences of the users. Second, the FDPPR framework 

was applied on several product review data to generate personalized review rankings 

for those products. Third, to understand the importance and benefits of developing a 

personalized review-ranking system, an empirical user study was conducted. The 

findings from this study suggested that review ranking personalization is an effective 

process of reducing information overload by providing relevant and helpful reviews 

to the consumers based on their product feature preferences. In addition, this study 

provided new insights about how to design and conduct a user study in the domain of 

review helpfulness prediction. 
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Appendix A. User Study Setup in Amazon mTurk 

Amazon mTurk was used as the primary platform to recruit the participants for the 

study. For recruiting participants for the study first a “requester” account was created 

in the Amazon mTurk website (https://requester.mturk.com). 

Next a project was created to recruit the participants (see Figure 22) for the user study 

(i.e. a Human Intelligence Task or HIT). When setting up the study the reward for the 

HIT was setup. 

 
Figure 22. Creating a User Study Project in Amazon mTurk 
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Figure 23 shows the setup of a HIT for the user study project created in Amazon 

mTurk. When setting up the HIT the worker requirements were set to an acceptable 

level to make sure only experienced good mTurk workers participate in the user 

study. 

 In this user study the HIT approval rate for the Amazon mTurk worker was set at 

greater than 97 and the number of HITs approved was set at greater than 5000 (see 

Figure 24. 

The design for the HIT contains (i) brief description for the Amazon mTurk worker 

about the user study and (ii) a Java Script code to get the mTurk works unique mTurk 

 
Figure 23. Setting Amazon mTurk HIT rewards for the user study 

 
Figure 24. Amazon mTurk HIT worker requirements 
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id that needs to be sent to the user study website at http://www.curetext.com. The 

Amazon workers mTurk worker id is saved on the user study website to prevent 

repeat work by the workers. 

Figure 25 shows the instructions for the workers before they start the study. When the 

worker clicks on the survey link the Turk worker is taken to a ubique URL based on 

the worker’s id, http://www.curetext.com/mturk/mturk-worker-id. The worker is them 

asked a set of eligibility questions to find out the worker’s suitability for the user 

study. 

 

 

  

 

 

 
Figure 25.  Instructions for the Amazon mTurk Worker 
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Appendix B. User Study Website Details 

The user study was conducted online at http://www.curetext.com, a website 

developed as part of this research, that (i) allows participants from Amazon mTurk as 

well as regular users to participate in the study, (ii) verify the eligibility of the users 

for the user study, (iii) get necessary consent from the users, and (iv) perform a 

comparison of reviews that span across two products, namely, Microsoft Surface Pro3 

and Celestron SkyMaster Binoculars. 
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Figure 26 shows the eligibility questionnaires that are asked to every participant to 

determine their eligibility for the user study. 

 
Figure 26.  Eligibility questions for the participants 

 
Figure 27.  Message for the participants who are not eligible for the user study 



 

 

118 

 

If the participant is not eligible for the study he/she is shown a message notifying 

about it (see Figure 27). 

The user study can be done by a user only once. If the same user tries to do the user 

study again he/she is conveyed the message that it is not allowed (see Figure 28).  

Once the participant is determined to be eligible for the user study he/she is shown 

the disclaimer and he/she has to agree to the disclaimer to continue to the study (see 

Figure 29).  

 
Figure 28.  Message for the participants who try to repeat the user study 

 
Figure 29.  Disclaimer for the participants who are eligible for the user study 
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Once the participant accepts the user study disclaimer he/she is shown the user study 

guidelines (see Figure 30). There are five steps in the user study guidelines, namely 

(1) Aim of the user study, (2) online consent, (3) procedure/tasks, (4) a video demo of 

the user study, and (5) some questions to the participants to make sure he/she 

understands how to do the user study. 

The aim of the study is shown to the participants first (see Figure 31). 

 
Figure 30. User study guidelines for eligible participants 
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Once the participant reads and understands the aim of the user study he/she is taken 

back to the user study guideline page (see Figure 32).  

Next the participant is shown the “Online Consent” form (see Figure 33).  

 
Figure 31. Aim of the user study 

 
Figure 32. Completed aim of the user study 
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Once the participant accepts the online consent form he/she is returned back again to 

the user study guidelines page (see Figure 34) which now shows that both (i) aim of 

the user study, and (ii) online consent is already done. 

 
Figure 33. User study online consent form 

 
Figure 34. Completed (i) aim of the user study and (ii) online consent form 
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Next the participant is shown the procedure/tasks page (see Figure 35). 

The participant is shown the demo video next (see Figure 36). 

A video that shows the user how the user study is performed is shown (see Figure 

37). 

 
Figure 35.  Procedure and tasks page 

 
Figure 36. User study demo video page 
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Next the participant is asked two questions about the user study to make sure he/she 

understands the details about the study (see Figure 38). 

 
Figure 37.  User study demo video player 

 
Figure 38.  Questions about the demo 
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Once the participant answers the questions about the demo correctly he/she is shown 

the prerequisites completion screen and he/she is informed about the subsequent user 

study (Figure 39). 

The participant starts the user study by selecting the first product (see Figure 40). 

 

 
Figure 39. Participant completing the prerequisites and starting the study 

 
Figure 40. Participant selects the first product for the user study 
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Once the participant selects the product he/she is shown the details about the product 

and is requested to choose one feature that interest him the most (see Figure 41). 

Once the participant selects a product feature he/she is show two reviews to compare 

(see Figure 42). The participant is asked a question about the two reviews to make 

sure he/she is paying attention to the reviews. The participant is also asked the three 

follow on questions about the knowledge, satisfaction, and relevancy. A progress bar 

is shown to the user on top to keep him aware of the progress in the user study. The 

participant is also shown the feature that he/she has selected in the product feature 

selection page. 

 
Figure 41.  Product feature selection page in User Study 
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Once the participant completes all the pairwise comparison of the reviews he/she is 

shown the second and last product (see Figure 43) to provide feedback on. 

 

 
Figure 42.  Product feature selection page in User Study 
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Similar to the first product the participant is again requested to choose a product 

feature from the second product that is of interest to him. 

The participant is shown pair wise reviews from the second product and his/her 

feedback is collected. Once all the pairwise comparison is completed the participant 

 
Figure 43.  Product selection page in User Study 

 
Figure 44.  Product feature selection page in User Study 
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is shown the unique completion code that he/she enters in the Amazon mTurk page to 

provide evidence of user study completion (see Figure 45). 

The user is then requested to close the browser (see Figure 46). 

 

 

 

  

 
Figure 45.  User Study completion page with unique confirmation code 

 
Figure 46.  User Study finish page 
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Appendix C. Consistency and Distance Score for Product 1 

Mturk Worker ID LCR Class Consistency Helpfulness 

Ranking 

LCR 

Ranking 

A3MFIBY0000000 1 0.044 -0.333 0.733 

A2EEL9Y0000000 2 0.102 -0.467 0.467 

A2P4SHX0000000 1 0.104 -0.067 0.467 

A1I9ZBV0000000 1 0.102 -0.067 0.467 

A2EI0750000000 1 0.120 -0.067 0.733 

A29VL3M0000000 2 0.122 -0.333 0.067 

A36SM7Q0000000 2 0.083 -0.200 -0.067 

A1945US0000000 2 0.142 -0.333 0.333 

AX06ZUC0000000 2 0.120 -0.733 0.733 

A35D31Q0000000 2 0.102 -0.600 0.333 

A1NM7ZP0000000 2 0.120 -0.200 0.200 

A2KLJKD0000000 2 0.102 -0.467 0.467 

A11S8IA0000000 2 0.102 -0.467 0.467 

A3DRSE70000000 2 0.121 -0.467 0.467 

A1A3TGZ0000000 3 0.036 0.067 0.067 

A2TT6FA0000000 1 0.060 -0.600 0.733 

A2WGW5Y0000000 3 0.035 0.200 -0.067 

A27W0250000000 3 0.049 -0.200 0.067 

ADKKDK60000000 3 0.026 0.200 -0.333 

A207IHY0000000 3 0.026 0.067 0.067 

A1V6P1Z0000000 2 0.120 -0.067 -0.200 

A2EEUQ00000000 2 0.120 -0.333 0.600 

A3O2NOP0000000 1 0.165 0.200 -0.067 

A5EU1AQ0000000 3 0.022 0.200 -0.067 

A11NM7Z0000000 2 0.009 0.067 0.200 

A1VNYP50000000 2 0.159 -0.200 -0.067 

A2EOOF90000000 2 0.045 0.067 0.200 

A19WXS10000000 1 0.063 -0.067 0.200 

A3BI0AX0000000 2 0.091 0.467 -0.200 

A2AAY4V0000000 1 0.031 -0.200 0.067 

AHL33DD0000000 3 0.022 0.067 -0.200 

A8F6JFG0000000 3 0.122 -0.600 0.733 

A2OAZPR0000000 3 0.091 0.067 0.333 

A1NKBXO0000000 1 0.044 -0.467 0.600 

A2WNW8A0000000 2 0.040 0.067 -0.067 

A28PS7T0000000 3 0.064 0.200 -0.333 

A3EZ0H00000000 3 0.063 -0.467 0.333 
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Mturk Worker ID LCR Class Consistency Helpfulness 

Ranking 

LCR 

Ranking 

A2SY4E70000000 3 0.035 0.200 -0.067 

A3RU7AN0000000 1 0.049 -0.467 0.333 

A3UUH360000000 3 0.159 -0.200 0.333 

AJDXSXA0000000 2 0.018 -0.333 0.600 

A1VW8Y70000000 2 0.083 0.333 -0.333 

A1WRYUF0000000 2 0.102 -0.467 0.467 

A31Z5TP0000000 3 0.035 0.067 0.067 

A5LYLHG0000000 2 0.165 0.067 -0.067 

A3C3RLZ0000000 2 0.156 -0.600 0.867 

A1SBFOZ0000000 2 0.063 -0.200 0.467 

A303MN10000000 2 0.190 -0.333 0.600 

A1DR8T10000000 2 0.104 0.067 -0.067 

A28A3HF0000000 2 0.083 -0.067 0.333 

A9KSSJX0000000 2 0.044 -0.200 0.200 

A27NN240000000 3 0.013 -0.067 0.200 

A362CV80000000 2 0.063 -0.333 0.333 

ASDKBXZ0000000 3 0.000 -0.067 0.200 

A22051N0000000 2 0.075 -0.067 0.067 

AKLV0WI0000000 2 0.059 0.067 -0.067 

A1EI4NM0000000 2 0.039 -0.067 0.067 

AROOCBM0000000 2 0.120 -0.467 0.467 

ACCXC5V0000000 1 0.040 0.333 0.333 

A10BH9P0000000 2 0.022 0.067 0.200 

A2NT3OQ0000000 1 0.035 -0.067 0.733 

A1XUZFD0000000 3 0.083 -1.000 0.600 

A163J5T0000000 2 0.045 -0.200 0.467 

A1LJKHC0000000 3 0.102 -0.467 0.867 

ASTDBTV0000000 3 0.017 0.333 0.067 
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Appendix D. Consistency and Distance Score for Product 2 

Mturk Worker ID LCR Class Consistency Helpfulness 

Ranking 

LCR 

Ranking 

A3MFIBY0000000 2 0.044 -0.600 0.733 

A2EEL9Y0000000 2 0.083 -0.733 0.867 

A2P4SHX0000000 2 0.126 -0.467 0.600 

A1I9ZBV0000000 2 0.102 0.067 0.333 

A2EI0750000000 2 0.083 -0.200 0.067 

A29VL3M0000000 2 0.121 -0.600 0.200 

A36SM7Q0000000 2 0.063 -0.733 0.867 

A1945US0000000 2 0.063 -0.333 0.467 

AX06ZUC0000000 3 0.120 -0.333 0.733 

A35D31Q0000000 3 0.122 -0.867 0.467 

A1NM7ZP0000000 3 0.139 -0.600 0.733 

A2KLJKD0000000 3 0.102 -0.333 0.733 

A11S8IA0000000 1 0.120 -0.467 0.467 

A3DRSE70000000 1 0.122 -0.333 0.333 

A1A3TGZ0000000 1 0.000 -0.600 0.600 

A2TT6FA0000000 2 0.022 -0.067 -0.067 

A2WGW5Y0000000 2 0.000 -0.200 0.067 

A27W0250000000 2 0.009 -0.467 0.067 

ADKKDK60000000 2 0.000 -0.200 0.067 

A207IHY0000000 3 0.026 -0.333 0.200 

A1V6P1Z0000000 2 0.059 -0.600 0.467 

A2EEUQ00000000 2 0.102 -0.467 0.600 

A3O2NOP0000000 2 0.159 -0.067 0.200 

A5EU1AQ0000000 2 0.044 -0.733 0.600 

A11NM7Z0000000 2 0.000 -0.200 0.067 

A1VNYP50000000 3 0.119 0.067 0.067 

A2EOOF90000000 2 0.044 -0.467 0.600 

A19WXS10000000 3 0.075 -0.333 0.200 

A3BI0AX0000000 1 0.105 -0.600 0.600 

A2AAY4V0000000 2 0.000 -0.200 0.067 

AHL33DD0000000 2 0.091 -0.200 -0.200 

A8F6JFG0000000 1 0.139 -0.467 0.200 

A2OAZPR0000000 1 0.111 -0.600 0.600 

A1NKBXO0000000 3 0.031 0.067 0.333 

A2WNW8A0000000 2 0.013 -0.867 0.733 

A28PS7T0000000 3 0.072 0.733 -0.333 

A3EZ0H00000000 2 0.036 0.333 0.067 
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Mturk Worker ID LCR Class Consistency Helpfulness 

Ranking 

LCR 

Ranking 

A2SY4E70000000 2 0.000 -0.200 0.067 

A3RU7AN0000000 2 0.000 -0.200 0.067 

A3UUH360000000 1 0.104 -0.067 0.333 

AJDXSXA0000000 3 0.035 -0.333 0.467 

A1VW8Y70000000 3 0.122 -0.200 0.333 

A1WRYUF0000000 2 0.009 -0.200 0.067 

A31Z5TP0000000 2 0.022 -1.000 0.600 

A5LYLHG0000000 2 0.118 -0.333 -0.067 

A3C3RLZ0000000 2 0.100 0.067 -0.467 

A1SBFOZ0000000 2 0.121 -0.467 0.067 

A303MN10000000 2 0.063 -0.067 0.200 

A1DR8T10000000 2 0.083 -0.200 -0.200 

A28A3HF0000000 2 0.044 0.467 -0.600 

A9KSSJX0000000 2 0.022 0.200 -0.067 

A27NN240000000 3 0.081 0.067 -0.200 

A362CV80000000 2 0.102 -0.333 0.467 

ASDKBXZ0000000 2 0.022 -0.733 0.333 

A22051N0000000 2 0.009 -0.467 0.333 

AKLV0WI0000000 2 0.040 -0.200 0.333 

A1EI4NM0000000 2 0.000 -0.200 0.067 

AROOCBM0000000 3 0.053 -0.867 0.467 

ACCXC5V0000000 2 0.000 -0.200 0.067 

A10BH9P0000000 2 0.000 -0.200 0.067 

A2NT3OQ0000000 3 0.083 0.200 -0.333 

A1XUZFD0000000 1 0.063 -0.467 0.467 

A163J5T0000000 2 0.000 -0.200 0.067 

A1LJKHC0000000 2 0.081 0.200 -0.600 

ASTDBTV0000000 3 0.022 -0.467 0.333 
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Appendix E. T-Test results 

This appendix presents the t-test results of the user study.  

Table 29. T-Test for primary level user ranking of product 1 

  Variable 1 Variable 2 

Mean 0.572881 0.380791 

Variance 0.0227 0.023916 

Observations 59 59 

Pearson Correlation -0.71667 
 

Hypothesized Mean Difference 0 
 

Df 58 
 

t Stat 5.216166 
 

P(T<=t) one-tail 1.28E-06 
 

t Critical one-tail 1.671553 
 

 

Table 30. T-Test for primary level user ranking of product 2 

  Variable 1 Variable 2 

Mean 0.650256 0.377436 

Variance 0.027088 0.029205 

Observations 62 62 

Pearson Correlation -0.75654 
 

Hypothesized Mean Difference 0 
 

Df 61 
 

t Stat 6.995913 
 

P(T<=t) one-tail 9.46E-10 
 

t Critical one-tail 1.669013 
 

 

Table 31. T-Test for user relevance ranking of product 1 

  Variable 1 Variable 2 

Mean 0.50991 0.423423 

Variance 0.01635 0.016844 

Observations 37 37 

Pearson Correlation -0.68765 
 

Hypothesized Mean Difference 0 
 

Df 36 
 

t Stat 2.222762 
 

P(T<=t) one-tail 0.0163 
 

t Critical one-tail 1.688298 
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Table 32. T-Test for user relevance ranking of product 2 

  Variable 1 Variable 2 

Mean 0.62439 0.417886 

Variance 0.020835 0.024894 

Observations 41 41 

Pearson Correlation -0.79537 
 

Hypothesized Mean Difference 0 
 

Df 40 
 

t Stat 4.618793 
 

P(T<=t) one-tail 1.98E-05 
 

t Critical one-tail 1.683851 
 

 

 

Table 33. T-Test for user knowledge ranking of product 1 

  Variable 1 Variable 2 

Mean 0.557333 0.424 

Variance 0.031067 0.037363 

Observations 25 25 

Pearson Correlation -0.8275 
 

Hypothesized Mean Difference 0 
 

Df 24 
 

t Stat 1.887016 
 

P(T<=t) one-tail 0.035656 
 

t Critical one-tail 1.710882 
 

 

 

Table 34. T-Test for user knowledge ranking of product 2 

  Variable 1 Variable 2 

Mean 0.633333 0.351111 

Variance 0.035172 0.037987 

Observations 30 30 

Pearson Correlation -0.81759 
 

Hypothesized Mean Difference 0 
 

Df 29 
 

t Stat 4.239755 
 

P(T<=t) one-tail 0.000104 
 

t Critical one-tail 1.699127 
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Table 35. T-Test for user satisfaction ranking of product 1 

  Variable 1 Variable 2 

Mean 0.5125 0.452083 

Variance 0.010735 0.01168 

Observations 32 32 

Pearson Correlation -0.57857 
 

Hypothesized Mean Difference 0 
 

Df 31 
 

t Stat 1.8172 
 

P(T<=t) one-tail 0.039433 
 

t Critical one-tail 1.695519 
 

 

 

Table 36. T-Test for user satisfaction ranking of product 2 

  Variable 1 Variable 2 

Mean 0.598291 0.452991 

Variance 0.023974 0.023668 

Observations 39 39 

Pearson Correlation -0.84063 
 

Hypothesized Mean Difference 0 
 

Df 38 
 

t Stat 3.064235 
 

P(T<=t) one-tail 0.002001 
 

t Critical one-tail 1.685954 
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Appendix F. Consistency and Distance Score for Product 1: 

Relevance 

UserID LCR 

Class 

Consistency Helpfulness 

Ranking 

LCR 

Ranking 

1 1 0.125309 0.666667 0.133333 

2 2 0.100748 0.6 0.266667 

3 3 0.099559 0.466667 0.466667 

4 3 0.038188 0.466667 0.466667 

5 3 0.098901 0.666667 0.4 

6 3 0.026174 0.4 0.666667 

7 3 0.026754 0.4 0.533333 

8 3 0.043482 0.4 0.533333 

9 2 0.009534 0.533333 0.333333 

10 2 0.145382 0.6 0.4 

11 1 0.061479 0.466667 0.466667 

12 2 0.137395 0.266667 0.6 

13 1 0.080194 0.666667 0.4 

14 3 0.030185 0.466667 0.6 

15 1 0.055837 0.666667 0.266667 

16 2 0.056966 0.466667 0.533333 

17 3 0.141443 0.333333 0.733333 

18 3 0.09734 0.866667 0.2 

19 3 0.051516 0.4 0.533333 

20 1 0.02183 0.666667 0.4 

21 2 0.014497 0.533333 0.333333 

22 2 0.101258 0.6 0.4 

23 3 0.054007 0.466667 0.466667 

24 2 0.096293 0.6 0.266667 

25 2 0.085504 0.466667 0.4 

26 2 0.08948 0.6 0.4 

27 3 0.02587 0.466667 0.466667 

28 2 0.030898 0.466667 0.4 

29 3 0 0.533333 0.4 

30 2 0.138044 0.6 0.4 

31 2 0.077036 0.466667 0.533333 

32 2 0.037754 0.466667 0.533333 

33 1 0.142877 0.266667 0.4 

34 2 0.063051 0.466667 0.4 

35 1 0.04345 0.4 0.266667 

36 2 0.092089 0.666667 0.2 

37 3 0.082892 0.333333 0.466667 
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Appendix G. Consistency and Distance Score for Product 1: 

Knowledge 

 

UserID LCR Class Consistency Helpfulness 

Ranking 
LCR 

Ranking 

1 3 0 0.466667 0.466667 

2 3 0 0.533333 0.4 

3 3 0 0.866667 0.066667 

4 3 0 0.466667 0.6 

5 3 0 0.466667 0.6 

6 3 0 0.4 0.666667 

7 2 0 0.533333 0.333333 

8 1 0.043414 0.8 0.4 

9 3 0 0.533333 0.533333 

10 1 0 0.4 0.533333 

11 2 0 0.733333 0.266667 

12 3 0 0.866667 0.066667 

13 3 0.129122 0.4 0.533333 

14 1 0 0.8 0.4 

15 2 0 0.266667 0.733333 

16 3 0.143448 0.466667 0.466667 

17 3 0 0.466667 0.466667 

18 3 0 0.466667 0.6 

19 2 0 0.733333 0.2 

20 2 0 0.6 0.4 

21 1 0 0.733333 0.2 

22 2 0 0.466667 0.4 

23 1 0.129646 0.466667 0.2 

24 2 0 0.733333 0.266667 

25 3 0 0.266667 0.8 
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Appendix H. Consistency and Distance Score for Product 1: 

Satisfaction 

UserID LCR Class Consistency Helpfulness 

Ranking 

LCR 

Ranking 

1 2 0.081199 0.666667 0.466667 

2 3 0.093834 0.466667 0.466667 

3 3 0.034445 0.533333 0.4 

4 3 0.104665 0.533333 0.533333 

5 3 0.031735 0.466667 0.6 

6 3 0.026754 0.4 0.533333 

7 3 0.037454 0.4 0.533333 

8 2 0.018674 0.6 0.266667 

9 1 0.069628 0.6 0.466667 

10 2 0.143375 0.533333 0.466667 

11 1 0.075351 0.533333 0.533333 

12 3 0.051062 0.466667 0.6 

13 3 0.091515 0.533333 0.4 

14 2 0.098992 0.466667 0.533333 

15 3 0.05058 0.4 0.666667 

16 3 0.066223 0.8 0.266667 

17 3 0.051516 0.4 0.533333 

18 1 0.055979 0.666667 0.4 

19 2 0.01592 0.6 0.266667 

20 3 0.061311 0.466667 0.466667 

21 2 0.139797 0.533333 0.333333 

22 2 0.095911 0.6 0.4 

23 3 0.042724 0.4 0.533333 

24 2 0.065008 0.533333 0.466667 

25 3 0 0.533333 0.4 

26 2 0.132366 0.6 0.4 

27 2 0.102718 0.466667 0.533333 

28 2 0.053228 0.466667 0.533333 

29 2 0.092397 0.466667 0.4 

30 1 0.063977 0.4 0.266667 

31 2 0.1261 0.6 0.266667 

32 3 0.098593 0.266667 0.533333 
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Appendix I. Consistency and Distance Score for Product 2: 

Relevance 

UserID LCR Class Consistency Helpfulness Ranking LCR Ranking 

1 2 0.065274 0.8 0.266667 

2 2 0.123008 0.8 0.266667 

3 2 0.120416 0.533333 0.266667 

4 2 0.107245 0.866667 0.066667 

5 3 0.116869 0.533333 0.266667 

6 1 0 0.8 0.2 

7 2 0.037379 0.533333 0.533333 

8 2 0 0.6 0.466667 

9 2 0.0088 0.733333 0.466667 

10 2 0 0.6 0.466667 

11 3 0.040623 0.666667 0.4 

12 2 0.039959 0.8 0.266667 

13 2 0 0.6 0.466667 

14 3 0.101532 0.6 0.466667 

15 1 0.12546 0.866667 0.133333 

16 2 0 0.6 0.466667 

17 2 0.031516 0.733333 0.466667 

18 3 0.076649 0.466667 0.333333 

19 2 0 0.6 0.466667 

20 2 0.026581 0.333333 0.6 

21 2 0 0.6 0.466667 

22 2 0 0.6 0.466667 

23 3 0.026958 0.6 0.333333 

24 2 0.022807 0.6 0.466667 

25 2 0.054664 0.866667 0.2 

26 2 0.100975 0.466667 0.466667 

27 2 0.124433 0.6 0.6 

28 2 0.057618 0.266667 0.8 

29 2 0.029937 0.466667 0.466667 

30 2 0.039959 0.666667 0.4 

31 2 0.014497 0.666667 0.533333 

32 2 0 0.6 0.466667 

33 2 0.048542 0.733333 0.333333 

34 2 0 0.6 0.466667 

35 2 0 0.6 0.466667 

36 2 0 0.6 0.466667 

37 3 0.141235 0.4 0.666667 

38 1 0.125434 0.733333 0.266667 
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39 2 0 0.6 0.466667 

40 2 0.044323 0.4 0.8 

41 3 0.080857 0.866667 0.2 
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Appendix J. Consistency and Distance Score for  

Product 2: Knowledge 

UserID LCR Class Consistency Helpfulness Ranking LCR Ranking 

1 1 0 0.866667 0.266667 

2 2 0 0.666667 0.266667 

3 2 0 0.733333 0.2 

4 2 0 0.933333 0.266667 

5 2 0 0.733333 0.2 

6 3 0 0.666667 0.4 

7 2 0 0.6 0.333333 

8 2 0 0.733333 0.2 

9 2 0 0.733333 0.2 

10 2 0.090507 0.6 0.6 

11 3 0.083316 0.466667 0.466667 

12 2 0 0.4 0.4 

13 3 0 0.2 0.6 

14 2 0 0.2 0.733333 

15 2 0 0.733333 0.2 

16 2 0 0.733333 0.2 

17 3 0 0.666667 0.266667 

18 2 0 0.733333 0.2 

19 2 0 0.666667 0.4 

20 2 0 0.466667 0.333333 

21 2 0 0.8 0.266667 

22 2 0 0.333333 0.866667 

23 2 0 0.533333 0.4 

24 2 0 0.733333 0.2 

25 3 0.131042 0.933333 0.133333 

26 2 0 0.733333 0.2 

27 2 0 0.733333 0.2 

28 2 0 0.733333 0.2 

29 2 0 0.466667 0.733333 

30 3 0 0.466667 0.6 
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Appendix K. Consistency and Distance Score for  

Product 2: Satisfaction 

UserID LCR Class Consistency Helpfulness Ranking LCR Ranking 

1 2 0.076689 0.6 0.6 

2 2 0.118565 0.533333 0.4 

3 1 0.022807 0.866667 0.266667 

4 2 0.037379 0.533333 0.533333 

5 2 0 0.6 0.466667 

6 2 0.0088 0.733333 0.466667 

7 2 0 0.6 0.466667 

8 3 0.040623 0.666667 0.4 

9 2 0.148732 0.8 0.266667 

10 2 0.0725 0.666667 0.133333 

11 2 0 0.6 0.466667 

12 3 0.128363 0.6 0.466667 

13 3 0.071265 0.466667 0.6 

14 1 0.148773 0.8 0.2 

15 2 0 0.6 0.466667 

16 2 0.0088 0.533333 0.533333 

17 3 0.06578 0.6 0.333333 

18 2 0 0.6 0.466667 

19 3 0.121683 0.2 0.6 

20 2 0.041012 0.333333 0.733333 

21 2 0 0.6 0.466667 

22 2 0 0.6 0.466667 

23 3 0.033385 0.6 0.333333 

24 2 0.037379 0.6 0.466667 

25 2 0.054664 0.866667 0.2 

26 2 0.057618 0.266667 0.8 

27 2 0.022807 0.266667 0.666667 

28 2 0.036424 0.8 0.266667 

29 2 0.037379 0.733333 0.466667 

30 2 0 0.6 0.466667 

31 2 0.032321 0.733333 0.333333 

32 2 0 0.6 0.466667 

33 2 0 0.6 0.466667 

34 2 0 0.6 0.466667 

35 3 0.125703 0.466667 0.6 

36 1 0.119979 0.666667 0.333333 

37 2 0 0.6 0.466667 

38 2 0.044323 0.4 0.8 
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39 3 0.102422 0.8 0.266667 
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