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Computational studies of the response of a NACA0012 airfoil at varying angles of attack 

(𝜶) to freestream turbulence at low Reynolds numbers (i.e., 12,000 based on the airfoil chord 

length) are conducted in this work. The unsteady freestream is generated by placing an array 

of circular cylinders upstream of the airfoil. The presence of moderate freestream turbulence 

(~5%) affected the formation of laminar separation bubbles near the leading edge of the 

airfoil, which has significant impacts on the aerodynamic performance. The study was able 

to recreate the maximum lift coefficient of the airfoil in unsteady freestream turbulence 

observed in experiments, which is higher than that for the airfoil in a uniform freestream. In 

general, the present numerical results agree reasonably well with those from experimental 

studies. This work also demonstrates that three-dimensional (3D) simulations with high-

order accurate numerical methods predict the lift coefficient more accurately than lower 

dimension (i.e., 2D) or lower order 3D methods. 

I. Nomenclature 

Re =  Reynolds Number 

c = Chord 
t = Time  

Δt = Time step 

t* =  Convective time 

𝑈∞ = Freestream velocity 

TG  =  Turbulence Generator 

𝛼 = Angle of Attack 

CL = Lift coefficient 

MAV = Micro Air Vehicles 

UAV = Unmanned Aerial Vehicles 

LBS = Laminar Separation Bubble 
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II. Introduction 

 Studying aerodynamics at low Reynolds (Re) numbers has attracted extensive attention of 

researchers with the hope to better design Micro Air Vehicles (MAVs), small unmanned aerial 

vehicles (UAVs) and small scale wind turbines [1]. Most MAVs operate within the atmospheric 

boundary layer where a high level of freestream turbulence is present. Unfortunately, the high 

relative freestream turbulence can cause flight instability [2]. Under turbulent conditions, the time-

averaged lift coefficient of a thin flat-plate airfoil has been shown to increase linearly with angles 

of attack (𝛼) for 𝛼 < 10°, which is consistent with the prediction of the classical thin-airfoil theory.  

When 𝛼 exceeds 10°,  an early stall is observed [3]. It has also been observed that boundary layers 

on thicker airfoil surfaces at low Reynolds numbers are sensitive to freestream turbulence and 

boundary layer turbulators like surface roughness [4–6]. Experimental studies have shown that at 

lower Reynolds numbers it is typical for Laminar Separation Bubbles (LSBs) to develop on the 

suction side of airfoil. The size and position of those LSBs are often diminished and delayed when 

freestream turbulence and turbulators are present [5]. The effects of freestream turbulence on 

airfoil performance at low Reynolds numbers (Re < 105) are still not well understood and have 

complex underlying flow physics. This study will investigate the fundamental flow physics 

underlying the boundary layer development of a static airfoil in the presence of freestream 

turbulence and characterize the corresponding aerodynamic performance. 

 The influence of freestream turbulence on airfoil performance has attracted considerable 

interest. Hoffmann [7] performed an experimental study on a NACA0015 airfoil at Reynolds 

number 2.5 × 105, varying the turbulence intensities from 0.25% to 9.0%. Their results showed 

freestream turbulence increased the maximum lift coefficient by up to 30%. Laitone [8] measured 

the lift and drag for Reynolds number less than 70,000 on a NACA0012 airfoil, a thin flat plate 

and a  cambered plate. The NACA0012 airfoil was observed to be particularly sensitive to 

Reynolds number variations or upstream turbulence level at low Reynolds number when flat and 

chamber plates.  Mish and Devenport [9] and Gilling et al. [10] also showed that an increase in 

turbulence intensity can enhance the lift for a NACA0015 airfoil at much higher Reynolds 

numbers, 1.17 − 1.5 × 106. Huang and Lee [11] studied the freestream turbulence effects on the 

aerodynamics characteristics of a NACA0012 airfoil at Reynolds number 0.5 − 1.5 × 105 with 

varying turbulence intensities from 0.2% to 0.65%. Their study showed that the influence of 

freestream turbulence is significant when the turbulence intensity is smaller than 0.45%. Under 

this condition the lift coefficient increases with the increase in turbulence intensity delaying stall. 

Wang et al. [12] found that the freestream turbulence has more influence on the shear layer 

separation, reattachment, transition, and formation of the separation bubble at low Reynolds 

numbers compared to that at higher ones. Conger and Ramaprian [13] experimentally investigated 

the NACA0015 airfoil pitching upward in a water channel with relatively higher freestream 

turbulence level (0.8-1.0%). They reported a larger magnitude of pressure and aerodynamic forces 

in their study than the previous measurements obtained at similar Reynolds numbers and pitch 

rates, suggesting that turbulence effects may extend static measurements.  

 Laminar separation bubbles are an important flow feature for airfoils at low Reynolds numbers 

and can often determine the performance of the airfoil. An increase in freestream turbulence can 

shorten the length of, or sometimes eliminate, the laminar separation bubble [14]. Sicot et al. [15] 

showed that the oscillation length of the point of separation increases when the flow separation 

point moves towards the leading edge. The increase in stall angle and maximum lift coefficient 

(CLmax) are found to be caused by eddies of different scales in freestream turbulence [16]. The 

stall angle is always larger for flows with small scale turbulence than for larger turbulent scales.   
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Flows with small-scale free stream turbulence also had a smoother and more controllable behavior 

in the near- stall region. Studies done by Cruz [14], Tsuchiya et al. [17], Ravi et al. [18] and 

Delnero et al. [16] showed that the stall angle is increased with increased freestream turbulence. 

The studies conducted by Cruz [14] and Ravi et al. [18] also showed that the increase in freestream 

turbulence levels results in an increase in CLmax, but this wasn’t observed in all studies and appears 

to be dependent on the airfoil and Reynolds number.  

 Coder and Maughmer [19] observed that theoretical methods tend to over-predict the 

maximum lift coefficient when compared with experimental results for airfoils at low Reynolds 

numbers. High-order computational fluid dynamics (CFD) methods had been proven more 

accurate and efficient than the conventional methods to capture the complex flow structures 

[20,21]. 

 The goal of the current study is to characterize the aerodynamic performance of a NACA0012 

airfoil under unsteady freestream conditions. This study will also evaluate the turbulence 

generation method and model fidelity needed to match experimentally observed results. Simulated 

freestream turbulence will be numerically generated and the airfoil will be placed a variety of 

angles of attack at low Reynolds number (Re = 12,000). A variety of high order numerical 

simulations will be compared to determine the model fidelity required to accurately predict airfoil 

performance in turbulent conditions. The results from these simulations are also compared with 

experimental results. 

III. Numerical Methods 

Governing Equations 

 Unsteady compressible Navier-Stokes equations in conservation form are considered in the 

physical domain (𝑡, 𝑥, 𝑦, 𝑧) as follows: 
𝜕𝑄

𝜕𝑡
+
𝜕𝐹

𝜕𝑥
+
𝜕𝐺

𝜕𝑦
+
𝜕𝐻

𝜕𝑧
= 0, (1)  

where 𝑄 = (𝜌, 𝜌𝑢, 𝜌𝑣, 𝜌𝑤, 𝐸)𝑇 are conservative variables, 𝜌 is the density of fluid, , 𝑢, 𝑣 and 𝑤   

are the x-, y- and z-components of the velocity and  𝐸 is the total energy given by 𝐸 =
𝑝

𝛾−1
+

1

2
𝜌(𝑢2 + 𝑣2 + 𝑤2) for a perfect gas, in which p is the pressure and 𝛾 is the constant specific heat 

capacity ratio. The total energy formula is used to close the solution. The flux vectors (𝐹, 𝐺 and 𝐻) 

are total flux vectors which the inviscid and viscous flux terms in the x-, y- and z-direction, 

respectively. To facilitate numerical simulation, the governing equation (1) in the physical domain 

(𝑡, 𝑥, 𝑦, 𝑧) is transformed into a computational domain (𝜏, 𝜉, 𝜂, 𝜁) as defined by Eq. (2). In the 

coordinate transformation, 𝜏 = 𝑡 and (𝜉, 𝜂, 𝜁) ∈  [−1, 1] × [−1, 1] × [−1, 1], which is defined by 

a standard unit element in the computational domain. 

 

𝜕𝑄̃

𝜕𝜏
+
𝜕𝐹̃

𝜕𝜉
+
𝜕𝐺̃

𝜕𝜂
+
𝜕𝐻̃

𝜕𝜁
= 0, (2)  

where  
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{
 
 

 
 

𝑄̃ = |𝐽|𝑄

𝐹̃ = |𝐽|(𝑄𝜉𝜏 + 𝐹𝜉𝑥 + 𝐺𝜉𝑦 + 𝐻𝜉𝑧)

𝐺̃ = |𝐽|(𝑄𝜂𝜏 + 𝐹𝜂𝑥 + 𝐺𝜂𝑦 + 𝐻𝜂𝑧)

𝐻̃ = |𝐽|(𝑄𝜁𝜏 + 𝐹𝜁𝑥 + 𝐺𝜁𝑦 + 𝐻𝜁𝑧)
 

. (3)  

For this coordinate transformation, the Jacobian matrix is written in the following form: 

 

𝐽 =
𝜕(𝑥, 𝑦, 𝑧, 𝑡)

𝜕(𝜉, 𝜂, 𝜁, 𝜏)
= (

𝑥𝜉 𝑥𝜂 𝑥𝜁 𝑥𝜏
𝑦𝜉 𝑦𝜂 𝑦𝜁 𝑦𝜏
𝑧𝜉 𝑧𝜂 𝑧𝜁 𝑧𝜏
0 0 0 1

). (4)  

The inverse transformation must also exist for a non-singular transformation, which can be related 

to the Jacobian matrix as: 

𝐽−1 =
𝜕(𝜉, 𝜂, 𝜁, 𝜏)

𝜕(𝑥, 𝑦, 𝑧, 𝑡)
= (

𝜉𝑥 𝜉𝑦 𝜉𝑧 𝜉𝑡
𝜂𝑥 𝜂𝑦 𝜂𝑧 𝜂𝑡
𝜁𝑥 𝜁𝑦 𝜁𝑧 𝜁𝑡
0 0 0 1

). (5)  

Spatial Discretization and Time Integration Methods 

 The Flux Reconstruction/Correction Procedure via Reconstruction (FR/CPR) [20–26] method 

is used to solve the governing equations. A brief introduction of the FR/CPR method is discussed 

in this section for the sake of completeness, but a full discussion of the method can be found in 

[20]. When using the FR/CPR method, the flux terms in Eq. (2) have two parts: local fluxes 

constructed from local solutions and correction fluxes constructed on the element interfaces. These 

correction fluxes consider the differences between the local fluxes and the common fluxes. This 

can be expressed as: 

 

{

𝐹̃(𝜉, 𝜂, 𝜁) = 𝐹̃𝑙𝑜𝑐(𝜉, 𝜂, 𝜁) + 𝐹̃𝑐𝑜𝑟(𝜉, 𝜂, 𝜁)

𝐺̃(𝜉, 𝜂, 𝜁) = 𝐺̃𝑙𝑜𝑐(𝜉, 𝜂, 𝜁) + 𝐺̃𝑐𝑜𝑟(𝜉, 𝜂, 𝜁)

𝐻̃(𝜉, 𝜂, 𝜁) = 𝐻̃𝑙𝑜𝑐(𝜉, 𝜂, 𝜁) + 𝐻𝑐𝑜𝑟(𝜉, 𝜂, 𝜁)

. (6)  

When substituting Eq. (6) into Eq. (2), the governing equations can be reformulated as: 

 

𝜕𝑄̃

𝜕𝜏
+ (

𝜕𝐹̃𝑙𝑜𝑐

𝜕𝜉
+
𝜕𝐺̃𝑙𝑜𝑐

𝜕𝜂
+
𝜕𝐻̃𝑙𝑜𝑐

𝜕𝜁
) + (

𝜕𝐹̃𝑐𝑜𝑟

𝜕𝜉
+
𝜕𝐺̃𝑐𝑜𝑟

𝜕𝜂
+
𝜕𝐻̃𝑐𝑜𝑟

𝜕𝜁
) = 0, (7)  

In this study, the inviscid common fluxes at the cell interfaces are calculated using a Roe 

approximate Riemann Solver [27] and the common viscous fluxes at the cell interfaces were 

obtained by the approach developed by Bassi and Rebay [28].    The method-of-line approach 

was used to conduct time-marching. In this approach, Equation (1) can be written as 
𝜕𝑄

𝜕𝑡
= 𝑅(𝑄), (8)  
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 The explicit first stage, singly diagonally implicit Runge-Kutta (ESDIRK) method [25,26] was 

used for time integration, which is written as 

{
 

 𝑄𝑛+1 = 𝑄𝑛 + ∆𝑡∑ 𝑏𝑖𝑅(𝑄𝑖)
𝑠

𝑖=1

𝑄𝑖 = 𝑄𝑛 + ∆𝑡∑ 𝑎𝑖𝑗𝑅(𝑄𝑗), 𝑖 = 1,… 𝑠,
𝑖

𝑗=1

. (9)  

where s is the number of stages and  

𝑎𝑖𝑖 = {
0, 𝑖 = 1,
𝜔, 𝑖 ≠ 1.

 (10)  

Equation (9) can then be written as 

{
 
 

 
 𝑄𝑛+1 = 𝑄𝑛 + ∆𝑡∑ 𝑏𝑖𝑅(𝑄𝑖)

𝑠

𝑖=1
,

𝑄1 = 𝑄𝑛,

𝑄𝑖 = ∆𝑡𝜔𝑅(𝑄𝑖) + 𝑄
𝑛 + ∆𝑡∑ 𝑎𝑖𝑗𝑅(𝑄𝑗), 𝑖 = 2,… 𝑠,

𝑖−1

𝑗=1

. (11)  

In this study, the second-order, three-stage ESDIRK2 and forth-order, sixth-stage ESDIRK4 with 

the time step of 10−2 were used. 

Computational Domain  

 Figure 1 shows the schematic of 2D computational domain used for the numerical study. The 

dimensions of the computational domain are loosely based on the wind tunnel test section of the 

experiment at the U.S. Army Research Lab (ARL). For these simulations a fixed inlet and outlet 

boundary were used. For the 2D simulations symmetry boundary conditions were used for the top 

and bottom. An array of cylinders was placed perpendicular to a uniform freestream to generate 

turbulence in a similar manner to the Medium Turbulence Generator (MTG) experiment. This is a 

simplified version of the grid turbulence used in separate experiment, which used a grid of 

cylinders. The ratio of distance between cylinders (𝐿) to the cylinder diameter (𝑑), i.e. 𝐿/𝑑 is 3. 

For the 3D simulation, the 2D grid was extruded to a distance 𝑠 𝑐⁄ = 𝜋𝑑 in the spanwise direction. 

The Reynolds number based on diameter of cylinder is around 1900 and the spanwise length equal 

to 𝜋𝑑 is sufficient to capture 3D effects [29]. The periodic boundary conditions on the top, bottom 

and spanwise direction were used in the 3D simulations.   
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Figure 1: An illustration of the computational domain. 

 

IV. Results and Discussions 

The flow field downstream of the cylinder array was characterized without the wing to evaluate 

the turbulence generated. The vortices produced by the cylinders interact and mix with each other 

and, after a certain distance, a more homogenous field of turbulence is developed as shown in 

Figure 2 (a) and (b). In the 2D simulation, shown in Figure 2 (a), large scale vortices were observed 

near the future wing location whereas in 3D simulation the vortices broke down into small eddies 

(see Figure 2(b). A numerical probe, equivalent to a hot-wire probe in experiments, was placed in 

the computational domain at the location where the wing was planned to be placed in later studies.  

The velocity power spectrum for 2D and 3D simulations were compared in Figure 2(c). The power 

spectral density (PSD) of the velocity for 2D and 3D simulations show that the energy decay region 

of -3 and -5/3 respectively. The turbulence intensity at the probe location for 2D simulation was 

also found to be around 7 times larger than in the 3D simulation. The higher turbulence intensity 

in 2D simulation was due to larger vortex structures that could not break down as rapidly as they 

could in the 3D simulation. Figure 2 (d) shows the velocity power spectrum for 3D simulation 

compared with an experimental result obtained at ARL in the wind tunnel. The turbulence intensity 

is for this case was around 5%, closely matching the experimental value of 4.8%. The power 

spectral density (PSD) analysis of the velocity shows the region of −5 3⁄  energy decay for both 

computation and experiment, Figure 2 (d). The 2D and 3D characterization of the turbulence 

generator showed that the 3D simulation results closely matched with the experimental results. 

The results also showed that the 2D simulation produced a highly unsteady flow, but not one that 

reflects real-world turbulence. However, the results suggest that similar levels of unsteadiness 

could be reached by allowing the flow to develop over a much longer distance, but that was not 

investigated as part of this study.  
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Figure 2: (a) 2D flow field in the downstream of an array of cylinders (b) 3D flow field in 

the downstream of an array of cylinders (c) Velocity Power Spectrum plot at the probe 

location for 2d and 3D results  and (d) Velocity Power Spectrum plot at the probe location 

for 3D, and its comparison with the experimental results. 

After confirming that the parallel array of cylinders produced similar turbulence to experimental 

measurements, a NACA0012 airfoil was placed in the computational domain at seven chord 

lengths away from the turbulence generator. This was done to match the experimental 

configuration in the ARL wind tunnel. At first a 2D simulation was conducted with varying angles 

of attack (𝛼) to observe the impacts of this level of turbulence on the airfoil. While it is known 

that 2D simulations do not generate true turbulence at a wide range of scales, this simulation 

allowed for the investigation of multiple factors not possible in experimental studies. First, it is 

unknown whether large or small scale structures are the cause of the performance changes 

observed experimentally. By using the 2D simulation only larger scale and more coherent 

structures would be generated. Secondly, if the 2D simulation was successful at modeling the 
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aerodynamic performance it would allow for a fast method for calculating turbulence effects on 

airfoil performance. The vortices observed in the flow in the 2D simulations were, as expected, 

larger and the lack of breakdown into small structures was apparent, see Fig. 3. In this case it 

became apparent that the large-scale eddies were significantly impacting the airfoil and the 2D 

simulation was not likely to be successful at modeling turbulence effects. 

 

 

Figure 3: 2D Instantaneous Vorticity Field of a NACA0012 Airfoil at 𝜶 = 𝟏𝟎° and Re= 

12,000 with the Turbulence Generator. 

Figure 4 shows a close-up flow field around the NACA0012 airfoil at 𝛼 = 10° with freestream 

turbulence present. The large vortex structures produced by the turbulence generator were 

observed randomly striking the airfoil, having a significant impact on the boundary layer and 

airfoil performance. Figures 4 (a-f) show the evolution of the flow over 30 non-dimensional times, 

during which many unsteady vortex-boundary layer interactions occurred. The formation of 

leading-edge vortices was random and dependent on the strength of the upstream vortices 

generated by the turbulence generator. This leading-edge vortex formation is somewhat similar to 

that observed on dynamic wings, but this effect is not observed in experimental studies, which had 

lower turbulence intensities. 
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Figure 4: 2D Instantaneous Vorticity Fields on the NACA0012 at 𝜶 = 𝟏𝟎°  and Re 12,000 

with the Turbulence Generator. 

From the 2D simulation, the turbulence generator was not able to produce a uniform turbulence 

near the airfoil and boundary layer development was effectively random due to the strong vortex 

structures in the flow. These limitations of the 2D simulation suggested that a 3D simulation was 

needed to adequately model the airfoil performance.  Partial 3D simulations, with a span of X and 

Y boundary conditions, produced a flow with nominally isotropic turbulence similar to that 

observed in experiment (see Figure 2).In order to study the impact of turbulence disturbance on 

the airfoil two cases were simulated with a 3D domain. A baseline NACA0012 in clean flow and 

with the Turbulence Generator (TG) were simulated to compare the effects of freestream 

turbulence on the stationary wing at the angle of attack α = 10°.  The configuration of the TG was 

the same as for the 2D case, which is based off experiments at ARL and had a turbulence intensity 

of about 5%. 

Figure 5 shows the flow field results of the 3D simulation for the airfoil at 𝛼 = 10°, with Fig. 

5(a) showing a 2D instantaneous vorticity and Fig. 5(b) showing 3-dimensional view of Q-

Criterion. Results of the 3D simulation showed that vortices from the upstream turbulence 

generator were fundamentally different from those in the 2D simulations. The eddies in the region 

near the wing were generally more uniform in this case. The vortex stretching allowed by 3D 

simulations was shown to be necessary for the large vortices shed from the TG to break down into 

smaller scale turbulence. This effect more closely matched real-world turbulent breakdown as 

shown in Fig. 2(d). 
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Figure 5: (a) A 2D view of the Instantaneous Vorticity Field and (b) the Iso-surface of Q 

colored by the streamwise velocity for the 3D simulation at 𝜶 = 𝟏𝟎° and Re=12,000. 

 

The boundary layer formation on the NACA0012 wing at 𝛼 = 10° due to the turbulence 

generator was significantly different compared to the baseline case. Figure 6 shows a close up view 

of the flow around the airfoil with and without freestream turbulence. In Figure 6 (a, c) a 2D 

instantaneous vorticity is shown with the corresponding iso-surface of the Q-criterion in Fig. 6(b, 

d). At α = 10° on the baseline airfoil there was a clear flow separation and the airfoil was stalled. 

Conversely, for the same airfoil in turbulence the flow remained generally attached. The boundary 

layer was also notably different for the airfoil in turbulence when compared with the baseline. 

While the baseline airfoil at this angle was clearly stalled, the presence of turbulence reattached 

the flow and the airfoil was not in a stalled state. These results indicate that the stall angle of the 

airfoil was extended by turbulence, as previously reported by [14,16–18]. 
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Figure 6: (a) A 2D view of 𝜶 = 𝟏𝟎° wing with no TG, and (b) the corresponding iso-surface 

of Q colored by the streamwise velocity for 3D simulation at 𝜶 = 𝟏𝟎°without TG. (c) A 2D 

view of 𝜶 = 𝟏𝟎° wing with a MTG, and (d) the corresponding iso-surface of Q colored by the 

streamwise velocity for 3D simulation at 𝜶 = 𝟏𝟎° with a MTG. 

To further compare the effectiveness of 2D and 3D simulations for the modeling to airfoil 

performance in turbulence, a comparison of the lift performance was also done. Figure 7 shows 

the lift coefficient histories over the time for 2D and 3D simulations with turbulence present. In 

the 2D simulation large fluctuations in the force history was observed. The obvious reason for 

these large spikes in the lift in the 2D simulation was due to the interaction between large-scale 

vortices and the airfoil. However, because the 3D simulation allowed for large shed vortices to 

break down into small-scale eddies fluctuation of the lift was far less severe. These small scale 

vortices did however have a significant impact on the flow separation as seen in Fig. 6, which in 

turn had a large impact on the lift coefficient and stall angle. Interestingly, the time-averaged lift 

coefficients for the two cases were strikingly similar to each other, with the 2D simulation resulting 

in CL = 0.72 and the 3D simulation resulting in CL = 0.77. This result suggests that great care must 

be taken when modeling turbulent flows at low Reynolds numbers, as mean values may be similar 

but with strikingly different flow fields.   
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Figure 7: Lift coefficient histories for the 2D and 3D cases with the MTG for NACA0012 

at 𝜶 = 𝟏𝟎° and Re = 12,000. 

 

Further analysis was done comparing the lift calculations at a wider range of angles of attack. 

Figure 8 shows the experimental and computational comparison of the time-averaged lift 

coefficients, as a function of angles of attack (𝛼), for the baseline and turbulence generator cases.  

A preliminary 3D model using only 2nd order spatial and temporal schemes was evaluated and had 

poor performance modeling the lift of the baseline wing. It followed the baseline experimental 

data at low angles but deviated significantly at higher angles.  Due to computational run time, a 

time-averaged lift coefficient for the 3D case for only 𝛼 = 10° with the 3rd order spatial and 4th 

order temporal schemes was conducted. These results agreed well with the experimental results 

with only a small discrepancy for the case with the MTG. It should be noted that the simulation 

agrees quite well with α = 9.5° and α = 10.5° and that experimental uncertainty at α = 10.0° may 

explain this discrepancy. At α = 10° the lift coefficient was higher when turbulence was present 

for both the simulation and experiment. The lift results from 2D simulations with the turbulence 

generator did not agree particularly well with the experimental results. However, these results may 

superficially appear to be accurate if care isn’t taken to compare to comparable experiments. More 

investigations are needed to answer the question to what extent 2D simulations could reliably 

predict airfoil performance in unsteady freestream flows.  
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Figure 8: (a) The Time-averaged lift coefficients as a function of 𝜶 for Re=12,000 and (b) 

Close view of average lift coefficient around 10 degrees. 

 

V. Conclusion and Future Work 

 Freestream turbulence was shown again to have a significant influence on the aerodynamic 

performance of a NACA0012 airfoil at the low Reynolds number, 12,000. A turbulence generation 

mechanism was developed that adequately reproduced grid turbulence when compared with wind 

tunnel experiments. The turbulence generated in 3D simulations were shown to closely match 

turbulence statistics from wind tunnel experiments.  Separate 2D simulations were ineffective at 

reproducing experimental turbulence due to lack of vortex stretching. This resulted in slower 

vortex breakdown and larger scale vortices in the flow. The large-scale vortices dominated airfoil 

performance, producing a larger force fluctuation on the airfoil, but with similar average lift as 

higher fidelity simulations. The 3D simulations allowed for faster turbulent breakdown of large 

scale structures in the flow, more closely resembling real-world turbulence. The small-scale 

structures did not generate large force fluctuation, but did significantly alter boundary layer 

evolution. The background turbulence from the turbulence generator caused the flow to remain 

attached on the suction side of the airfoil at 𝛼 = 10°, while this same airfoil in a uniform freestream 

is stalled. Due to this the lift coefficient was also higher with turbulence compared to the uniform 

freestream case. More work must be done to study the impact of the turbulence generators with 

varying turbulence intensity levels and at a wider angles of attack range.  This work has shown 

that any further computational modeling of static airfoil performance at low Reynolds number with 

freestream turbulence requires a high-order method with 3D simulations to obtain accurate results.  
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