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Abstract

Reinforcement learning (RL) has shown success in
solving complex sequential decision making tasks when
a well defined reward function is available. For agents
acting in the real world, these reward functions need to
be designed very carefully to make sure the agents act in
a safe manner. This is especially true when these agents
need to interact with humans and perform tasks in such
settings. However, hand-crafting such a reward func-
tion often requires specialized expertise and quickly be-
comes difficult to scale with task-complexity. This leads
to the long-standing problem in reinforcement learning
known as reward sparsity where sparse or poorly spec-
ified reward functions slow down the learning process
and lead to sub-optimal policies and unsafe behaviors.
To make matters worse, reward functions often need to
be adjusted or re-specified for each task the RL agent
must learn. On the other-hand, it’s relatively easy for
people to specify using language what you should or
shouldn’t do in order to do a task safely. Inspired by
this, we propose a framework to train RL agents condi-
tioned on constraints that are in the form of structured
language, thus reducing effort to design and integrate
specialized rewards into the environment. In our exper-
iments, we show that this method can be used to ground
the language to behaviors and enable the agent to solve
tasks while following the constraints. We also show how
the agent can transfer these skills to other tasks.

Introduction
Reinforcement learning (RL) has shown great success in
learning policies for complex tasks where the behaviors can-
not easily be designed a-priori, such as training an agent
to navigate a 3D environment or dextrous object manipula-
tion. Using RL, the agent learns policies that optimize fu-
ture rewards by exploring the environment and getting feed-
back from its interactions (Sutton, Barto, and others 1998).
As the environments grow in complexity, the policies that
govern agent behavior grow in complexity too. Not only do
they encompass the physics of how agents can operate in
the environment, but they also define how to do so safely.
As embodied AI agents (i.e. robots) become increasingly
more integrated in our society, it is vital that the behaviors
that these AI systems learn are safe. Reward shaping is a
method for shaping agent behavior by modifying the reward

function that the RL agent attempts to maximize. However,
it’s unclear how to effectively train safe behaviors using re-
ward shaping alone as an agent must be able to predict harm
that might occur before it takes a dangerous action, not after.
Additionally, since these AI systems will operate alongside
humans, it is important to allow for non-technically trained
people to be able to easily specify AI behavior. Current re-
ward shaping approaches require specialized knowledge to
engineer rules by hand for every task and environment the
AI needs to solve.

Conversely, humans receive instructions and guidance
through natural language while internalizing the knowledge
gained from interacting with the external world. We have
the capability to adapt our behavior, find alternate routes and
use the same warnings across scenarios (with similar condi-
tions) even when the warnings do not exist. For example, we
know how to navigate sidewalks and operate doors in build-
ings. However, when we see signs such as “sidewalk closed
ahead” or “don’t open door” we can use a different door or
find a different sidewalk and still reach our destination. Also,
we can find a different sidewalk while walking a new street
if we see that there is construction work on the street even
though a sign is not present.

In this work, we propose an architecture to train agents
who can ground structured language constraints to behavior
and learn a policy to avoid going into unsafe states. In order
to do this, we first collect a dataset of trajectory segments
and structured language constraints. These are then labeled
by a human based on whether or not violations occurred.
This data set is used to train what we call a “constraint
checker”, which is an embedding model used to provide
an auxiliary reward signal during training of the RL agent.
Using a neural network architecture, we train the constraint
checker, which maps complex behaviors to constraints using
language, to detect unsafe behaviors which might be difficult
to convey otherwise using hand written rules. This method
can then be used to train RL agents to learn safe behaviors.

In our proposed architecture, the constraint checker is
used while training the RL agent with different structured
language constraints and random task initializations. During
test time, we show that the agent performs the task while fol-
lowing the constraints provided each time. Additionally, we
test the generalization of our method and show that the same
constraint checker can be used in different environments and



Figure 1: Example scenario and system architecture. Consider a scenario where the agent needs to navigate rooms and reach
a destination. As shown on the left, there might be multiple paths to reach the destination. The agent can either use the red door
or the blue door. Now, the agent also receives a constraint in the form of language, “don’t use red door”. The agent will have to
use the blue door instead and reach the goal. Our system receives language constraints and grounds them to a behavior. To do
this, we use the constraint checker module during training which can interpret agent behavior along with the language constraint
and shape environment rewards to learn safe behaviors. HIST stores the current and n − 1 prior states. The constraint checker
receives the state sequence (from HIST) and the structured language constraint and outputs a reward Rc. The agent receives
this additional reward signal from the constraint checker along with the state and language constraint.

train the agents to follow similar constraints. We test this
on the Mini-Grid environment where we generate random
constraints in English. The experiments were done on 3 sce-
narios with different difficulty levels in terms of tasks and
language constraints.

Related Work
In most reinforcement learning and sequential decision mak-
ing problems, tasks are specified either using reward func-
tions (Sutton, Barto, and others 1998) or demonstrations
(Argall et al. 2009). Some other ways to specify tasks use
human feedback in the form of preferences as shown in
(Christiano et al. 2017) and (Gandhi et al. 2019). On the
other hand, using language instructions is a very appeal-
ing way to specify tasks and goals. It is very natural and
easy for humans to use language to convey goals and in-
tent. You don’t need to be an expert in actually performing
the task and you don’t need to manually engineer or design
reward functions. Unlike learning from preferences, natural
language specifications can encode more information about
the task and the way to perform the task.

Language can be used to specify plans, goals, and high
level requirements to each other (Gopnik and Meltzoff
1987). We humans can learn to do tasks in new environments
not only from demonstrations, but also from information
encoded using language (Tsividis et al. 2017). Traditional
Reinforcement Learning and Imitation Learning approaches
don’t really attempt to ground language and environment
features. It is important to develop intelligent agents with
the same capabilities.

In most current research, language is used in RL in two
main ways, language conditioned RL and language-assisted

RL (MacMahon, Stankiewicz, and Kuipers 2006) (Hermann
et al. 2017). Methods developed for language conditional
tasks are relevant for language-assisted RL as they both deal
with the problem of grounding natural language sentences
in the context of RL (Goyal, Niekum, and Mooney 2019)
(Bahdanau et al. 2018). Instruction following agents are pre-
sented with tasks defined by high-level (sequences of) in-
structions based on language. Most techniques focus on in-
structions that are represented by (at least somewhat natural)
language, and may take the form of formal specifications of
appropriate actions, of goal states (or goals in general), or of
desired policies. Another use of instructions is to induce a
reward function for RL agents or planners to optimize. We
will be exploring more of this type of a problem.

There has been some work in learning mappings between
language and actions or behaviors. Branavan et al. (2009)
shows a way to learn mapping between language instruc-
tions and action in reinforcement learning. They show this
on simple game tutorials and troubleshooting environments.
Chen and Mooney (2011) present a system that learns a
semantic parser for interpreting navigation instructions by
simply observing the actions of human followers and recent
work has shown the utility of natural language narrations for
guiding RL policies to learn complex tasks such as StarCraft
2 (Waytowich et al. 2019b; 2019a).

Ensuring safety in reinforcement learning algorithms is
also an important area of research. There has been a lot of
effort in building safe agents which avoid going into danger-
ous states and during training as well as inference. This is
especially true when the agent works and interacts closely
with humans. Saunders et al. (2017) show ways to use a hu-
man feedback to build a model which blocks unsafe actions



and try to learn tasks safely. Prakash et al. (2019b) extend
this work by combining model based and model free rein-
forcement learning to improve safety. Amodei et al. (2016)
and Leike et al. (2017) outline and motivate safe artificial in-
telligence research and also provide some test environments.

Background
Reinforcement learning provides a framework for decision-
making and control where an agent tries to maximize
long-term rewards by interacting with a complex envi-
ronment. This can be applied to various tasks such as
autonomous vehicles and robotics. Unlike other machine
learning paradigms, there is no supervisor and we only pro-
vide a high level objective function. The feedback might be
delayed, the data is not independent identically distributed
(i.i.d) and the agent’s actions affect the subsequent data it
receives. A policy is the agent’s behavior function or the
mapping from a state to action. A Value function is used
to evaluate how good a state is; it is the prediction of future
rewards. The dynamics model is the model of the environ-
ment or world, it is a function which predicts the next state
and reward, given the current state and action. An RL agent
can consist of one or more of these components.

Usually, reinforcement learning is formalized using
Markov Decision Processes (MDP). An MDP is defined as a
tuple (S, A, P, R, γ), where S is the state space, A is the ac-
tion space or the set of actions available to an agent, P is the
unknown transition function, R is the reward function and γ
ε (0, 1) is the discount factor. The RL agent interacts with
the environment by acting according to a policy π which is
a mapping from states to actions, or a probability distribu-
tion over actions. The goal at each step is to maximize the
discounted sum of future rewards,

∑∞
t′=t γ

t′−tRt′ , and the
quality of the policy at time t is measured by the value func-
tion Eπ(

∑∞
t γtRt+1|s0 = s), with starting state s.

We follow a similar structure described above. However,
the agent also receives a constraint or a warning in the form
of a structured language sentence C. The agent needs to
learn a policy π(a|s, C) which can perform the task while
satisfying these constraints. We define a trajectory segment,
T as a sequence of states which might represent the agents
behavior. For example, if the trajectory segment is of length
5, Ti is the trajectory segment at time step i(i > 5) which is
a sequence of 5 states Si−5...Si.

In the next sections, we will explain the architecture in
more detail along with the experiments and results.

System Architecture
The proposed architecture has two main components. The
constraint checker module and the RL policy module. The
constraint checker module is used to determine whether a
given constraint (i.e. ”do not use the red door”) was violated
or not and is used to augment the environment’s reward func-
tion or can be used as a proxy to the environment reward.
It takes a trajectory segment Ti (or a state sequence) and a
structured language constraint C and outputs a binary label
indicating violations. This output is used by the RL agent as
an auxiliary reward signal to learn safe policies.

Data Collection
The data to train the constraint checker needs to be col-
lected using human annotators. In order to train the con-
straint checker, we need samples of trajectory segments and
language constraints as input and binary label as the out-
put. This data can be collected in various ways depending
on the environment. In simulated environments, the agent
and goal positions can be randomized and the constraints
can be generated from a fixed vocabulary and grammar. The
human annotator can be presented with these pairs and be
asked to label whether or not the agent violated a constraint
as well as which constraint was violated. Likewise, the hu-
man can be presented with just the trajectories and asked to
come up with possible structured constraints. Alternatively,
it might be easier to use a human to demonstrate behaviors
themselves and then label them with structured constraints.

In this paper, we automated the process of annotating vi-
olations since we had access to the simulated environment
back end. A partially trained agent was rolled out in the envi-
ronment and random structured constraints were generated
at each episode. The data was collected to make sure we
have enough samples of all types are language constraints
and agent behaviors. In this dataset, each sample consists
of a sequence of states, S1 to Sn which corresponds to the
agent’s behavior and a binary label which denotes whether
or not a violation occurred given the random language con-
straint. Additionally, instead of labelling behaviors as vio-
lations after they happen, we set up our annotation routine
to label something as a violation just before it was about to
happen. We hypothesize that training the constraint checker
using this approach can potentially reduce the amount vio-
lations in the training phase. We validate this in the Results
section.

Constraint Checker
The constraint checker module interprets the language con-
straint C and a trajectory segment T and outputs whether
or not a violation occurred. This label can then be used to
augment the environment reward to train agents which can
avoid violations and act safely in the environment.

Inside the constraint checker are two sub-modules: the
language module and the trajectory module as shown in 2.
The language module accepts the structured language con-
straint and outputs a sentence embedding. The trajectory
module takes in as input a trajectory (sequence of states)
and generates a trajectory embedding.

The language module consists of an embedding layer of
size 32 and learns the word embeddings from the vocabu-
lary of our constraints (see Table 1). These are then passed
through a GRU layer of size 128 to get the sentence em-
bedding. The trajectory segment T is a sequence of states
as we described earlier. Each state (a 2D image in our case)
is processed by 2D Convolution layers to get a sequence of
state embeddings of size 64. This is then is passed through
a 1D Convolution to generate a trajectory embedding. The
sentence embedding and the trajectory embedding are con-
catenated and then passed through an MLP to give us the
final label representing violations. This module is trained in
a supervised fashion from the data collected earlier.



Figure 2: Architecture of the Constraint Checker . It accepts a trajectory segment and a language constraint and outputs
a binary label which denotes violations. This can can be used to shape the rewards which the agent receives. The trajectory
segment is a sequence of states the agent observes which are processed by 2d convolution layer which gives us a array of state
embeddings. This is then processed by a 1d convolution to give us a trajectory embedding. The textual constraint is processed by
an embedding layer followed by a Gated Recurrent Unit (GRU) layer to give us a sentence embedding. Both these embeddings
are concatenated and processed by a Multi-Layer Perceptron (MLP) to give us the final output label.

Reinforcement Learning Agent

The architecture of our entire model is show in Figure 1.
The RL agent receives a state S and the language constraint
C and outputs a probability distribution over the actions. It
processes the state S using 2D convolution layers followed
by a dense layer. And the constraint C is processed by a mod-
ule similar so the language module shown in the constraint
checker architecture. The reward that the RL agent receives
is a function of the default environment reward R and the
output of the constraint checker Rc. Rc depends on whether
or not the constraint checker thinks the agent behavior is bad
given the constraint. The RL policy is trained using Proxi-
mal policy optimization(Schulman et al. 2017).

Experiments and Results

In this section, we will explain the experimental setup as
well as the results. Our experiments are performed on the
MiniGrid Environment by Chevalier-Boisvert, Willems, and
Pal (2018) which is a partially observable grid world en-
vironment. The main goal of our experiments is to under-
stand how well our model can learn to interpret language
constraints and act safely in the environment. We also eval-
uate how the constraint checker can be reused in different
environments and tasks.

Environmental Setup

The environment can have multiple rooms with doors, walls
and goal objects. The doors can have multiple colors and
the agent and goal objects are spawned at random locations.
The action space is discrete which allows movement in all
4 directions, opening and closing doors and picking up and
dropping objects. The environment is partially observable,
the agent can only see an ego-centric 5 × 5 view in front
of the agent. Also, the agent cannot see through walls and
closed doors. We designed multiple scenarios in this envi-
ronment with increasing difficulty levels both in terms of
the tasks and the language constraints. We compare the per-
formance of our model with a baseline where we shape the
environment rewards directly by giving negative rewards for
violations.

The 2 Rooms scenario is shown in the Fig 3 (a). It con-
sists of 2 rooms separated by a wall and 2 doors. In each
episode, the agent and the goal are spawned at random loca-
tions and the door colors are randomly initiated. Also there
is a random language constraint generated which follows a
fixed grammar as shown in the examples in Table 1. The task
is to reach the green goal object using the minimum number
of steps while also going through the correct door (which is
specified using the language constraints).

The 2 Rooms with lava scenario is shown in Fig 3 (b).
This is similar to the 2 Rooms environment but it has an
additional cell called the Lava. It is the orange cell seen in



(a) 2 Rooms: There are 2 rooms separated by a wall and 2
doors. The agent in red needs to reach the green goal location
by using one of the doors. And the agent can only see a 5×5
area in front of it.

(b) 2 Rooms-Lava: There are 2 rooms separated by a wall
and 2 doors. There is also a lava cell which can behave in
different ways. The agent in red needs to reach the green goal
location by using one of the doors. And the agent can only
see a 5 × 5 area in front of it. Also, the agent may or may
not be allowed to use the lava cell depending on the language
constraint.

(c) 3 Rooms-Key: There are 3 rooms separated by walls and 2 doors. The first room
has a locked door and needs a key to unlock it. The agent needs to pick up the key
before opening the first door. Then, the agent can either use the door or take a longer
way to reach the goal state. Again, this depends on the language constraint.

Figure 3: Environments used in the experiments

the figure and it can behave in one of two ways depending on
the language constraint. Example language constraints are
shown in Table 1. For constraints of type 1-3, the lava acts
as a teleportation cell, the agent entering the lava will be
instantly moved right next to the agent. If the constraint is of
type 4-5, the agent entering the lava will die and result in 0
reward.

The 3 rooms with key scenario is shown in Fig 3 (c) where
the task is to again reach the goal state but the first room
is locked. The agent needs to collect the key first and then
unlock the door. The goal cell is always in the upper right
corners of the environment. If there is no restriction, taking
the second door is always the shortest path. The constraints
here are similar to the ones in 2 rooms scenario. Depending
on the constraint, using the door might be a violation and
the agent might have to use a longer route from the bottom
of the second wall.

Experimental Conditions
We compare our method with a baseline where we train the
agent with shaped environment rewards. This means that the
reward function is changed in the MiniGrid framework to

# Constraints Environments
1 do not use the red door 2Rooms, Lava, Key

2 do not go through the blue door 2Rooms, Lava, Key

3 no yellow door Lava

4 do not go through the red door and
stay away from lava Lava

5 avoid blue door and no lava Lava

Table 1: Example constraints used in the 3 environments
used in our experiments

output negative rewards whenever a language constraint is
violated. This is usually called as reward shaping. In order
to do this we need access to the environment reward func-
tion (the MiniGrid framework in this case) which is not al-
ways feasible in most real-world tasks. The baseline method
uses the same RL policy architecture as ours (minus the con-
straint checker) and is also trained using Proximal policy op-
timization (PPO). In contrast, our method does not change
the default reward function in anyway and thus does not
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(b) Episode Reward: 2 Rooms
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0.0 0.2 0.4 0.6 0.8 1.0
Steps 1e7

0.0

0.2

0.4

0.6

0.8

M
ea

n 
Ep

iso
de

 R
ew

ar
ds

Constraint Checker (Ours)
Shaped Rewards

(d) Episode Reward: 2 Rooms-Lava

Figure 4: Violations % and mean episode rewards for the 2 Rooms (top row) and 2 Rooms-Lava (bottom row) environ-
ments. The constraint Checker is able to optimize agent behavior to reduce violations faster than the shaped rewards baseline.
Additionally, our model is able to achieve higher episode rewards on average at the end of training than the shaped rewards
method.

rely on the requirement of having access or the expertise to
change the reward function. Instead, the constraint checker
detects violations and shapes the reward which is given to
the agent. In other words, this allows for a more intuitive
means of reward-shaping through structured language. The
aim of our experiments is to show that our method can per-
form as good as the baseline in terms of performance while
also minimizing the amount of violations our agent incurs.

Results
We trained our RL agents using the proposed constraint
checker method as well as the baseline method for all three
tasks. For the constraint checker, we used 12k samples
for the 2 Room environment and 15k samples for the 2
Rooms-Lava environment. Both methods were trained for
1e7 (10 Millions) steps for all three environments. Then, we
recorded the task performance (in terms of baseline reward)
and number of constraint violations.

Figures 4 and 5 show the mean violations and rewards of

for our constraint checker approach and the reward shaping
baseline approach. In order to get these plots, we save the
model at regular intervals throughout the training process.
We then evaluate these models on 50 random episodes. The
violation percentage is the number of times the agent per-
forms a violation given the constraint and the mean episode
rewards is over the 50 random episodes. The reward the
agent receives is a reward of 1 after reaching the goal state
and discounted by the number of steps it takes to reach the
goal.

In Figure 4b, we can see that the reward shaping model
and our model reach the same performance in terms of re-
wards at the end of training. This shows that the constraint
checker was able to interpret the language constraints and
behavior and provide correct rewards that still allow the
agent to reach it’s goal. We also show that the violation per-
centage is much less in our method compared to the baseline
reward shaped model especially at the beginning of training.

The next experiment was done on a slightly more com-
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Figure 5: Generalization Experiment. Violations % and mean episode rewards for the 3 Rooms-Key environment. Here the
constraint checker from the 2 Rooms experiment was reused for the 3 rooms-key as a test of generalization. Again, our method
is able to optimize agent behavior to reduce violations and achieve reward performance as good as the baseline. This shows
how we can re-use the constraint checker to train an agent to perform a different task where we have similar constraints.

plex scenario (2 Rooms-Lava), both in terms of the task
and the constraint. Since this scenario has different kinds
of constraints and violations, we collected data and trained
a new constraint checker. The example of these constraints
are shown in Table 1, rows 3-5. The results from the 2
rooms-lava scenario (shown in Figure 4c-d) show that the
constraint checker achieves improved performance in terms
of episode reward over the baseline method early on. The
baseline method is able to eventually catch up and match
the performance of the constraint checker. Additionally, we
see that using the constraint checker results in drastically
lower violations during training. The reason for this, we be-
lieve is because the nature of which the constraint checker
was trained. The data used to train the constraint checker
was collected in such a way that a trajectory segment was
labelled as negative, just before the violation was about to
happen.

As a test of generalizability, we performed another exper-
iment to show the re-usability of the constraint checker on
a new MiniGrid environment. We use the same constraint
checker trained in the 2-rooms environment, but apply it to
the 3 rooms with key environment where the task and the en-
vironment are different but the constraints and violations are
the same. The results here show that we were able to re-use
the constraint checker which trained for a different scenario
(as is evident in Figure 5 with steep training curves that con-
verge quickly to maximum performance as well as to near
zero constraint violations). Again, the reward and the viola-
tion percentage of our method matches the baseline reward
shaped model. This demonstrates that we were able to take
our constraint checker, pre-trained on a different task, and
achieve high reward performance on a new task with mini-
mal violations.

Discussion
It is really important that agents acting in the real world
have the capability to understand instructions and warning
signs in the form of natural language. This work presents
an architecture which can learn mappings between simple
language constraints and agent behavior. This is then used
to train agents who can solve tasks without violating these
constraints. In order to do this, we collect a dataset of agent
behavior and language constraints and train a constraint
checker model in a supervised fashion. This is then used to
shape rewards and train agents to interpret natural language
constraints and act safely. Currently, we test this on small vo-
cabulary of structured sentences, however future work will
involve extending this to more complex state spaces and lan-
guage.

There has been similar work done where language is used
to help train reinforcement learning policies. Most of these
however, attempt to use language to tackle issues with sparse
rewards and the long term credit assignment problem. They
use language instructions as a way to guide exploration dur-
ing training and accelerate learning. In our work, we instead
focus on using language to constrain the policy instead of
simply guide it. The benefit of this is that our language con-
straints are used to train agents to avoid certain behaviors
and ultimately act safely in environments.

Saunders et al. (2017) and Prakash et al. (2019b) have
done work in safe reinforcement learning where they use a
method to learn a mapping between state action pairs and
safety. This can be useful to avoid going into bad states
during exploration. However, since it is only using state ac-
tion pairs it can be difficult to use these methods to specify
safety for more complex behaviors. Our proposed method on
the other hand, can ground a structured language sentence
in terms of agent behavior and has the potential to achieve
broader expressivity in terms of behaviors that should be ei-



ther preferred or avoided. This is a step towards building
agents who can interpret language and learn safe behaviors
using human feedback.

One limitation of this work is that it requires a way to
either generate data automatically to train the constraint
checker or a person to collect and annotate the data. In suf-
ficiently complex scenarios, it will not feasible to automate
the curating of such a dataset and must be instead be col-
lected manually. If we wanted to extend this approach to
more complex environments or real world problems, annota-
tions will have to be done by a human. Crowd-sourcing plat-
forms, such as Amazon’s Mechanical Turk (AMT), can be
used to get a large and diverse dataset for supervised train-
ing of the constraint checker. Another benefit of this type of
annotation is that the human can label more complex behav-
iors which may be too difficult to specify using hand writ-
ten rules. Future work will incorporate crowd-sourcing tech-
niques, as well as reducing the amount of human annotations
needed in the first place.
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