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As organizations in government and industry increasingly rely on digitized

data and networked computer systems, they face a growing risk of exposure to

cyber attacks. As computer networks grow in size, so do the challenges cybersecurity

professionals face in securing them. With more connected devices, more users, and

more complex systems, adversarial attack opportunities increase exponentially.

Recently, the collection and release of malware datasets has allowed for the

development of machine learning (ML) approaches to detect malware. Existing

ML based approaches to malware detection have not yet leveraged uncertainty in a

systematic manner. Cybersecurity intrinsically requires operating under uncertain

conditions, so ignoring uncertainty is undesirable.

In this thesis, we explore di↵erent ways uncertainty estimation can benefit

cyber defense. In particular, we demonstrate how taking into account uncertainty

can be especially beneficial for highly constrained and quickly evolving malware

detection use cases, laying the groundwork for the increased adoption of uncertainty



aware ML in the cybersecurity community. Leveraging uncertainty, we improve

malware detection rates under extreme false positive rate constraints, improve out

of distribution data detection approaches, and significantly reduce the amount of

compute time needed to take advantage of the benefits of dynamic analysis. Along

the way, we also illustrate why previous evaluation metrics can be misleading and

demonstrate that executable file capabilities can be accurately predicted from raw

byte sequences.
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Chapter 1

Introduction and Related Work

Organizations in government and industry increasingly rely on information

technology, digitized data, and networked computer assets. Consequently, they face

a growing risk of exposure to cyber attacks (i.e., malicious attempts at stealing,

altering, or destroying information technology systems and data). Yet, as computer

networks grow in size, so do the challenges cybersecurity professionals face in secur-

ing them. With more connected devices, more users, and more complex systems,

adversarial attack opportunities increase exponentially. In 2018, on average, large

organizations took almost 200 days to identify a cyber breach and almost 70 days

to contain those breaches once they were identified [144].

1.1 The Malware Threat

Malicious software is one of the most common methods adversaries use to

exploit computer networks. Malware files are created with malicious intent to cause

an e↵ect not desired by a computer system owner. Generally, malware-based attacks

use manipulated software to intentionally cause damage or access data. A single

successful malware attack can result in millions of dollars in damages, with recent

annual financial impact measured to be in the hundreds of billions of dollars [9, 8,

87]. Each day, adversaries design new and increasingly complex malware systems,
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challenging security professionals to deploy robust and e↵ective counter measures.

As a result, malware detectors have become a critical component of a cyber-

security strategy. Traditionally, anti-virus systems used static and signature-driven

systems (i.e., systems that looked for specific software known to be malicious) to

detect malware [193]. More recently, dynamic software analysis has become increas-

ingly popular, where evaluated software is run in a secure environment to directly

observe whether or not it behaves maliciously. Egele et al. [53] provide a survey on

challenges, features, techniques, and tools for dynamic malware analysis.

While powerful, anti-virus and dynamic analysis tools have limitations. In

particular, these methods can be time consuming when the data volume and velocity

are high [157], with certain methods such as dynamic analysis having particularly

high computational cost.

1.2 Machine Learning Methods for Malware

The collection and release of malware datasets has allowed for the development

of machine learning approaches to detect malware. The machine learning based

automation of static and dynamic analysis enables a faster investigation of more

files and allows human analysts to focus on “hard” samples.

Well-known examples of malware datasets are the EMBER datasets from An-

derson and Roth [6] and the Drebin dataset from Arp et al. [12] and Spreitzenbarth

et al. [173]. The EMBER2017 dataset is an open source dataset of over a million

portable executable files (PE files) scanned by VirusTotal in or before 2017 [6]. The
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dataset includes metadata, features derived from the PE files, and a benchmark

model trained on those derived features. While the raw PE files are not available as

part of EMBER, they can be downloaded via VirusTotal. A second EMBER2018

dataset was later released with a million PE files scanned in or before 2018. The

EMBER2018 dataset was designed to be more challenging for machine learning al-

gorithms to classify than the EMBER2017 dataset. The older Drebin dataset of

Android malware contains 5560 applications from 179 di↵erent malware families

collected between August 2010 and October 2012 [12, 173]. Newer is the 2020 “in-

dustry scale” Sophos AI SOREL-20M dataset, consisting of 20 million files [74].

Machine learning can be applied to the malware domain in many ways. Binary

classification algorithms can be used to produce a decision about whether or not a

file is malicious. Multi-class classification algorithms can be used to sort malware

by family or type. Unsupervised learning can be used to find similar groups of files

and summarize malware. On the o↵ensive side, reinforcement learning can be used

to design new malware that evades anti-virus systems [7]. Ra↵ and Nicholas [147]

and similarly Gibert, Mateu, and Planes [69] provide modern surveys on machine

learning applied to malware classification.

The application of machine learning to malware poses many challenges not

often seen in other applications. For example, the rapid evolution of malware tech-

niques leads to fast concept drift. This is a problem even within malware families.

For example, the Zeus banking Trojan’s source code was leaked in 2011, leading to a

plethora of mutations and variants [128]. Today, Zeus is the most prevalent banking

Trojan in the wild and is a weapon of choice for cyber criminals targeting banks
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and small businesses.

The majority of the existing research in machine learning applied to malware

detection has focused on the automation of static malware analysis, where a file is

analyzed without being run. Ra↵ et al. [151] introduce MalConv, a convolutional

neural network for malware detection that operates on the raw byte sequences of files.

The authors note that malware classification from byte sequences can be considered

as one of the longest sequence time series classification problems in practice, and as

a result of the uniqueness of the problem, much conventional deep learning wisdom

was found to not apply in the context of malware classification on raw bytes. Ra↵ et

al. [149] develop a new approach to temporal max pooling that improves MalConv’s

memory and computational costs. They also introduce a new global channel gating

design that results in an attention mechanism capable of learning feature interactions

across millions of time steps. Yan, Qi, and Rao [199] and Krčál et al. [101] are also

examples of deep learning based static analysis.

While promising, these deep learning based static analysis approaches have

been shown to be susceptible to adversarial attacks. Adversarial attacks on machine

learning systems have goals that are somewhat similar to malware. These adversarial

attacks seek to design data that result in a machine learning system behaving in

a way that the system’s creator did not expect or intend [71, 22]. Demetrio et

al. [44] suggest through the use of model interpretation techniques that MalConv

does not seem to learn to use meaningful features but rather information from the

header which can be easily manipulated. They use this to develop an adversarial

attack against MalConv that uses file header manipulation. Kolosnjaji et al. [100]

4



and similarly Kreuk et al. [102] demonstrate adversarial attacks against MalConv

that modifies bytes at the end of malware samples. Papernot [139] provide a good

discussion of adversarial attacks on malware classifiers and provide experimental

results on the Drebin dataset.

The development of adversarial attacks against machine learning systems used

for malware detection has led to an iteration of improving defences and attacks,

similar to the cycle seen in cyber defense and o↵ense. Fleshman et al. [56] introduce

a defense against adversarial attacks that uses non-negative weight constraints in

the context of binary classification tasks with asymmetric costs. In the malware

domain, the attackers objective is usually to make malware seem benign, not to

make benignware seem malicious. Their defense is shown to remedy attacks such as

that from Kreuk et al. [102] and Kolosnjaji et al. [100].

The use of machine learning for malware detection and classification has also

led to research in new evaluation methods for these algorithms. Fleshman et al.

[57] introduce a new method to test and compare machine learning based static

malware classifiers and signature based anti-virus tools, by measuring changes in

performance in the face of adversarial modifications. Their results show that pure

machine learning based systems can be more robust than traditional anti-virus prod-

ucts at detecting evasive malware, though may be slower to adapt to significantly

novel attacks.

We note that machine learning is also useful for cyber defense outside of just

malware related tasks. Lin et al. [108] provide a survey of deep learning for software

vulnerability detection for example.
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1.3 What’s Missing?

The modeling of uncertainty for decision making is notably missing from the

current machine learning for malware literature. Understanding when a machine

learning model is uncertain about its prediction is critical in high risk applications

such as cyber defense, where a successful attack can have broad implications on

national security and even deadly consequences.1 When an automated malware

detection algorithm is uncertain about a sample, the uncertainty estimate could be

used to flag the sample for analysis by a more computationally expensive algorithm

or for review by a human. Furthermore, the uncertainty could be used to adjust

prediction thresholds to achieve a desired outcome such as low false positives and

could be used to guide human analysis towards an “interesting” property of the

sample, narrowing the search space for the human analyst.

As we will explore in the next section, the Bayesian framework allows for the

principled modeling of uncertainty in machine learning.

While there exist some methods in the malware analysis research literature

that are labeled as “Bayesian,” the majority of these do not fit the definition of

Bayesian with respect to the modeling of uncertainty. Instead, these methods simply

apply Bayes’ Theorem to point estimates as is done in the majority of implemen-

tations of Naive Bayes and of Bayesian Belief Networks [203, 109, 206]. The use of

Bayes’ Theorem is not su�cient to make a machine learning algorithm statistically

Bayesian. If a posterior distribution is not computed and a maximum likelihood es-

1
https://www.nytimes.com/2020/09/18/world/europe/cyber-attack-germany-ransomeware-

death.html
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timate or a maximum a posteriori estimate is computed instead, then the approach

is not Bayesian [132].

A notable exception is the Bayesian work of Backes and Nauman [16] which

tackles uncertainty in machine learning for Android malware using probabilistic

programming and the Drebin dataset. The work clearly motivates the use and need

for Bayesian machine learning in malware analysis. The use of Bayesian models

is shown to improve accuracy and was also used to detect real malware samples

that were incorrectly labeled as false positives. The authors suggest that there has

been no Bayesian machine learning applied to malware previous to their paper.

A Bayesian logistic regression model is used, and coverage metrics are introduced

for Uncertain Positives and Uncertain Negatives. The paper also introduces two

methods for augmenting predictions using uncertainty.

Tangential but still of interest, Sartea, Farinelli, and Murari [162] model ac-

tive dynamic malware analysis as a Bayesian Game (in Game Theory, a game where

players have incomplete information about each other) between an analyst agent

and a malware agent. In particular, families of malware are mapped to types of

Bayesian games. The analyst takes actions to perform dynamic analysis under un-

certainty over the game type/malware family. This approach integrates uncertainty

directly into the task of dynamic analysis and minimizes the number of actions (so by

extension time and computation) needed to perform accurate malware classification.

Atapour-Abarghouei, Bonner, and McGough [14] introduce a one shot learn-

ing approach for classifying ransomware post-infection using screenshots of the

ransomware splash screen. Model uncertainty is estimated using dropout-based
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Bayesian inference approximations. This uncertainty allows for the detection out of

distribution data at test time, mapping to new ransomware or unrelated images. We

note that this approach is image-based rather than file-based and cannot be used

to prevent an attack.

1.4 Goals, Chapters, and Publications

The growing reliance on networked computer systems and digitized data has

increased the exposure of organizations in government and industry to cyber attacks.

However, the recent collection and release of malware datasets has allowed for the

development of machine learning based malware detection algorithms. While cy-

bersecurity intrinsically requires operating under uncertain conditions, current ML

based approaches to malware detection have not yet leveraged uncertainty in a sys-

tematic manner. In this thesis, we explore di↵erent ways uncertainty estimation

can benefit cyber defense. In particular, we demonstrate how taking into account

uncertainty can be especially beneficial for highly constrained and quickly evolving

malware detection use cases, laying the groundwork for the increased adoption of

uncertainty aware ML in the cybersecurity community.

This thesis represents the amalgamation of three publications:

• chapter 3: Andre T. Nguyen, Edward Ra↵, Charles Nicholas, James Holt.

“Leveraging Uncertainty for Improved Static Malware Detection Under Ex-

treme False Positive Constraints.” Proceedings of the 1st International Work-

shop on Adaptive Cyber Defense at IJCAI 2021. [134]
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• chapter 4: Andre T. Nguyen, Fred Lu, Gary Lopez Munoz, Edward Ra↵,

Charles Nicholas, James Holt. “Out of Distribution Data Detection Using

Dropout Bayesian Neural Networks.” Under review.

• chapter 5: Andre T. Nguyen, Richard Zak, Fred Lu, Robert Brandon, Gary

Lopez Munoz, Edward Ra↵, Charles Nicholas, James Holt. “Minimizing com-

pute costs: When should we run more expensive malware analysis?” In prepa-

ration.

In addition to these chapters, chapter 2 provides an introduction to the quan-

tification of uncertainty in machine learning, and chapter 6 summarizes conclusions

and potential future research directions.
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Chapter 2

The Quantification of Uncertainty

The Bayesian framework allows for the principled modeling of uncertainty in

machine learning and decision making [20]. Within this framework, probabilities

represent degrees of belief as opposed to the frequentist interpretation of proba-

bilities as long run frequencies [110]. Bayesian inference uses Bayes’ Theorem to

update beliefs (that are represented in the form of probability distributions) when

new data is observed. Reverend Thomas Bayes introduced Bayes’ Theorem in the

special case where the prior is uniform [18]. Pierre-Simon Laplace later introduced

Bayes’ Theorem in its general form [106]. Bayesian inference in its modern form

was developed by Sir Harold Je↵reys [90], though not without controversy [84, 1].

Martin, Frazier, and Robert [123] provide a thorough review of Bayesian computa-

tion in parametric settings through a historical lens, and Schoot et al. [164] provide

a primer on Bayesian statistics.

2.1 Bayesian Machine Learning

In the context of machine learning, a Bayesian update takes the following form

where ✓ represents model parameters, D represents the data, and M represents the

model class:

P (✓|D,M) =
P (D|✓,M)P (✓|M)

P (D|M)
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P (✓|D,M) is the posterior belief about the model parameters given the data, P (D|✓,M)

is the likelihood of the data given the model parameters, P (✓|M) is the prior belief

about model parameters, and P (D|M) is the marginal likelihood or evidence. These

are related by Bayes’ rule.

For prediction, the posterior predictive can be computed as follows where D is

the training data andD
⇤ is the test data: P (D⇤|D) =

R
P (D⇤|D, ✓)P (✓|D)d✓. When

data points are conditionally independent given model parameters then P (D⇤|D, ✓) =

P (D⇤|✓), and we can write:

P (D⇤|D) =

Z
P (D⇤|✓)P (✓|D)d✓

The posterior predictive is an example of Bayesian model averaging [80], a posterior

weighted average of P (D⇤|✓).

As a result of the No Free Lunch Theorem [192], which states that there is no

single best model class that is optimal for all tasks, model classes often need to be

compared. Bayesian model selection takes a similar approach to that of Bayesian

model parameter selection. We can compute the posterior over model classes as

follows:

P (M |D) =
P (D|M)P (M)

P (D)

Assuming a uniform prior over model classes, the maximum a posteriori (MAP)

estimate, the mode of the posterior distribution, is the model class that maximizes

the marginal likelihood P (D|M) =
R
P (D|✓,M)P (✓|M)d✓. MacKay [118] discusses
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model comparison in the context of Bayesian neural networks.

Bayesian inference is usually intractable due to the integrals involved, unless

the prior distribution is conjugate to the likelihood distribution. Unfortunately,

conjugate priors exist for only exponential family distributions [132] and so can’t be

directly applied to complex models like Bayesian deep neural networks.

2.2 Bayesian Inference For Deep Learning

As exact Bayesian inference cannot be done for Bayesian deep learning models,

approximate inference methods need to be used.

A straightforward approach is to use a Laplace approximation to model the

posterior over neural network weights as a Gaussian [115, 43]. Ritter, Botev, and

Barber [156] construct a Kronecker factored Laplace approximation to the posterior.

Kristiadi, Hein, and Hennig [103] add uncertainty units to a pre-trained network that

are trained post-hoc using an uncertainty-aware loss to improve uncertainty under

a Laplace approximation.

Proper Markov Chain Monte Carlo (MCMC) methods will always perfectly

sample from the posterior given enough time. The MCMC method of choice is

Hamiltonian Monte Carlo (HMC) as described in Neal [133] under the name “hybrid

Monte Carlo.” Betancourt [21] provides an in-depth introduction to HMC. While

HMC is notoriously di�cult to tune, methods such as the No-U-Turn Sampler of

Ho↵man and Gelman [81] attempt to automate the tuning. While considered the

gold standard, HMC isn’t scalable because the method requires gradient computa-
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tions that use the entire dataset. Recently, new methods for scaling HMC have been

introduced such as Stochastic Gradient HMC [35] which according to the evaluation

of Yao et al. [201] performs well in terms of capturing uncertainty. Ma, Chen, and

Fox [114] provide a complete framework for constructing MCMC samplers, includ-

ing stochastic gradient MCMC samplers. Cobb et al. [40] introduce (among other

things) a Python package, hamiltorch, that simplifies the use of HMC with Py-

Torch [140]. Welling and Teh [184] introduce a method that uses simpler Langevin

dynamics to allow for a stochastic gradient based sampling of the posterior.

There has been interesting recent work around the development of Bayesian

coresets, which scale sampling-based inference methods by subsampling and weight-

ing data to produce a high fidelity summary of the entire dataset [86, 30, 31, 29].

As MCMC is hard to scale and tune in practice, variational inference, which

converts the integration problem into an optimization problem where the poste-

rior is approximated using a simpler variational distribution, is often used instead

[91, 23]. In particular, the exact posterior p(·|D) is approximated by a variational

approximation q(·) by minimizing the Kullback-Leibler divergence:

q
⇤ = argmin

q2Q
KL(q(·)||p(·|D))

q
⇤ = argmin

q2Q

Z
q(✓) log

q(✓)

p(✓|D)
d✓

q
⇤ = argmin

q2Q

Z
q(✓) log

q(✓)p(D)

p(✓, D)
d✓

q
⇤ = argmin

q2Q
log p(D)�

Z
q(✓) log

p(✓, D)

q(✓)
d✓
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The log p(D) term does not depend on q, so it can be dropped from the optimization,

and the subtracted term that remains is called the evidence lower bound (ELBO).1

So the optimization becomes

q
⇤ = argmax

q2Q
ELBO(q)

The scaling of Bayesian methods to sizable datasets has been largely made

possible by stochastic variational inference [82]. Black box automatic stochastic

variational inference methods [104, 153, 177, 49] that only require the specification

of the model log-likelihood have improved the usability and adoption of Bayesian

methods and has sped up model iteration.

Variational inference for neural networks was first introduced in the early

1990’s [78]. Graves [72] revived interest in variational inference for neural networks

by introducing a stochastic variational method for inference in neural networks, and

Blundell et al. [24] improves on this method.

Gal and Ghahramani [62] and Gal [60] introduce an easy to implement ap-

proach to variational inference in Bayesian neural networks. In particular, they

show that a neural network with dropout [79, 174], a technique commonly used

to reduce overfitting in neural networks by randomly dropping units during train-

ing, applied before every weight layer, is equivalent to an approximation of a deep

Gaussian process [42]. They also show that training with dropout e↵ectively per-

forms variational inference for the deep Gaussian process model. Leaving dropout

1
ELBO is a lower bound since the KL divergence is always positive, and as a result log p(D) �

ELBO.
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on at test time allows for sampling from the posterior distribution. Gal, Hron, and

Kendall [63] improve uncertainty calibration in these models by automatically tuning

the dropout probabilities using gradient methods. Smith and Gal [169] show that

training ensembles of these models with di↵erent initializations can be beneficial

when the true posterior is concentrated in many local modes of similar likelihood.

The connections between Bayesian neural networks and Gaussian processes

[154] have long been studied. Neal [133] and Williams [188] discuss the connections

between infinitely wide Bayesian neural networks and Gaussian processes. Hybrid

combinations of deep neural networks and Gaussian processes such as the Stochastic

Variational Deep Kernel Learning model of Wilson et al. [190] use deep neural

networks to learn the kernel of a Gaussian process. Amersfoort et al. [2] improve

on Stochastic Variational Deep Kernel Learning by using a bi-Lipschitz constraint

to encourage the feature extractor to approximately preserve distances. Bradshaw,

Matthews, and Ghahramani [25] explore similar models, showing evidence that they

are more robust to adversarial examples. Garnelo et al. [67] introduce the neural

process which like the Gaussian process defines a distribution over functions and

like neural networks is computationally e�cient. Rudner et al. [160] establish a

connection between Gaussian processes with deep kernels and neural processes. Liu

et al. [111] develop an approach to make deep residual neural networks input distance

aware (with respect to the training data manifold) by replacing the final layer of

the network with a Gaussian process approximation and by employing spectral

normalization to preserve distances from the input to the output of the network.

Variational inference methods that leverage the optimization techniques used
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in traditional deep learning have also been developed. Maclaurin, Duvenaud, and

Adams [119] show how stochastic gradient descent with early stopping can be used

for variational inference. In a similar manner, Maddox et al. [120] build o↵ of

stochastic weight averaging [88] to fit a distribution using the stochastic gradient

descent trajectory. Wilson and Izmailov [189] extend this technique using an ensem-

bling approach to sample around multiple posterior modes. Khan et al. [96] modify

the Adam optimizer [98] to perform variational inference. Another Bayesian neural

network inference approach that is related [77] to variational inference is the expec-

tation propagation [126] based probabilistic back propagation of Hernández-Lobato

and Adams [76].

The quality of uncertainty estimates depends on how well the posterior distri-

bution of the Bayesian neural network is approximated. Yao et al. [201] and Vadera

et al. [179] provide comparisons of uncertainty quality for various BDL inference

procedures. Variational inference is known to underestimate uncertainty [117]. A

related problem, which is highlighted by Giordano, Broderick, and Jordan [70] and

Turner and Sahani [178], is that variational inference will not capture all of the true

posterior modes as it approximates the posterior with a simpler distribution. This

can be problematic for many applications. For example, this underestimation of

uncertainty can lead to there being test data that has low uncertainty while being

far away from the observed training data, and as a result, out of distribution data

such as new classes and adversarial examples cannot be detected [169].

We note that while most work in Bayesian deep learning captures uncer-

tainty in model weights, Antorán, Allingham, and Hernández-Lobato [10] performs
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probabilistic reasoning over network depth, extended in Antorán, Allingham, and

Hernández-Lobato [11] to perform neural architecture search.

Deep learning does not necessarily need to be Bayesian to provide uncertainty

estimates. Lakshminarayanan, Pritzel, and Blundell [105] propose an alternative

to Bayesian deep learning that trains an ensemble of randomly initialized models.

These deep ensembles are shown to produce competitive uncertainty estimates both

in domain [13] and out of distribution [138], due to their ability to explore di↵erent

modes in function space [58]. Training ensembles can be done e�ciently [85, 185]

and extended to ensemble over hyperparameters [186].

Wilson and Izmailov [189] show that deep ensembles are not a competing

approach to Bayesian deep learning but in fact are an approach for approximate

Bayesian marginalization. Wilson and Izmailov [189] use the Bayesian interpreta-

tion of deep ensembles to derive MultiSWAG, an improvement on deep ensembles.

Pearce et al. [141] also show that modified ensembling leads to Bayesian approximate

inference.

Hooker [83] proposes a frequentist testing method for diagnosing extrapolation,

a task similar to the estimation of epistemic uncertainty. Munson and Kegelmeyer

[131] similarly explore the detection of extrapolation risk. Schulam and Saria [165]

proposes an approximation to the bootstrap [52] that is shown to produce predictive

distributions competitive to those produced by Bayesian methods.
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2.3 Uncertainty Metrics

Two kinds of uncertainty can be distinguished [60]. Aleatoric uncertainty is

caused by inherent noise and stochasticity in the data. More training data will not

help to reduce this kind of uncertainty. Epistemic uncertainty, on the other hand, is

caused by a lack of similar training data. In regions lacking training data, di↵erent

model parameter settings that produce diverse or potentially conflicting predictions

can be of comparable likelihood under the posterior.

For classification tasks where epistemic and aleatoric uncertainty don’t need

to be di↵erentiated, uncertainty can be measured using the predictive distribution

entropy:

H[P (y|x,D)] = �
X

y2C

P (y|x,D) logP (y|x,D)

Aleatoric uncertainty can be measured using expected entropy:

EP (✓|D)H[P (y|x, ✓)]

Mutual information can be used to measure epistemic uncertainty:

I(✓, y|D, x) = H[P (y|x,D)]� EP (✓|D)H[P (y|x, ✓)]

Monte Carlo estimates obtained by sampling from the posterior can be used to

approximate the terms of these equations for our Bayesian models [169]. In partic-

ular, P (y|x,D) ⇡ 1
T

PT
i=1 P (y|x, ✓i) and EP (✓|D)H[P (y|x, ✓)] ⇡ 1

T

PT
i=1 H[P (y|x, ✓i)]
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where the ✓i are samples from the posterior over models and T is the number of

samples. Other methods that measure disagreement between samples, such as the

estimated variance of the samples, can be used to estimate epistemic uncertainty as

well.

Depeweg et al. [45] demonstrate a decomposition of uncertainty into epistemic

and aleatoric components in the context of Bayesian neural networks with latent

variables [46] for e�cient active learning in the presence of complex noise and for

risk sensitive reinforcement learning. Kendall and Gal [94] discuss neural network

uncertainty in the context of computer vision, and Filos et al. [55] evaluate the

robustness of Bayesian deep learning in the context of diabetic retinopathy diagnosis.

Epistemic uncertainty can be viewed as measuring how far prediction time

data is from the manifold induced by the training data. In other words, mutual

information can be used to measure distance from the training data distribution.

This is useful for detecting out of distribution data as well as uncovering adversarial

attacks [169]. Xiao, Gomez, and Gal [195] use epistemic uncertainty to detect out of

distribution language data. Gal and Smith [65] develop theoretical results that show

that with the right model architecture and good uncertainty estimation, Bayesian

neural networks can be immune to adversarial attacks.

We have discussed the threat posed by malware, the current state of machine

learning based malware detection, and the tools of uncertainty. In the remaining

chapters, we develop and explore new methods for leveraging uncertainty to improve

machine learning applied to malware detection. In particular, in the next chapter,

we develop a new, uncertainty-based approach to thresholding a model’s decision
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under extreme false positive rate constraints.
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Chapter 3

Leveraging Uncertainty for Improved Static Malware Detection

Under Extreme False Positive Constraints

The detection of malware is a critical task for the protection of computing

environments. This task often requires extremely low false positive rates (FPR) of

0.01% or even lower, for which modern machine learning has no readily available

tools. We introduce the first broad investigation of the use of uncertainty for mal-

ware detection across multiple datasets, models, and feature types. We show how

ensembling and Bayesian treatments of machine learning methods for static malware

detection allow for improved identification of model errors, uncovering of new mal-

ware families, and predictive performance under extreme false positive constraints.

We additionally demonstrate how previous works have used an evaluation protocol

that can lead to misleading results.

3.1 Introduction

Classifying a new file as benign (safe to run) or malicious (not safe, termed

“malware”) is a current and growing issue. Malware already causes billions in dam-

ages [8, 87], and with healthcare systems increasingly targeted has directly led to

deaths [51]. For years most anti-virus (AV) vendors have been seeing at least 2

million malicious new files per month [172], and benign files on a network tend to
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outnumber malicious files at a ratio of 80:1 [107]. This creates a common need for

malware detection systems to operate with extremely low false positive rates. If

false positives are too frequent, then analysts, IT, and support sta↵ have to spend

too much work on non-threats while simultaneously interrupting normal workflow.

Even with this focus, Computer Incident Response Teams (CIRT) are often deal-

ing with over 50% false positive rates and cite it as the main issue with current

tooling [135].

The natural goal for AV style deployments of a malware detector is to maxi-

mize the true positive rate (TPR) for some maximally acceptable false positive rate

(FPR). Production deployments are often concerned with FPRs of 0.1% at most,

and preferably 0.001%. The issue of low FPR has been recognized since the very

first research on machine learning based malware detection [95], yet surprisingly lit-

tle work has been done to study how to maximize TPR@FPR. We present the first

work addressing this gap by applying ideas from ensembling and Bayesian uncer-

tainty estimation to a variety of common malware detection methods in use today

on the two largest public corpora. In doing so we develop a number of contributions

and previously unrealized insights:

1. All prior malware detection work we are aware of have evaluated TPR@FPR

incorrectly or not specified their approach. The common error is to measure

the TPR at the desired FPR on the test set, but this presupposes knowledge

of the exact threshold to achieve the desired FPR. By instead estimating the

threshold on a validation set, we show prior results have often misidentified
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their true TPR rates.

2. While the benefits of ensembling have long been known, it is often presumed

that significant model diversity is required to obtain meaningful benefit. We

show even moderately diverse or Bayesian approaches can significantly improve

the TPR, especially for the low-FPR regimes needed for malware detection.

3. By using a Bayesian approach to estimate the epistemic and aleatoric uncer-

tainty of a model on a given sample, we develop a new approach to thresholding

a model’s decision that can improve TPR and better approximate the desired

FPR on unseen data.

4. Malware detection deployment requires detecting novel malware families, an

intrinsically out-of-distribution task. We show how epistemic and aleatoric

uncertainty relates to errors and novel malware families, allowing for faster

detection of new threats.

The rest of the work reported on in this chapter is organized as follows. First

we will review the related research to our work in section 3.2. Next we will detail

the data, algorithms, and metrics used in all of our experiments in section 3.3.

We present extensive experimental results organized by our major contributions in

section 3.4, which show that prior TPR estimates could be o↵ by � 35% relative

error, that ensembles of limited diversity can raise TPR rates by � 11%. Then

we leverage uncertainty estimates to show a statistically significant improvement

over the naive approach of thresholding models for TPR/FPR trade-o↵s, and that
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our uncertainty estimates is useful to malware analysts in identifying miss-predicted

files. Our conclusions are presented in section 3.5.

3.2 Related Work

The need for low FP rates has been paramount since the inception of machine

learning malware detection research by Kephart et al. [95]. Much of the history in

this domain is focused on “signature” like tasks, where the goal was to recognize

the set of already known malware, smaller than the total population of malware.

This led to works that used training and testing data for evaluation [68, 59]. This

approach is not meaningful for determining TPR at any FPR due to over-fitting,

and is not tenable due to the now large and growing population of malware with

more sophisticated obfuscation techniques. There is no agreed upon threshold for

exactly how low FPs should be, with most published work ranging from 0.1% down

to 0.00002% [152, 171, 143, 5, 142, 99, 163, 150]. All of these works evaluate

their false positive rates on the test set, selecting the threshold from the test set

that gives them the desired FPR, and then report the associated TPR. This is an

understandable but incorrect approach, because the threshold is selected explicitly

from the test set, when our goal is to test the ability of the model to achieve an

FPR on unseen data. As far as we are aware, our work is the first in the malware

detection space to identify this and propose selecting the threshold from a validation

set, and then evaluate the precision of the FPR estimate in conjunction with the

obtained TPR.
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It is also worth noting that these cited prior works attempt to minimize FPR

primarily by feature selection, engineering, or ML process pipeline choices that they

believe will result in a more accurate model or be biased towards low FPR. Our

approach is instead model agnostic, and seeks to better understand the nature of

selecting thresholds to achieve TPR@FPR targets and improving it with uncertainty

estimates. The only other work we are aware of that has this goal is from the

related domain of spam detection by Yih, Goodman, and Hulten [204] who propose

two dataset re-weighting approaches, but also determine their success using the test

set. Because they focus on data re-weighting their approach is orthogonal to our

own, and both could be used simultaneously. The closest other work we are aware is

[50] that develop di↵erentiable approximations to AUC and Precision at a minimum

Recall, but their approach does not apply to our situation because we instead need a

maximum FP rate and specific points on the AUC curve. Further, our need for very

low FPR is problematic for their setting as a mini-batch of data will be insu�cient

for estimating low FPR.

A number of prior works have investigated diverse ensembles of di↵erent kinds

of algorithms to improve malware detection accuracy [202, 113, 92, 125, 97], fol-

lowing the common wisdom that averaging over diverse and uncorrelated predictors

improves accuracy [191, 26, 89]. As far as we are aware, we are the first to study the

performance of small ensembles of low-diversity (i.e, di↵erent runs of the same algo-

rithm) and identify their especially large impact on TPR when needing extremely

low FPR. This is important for malware detection as a diverse ensemble often neces-

sitates algorithms that are too slow for deployment, and high compute throughput
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is critical to practical utility in this domain.

Building upon the use of ensembles, the modeling of uncertainty for decision

making is notably missing from the current machine learning for malware literature.

An exception is the approach of Backes and Nauman [16] which introduces new

classes for uncertain decisions in the context of a simple Bayesian logistic regression

model applied to the Drebin Android malware dataset [12, 173]. Understanding

when a machine learning model is uncertain about its prediction is critical in high

risk applications such as malware detection. When an automated malware detection

algorithm is uncertain about a sample, the uncertainty estimate could be used to flag

the sample for analysis by a more computationally expensive algorithm or for review

by a human. Our work is the first we are aware of to study how modeling uncertainty

can be used to improve TPR@FPR scores, and to aid analysts by showing new

samples with high uncertainty are more likely to be novel malware families.

3.3 Methods

We provide details about the data and machine learning models used in our

experiments. The majority of the existing research in machine learning applied to

malware detection has focused on the automation of static malware analysis, where a

file is analyzed without being run. We will also focus on the static analysis problem.
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3.3.1 Data

Due to the need to estimate low FPR rates, we use the two largest available

corpora for malware detection. These are the EMBER2018 and Sophos AI SOREL-

20M datasets. We note that both of these datasets focus on low FPR evaluation,

but make the same error in evaluation. Our first results in section 3.3 will show the

relative magnitudes of the errors.

We use the EMBER2018 dataset which consists of portable executable files

(PE files) scanned by VirusTotal in or before 2018 [6]. The dataset contains 600,000

labeled training samples and 200,000 labeled testing samples, with an equal number

of malicious and benign samples in both sets. The malicious samples are also labeled

by malware family using AVClass [166]. All of the testing samples were first observed

after all of the training samples. EMBER2018 includes vectorized features for each

sample encoding general file information, header information, imported functions,

exported functions, section information, byte histograms, byte-entropy histograms,

and string information [6]. While the 1.1TB of raw PE files are not available as

part of EMBER2018, they can be downloaded via VirusTotal. We note that the

EMBER2018 dataset was designed to be more challenging for machine learning

algorithms to classify than the original EMBER2017 dataset.

We also use the recent Sophos AI SOREL-20M dataset, consisting of 20 million

files [74]. The much larger number of data points in the Sophos dataset is advertised

as “industry scale” and allows for the exploration of FPR constraints much smaller

than allowed by EMBER2018. In particular, the test set size for Sophos consists of
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1,360,622 malicious samples and 2,834,441 benign samples. As part of the Sophos

dataset release, two baseline models are provided, including a feed-forward neural

network (FFNN) and a LightGBM (LGBM) gradient-boosed decision tree model.

Five versions of each of the models are pre-trained using di↵erent random seeds on

the Sophos data using the same featurization as EMBER2018.

3.3.2 Models

3.3.2.1 EMBER2018

We apply three models to the EMBER2018 dataset that each rely on di↵erent

types of features. The first model we apply is a Bayesian deep learning model

based on the MalConv model of Ra↵ et al. [151], a convolutional neural network for

malware detection that operates on the raw byte sequences of files. We will refer

to this model as Bayesian MalConv (BMC). As exact Bayesian inference cannot be

done for deep neural networks such as MalConv, approximate inference methods

need to be used.

Gal and Ghahramani [62] introduced an easy to implement approach to vari-

ational inference in Bayesian neural networks. In particular, they showed that a

neural network with dropout, a technique commonly used to reduce overfitting in

neural networks by randomly dropping units during training [79, 174], applied be-

fore every weight layer is equivalent to an approximation of a deep Gaussian process

[42], and that training with dropout e↵ectively performs variational inference for

the deep Gaussian process model. The posterior distribution can be sampled from
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by leaving dropout on at test time. For Bayesian MalConv, we follow this approach

and apply dropout before each fully connected layer of the MalConv model, with a

dropout probability of p = 0.1. We use the Adam optimizer [98] to train the model,

and we produce 16 samples at evaluation time using multiple forward passes on the

trained model with dropout left on.

The second model we apply is a Bayesian logistic regression (BLR) model

which takes as input the binary presence of 94,225 byte 8-grams [150, 148] selected

using LASSO from the one million most common byte 8-grams. Dropout is used in

a similar manner to Bayesian MalConv, with a dropout probability of p = 0.1 and

16 samples at evaluation time.

The third model we apply is an ensemble of 16 Light Gradient Boosting Ma-

chine (LGBM) models [93] trained with di↵erent random seeds on the EMBER

features as described in Anderson and Roth [6].

3.3.2.2 Sophos

We apply two models to the Sophos dataset that both rely on the EMBER2018

featurization. The first is an ensemble of 5 feed-forward neural network (FFNN)

models as described in Harang and Rudd [74], a simplified version of the model

from Rudd et al. [159], trained using di↵erent random seeds. The second is an

ensemble of five LGBM models trained using di↵erent random seeds. We use the

publicly available pre-trained models provided with the Sophos dataset as our en-

semble members for both models. While 5 ensemble members may seem small,
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Ovadia et al. [138] found that increasing ensemble sizes beyond 5 has diminishing

returns with respect to the quality of the uncertainty estimates, so an ensemble

size of 5 may be su�cient. Our results will show that not only are they su�cient,

but for our goal of low FPR they can be significantly more e↵ective than has been

previously reported.

3.3.3 Uncertainty Estimation

The Bayesian framework allows for the principled modeling of uncertainty in

machine learning and decision making. Within this framework, probabilities rep-

resent degrees of belief as opposed to the frequentist interpretation of probabilities

as long run frequencies [110]. Bayesian inference uses Bayes’ Theorem to update

beliefs (that are represented in the form of probability distributions) when new data

is observed.

In the context of machine learning, a Bayesian update takes the following form

where ✓ represents model parameters, D represents the data, and M represents the

model class: P(✓|D,M) = P(D|✓,M)P(✓|M)
P(D|M) , where P(✓|D,M) is the posterior belief

about the model parameters given the data, P(D|✓,M) is the likelihood of the data

given the model parameters, P(✓|M) is the prior belief about model parameters,

and P(D|M) is the marginal likelihood or evidence. Bayesian inference is usually

intractable due to the integrals involved, unless the prior distribution is conjugate

to the likelihood distribution. Unfortunately, conjugate priors exist for only expo-

nential family distributions [132] and so can’t be directly applied to complex models
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like Bayesian deep neural networks.

As exact Bayesian inference cannot be done for Bayesian deep learning models,

approximate inference methods need to be used. Given su�cient compute time,

Markov Chain Monte Carlo (MCMC) methods can be used to sample from the

posterior [133]. Unfortunately, common sampling based approaches are di�cult to

scale to problems in the malware space where practical dataset sizes are measured in

terabytes because they requires gradient computations over the entire dataset. As

MCMC is hard to scale in practice, variational inference is often used instead which

converts the integration problem into an optimization problem where the posterior is

approximated using a simpler variational distribution [23]. Variational inference for

neural networks was first introduced in the early nineteen nineties [78], and Graves

[72] revived interest in variational inference for neural networks by introducing a

stochastic variational method for inference in neural networks.

We note that complicated Bayesian inference is not necessarily needed to pro-

vide useful uncertainty estimates. Lakshminarayanan, Pritzel, and Blundell [105]

introduce an alternative that trains an ensemble of randomly initialized models.

These deep ensembles have been shown to produce competitive uncertainty esti-

mates [138, 13] because they are able to explore di↵erent modes in function space

[58]. Wilson and Izmailov [189] argue that deep ensembles are not a competing ap-

proach to Bayesian deep learning but rather are an e↵ective approach for Bayesian

model averaging.

Two kinds of uncertainty can be distinguished [60]. Aleatoric uncertainty is

caused by inherent noise and stochasticity in the data. More training data will not

31



help to reduce this kind of uncertainty. Epistemic uncertainty on the other hand is

caused by a lack of similar training data. In regions lacking training data, di↵erent

model parameter settings that produce diverse or potentially conflicting predictions

can be comparably likely under the posterior.

For classification tasks where epistemic and aleatoric uncertainty don’t need

to be di↵erentiated, uncertainty can be measured using the predictive distribution

entropy:

H[P(y|x,D)] = �
X

y2C

P(y|x,D) logP(y|x,D)

Aleatoric uncertainty can be measured using expected entropy:

ualea = EP(✓|D)H[P(y|x, ✓)]

Mutual information can be used to measure epistemic uncertainty:

uepis = I(✓, y|D, x) = H[P(y|x,D)]� EP(✓|D)H[P(y|x, ✓)]

Monte Carlo estimates obtained by sampling from the posterior can be used to

approximate the terms of these equations for our Bayesian models [169]. In partic-

ular, P(y|x,D) ⇡ 1
T

PT
i=1 P(y|x, ✓i) and EP(✓|D)H[P(y|x, ✓)] ⇡ 1

T

PT
i=1 H[P(y|x, ✓i)]

where the ✓i are samples from the posterior over models and T is the number of

samples.

For our ensemble based models which are not explicitly Bayesian (because each

ensemble member receives the same weight) but Bayesian inspired, uncertainties can
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be computed in a similar way where the ✓i are no longer samples from a posterior,

but instead multiple independent trainings of a model with T di↵erent random seeds.

3.3.4 Classification Metrics

We use multiple metrics to evaluate and compare approaches.

Accuracy is defined as the percent of correct predictions made. Area under the

receiver operating characteristic curve (AUC) is the probability that the classifier

will rank a randomly selected malicious file higher in probability to be malicious

than a randomly selected benign file. The true positive rate (TPR) is defined as

the number of true positives over the sum of true positives and false negatives. The

false positive rate (FPR) is defined as the number of false positives over the sum of

false positives and true negatives.

An important contribution of our work is to recognize that the TPR obtained

at any given FPR on the test set is not the actual measure of interest in malware

detection, but an over-fit measure due to the implicit assumption that the correct

decision threshold is known at test time. The threshold must be estimated during

training or validation, and then applied to the test set. This means we have a target

maximum FPR TFPR that we wish to obtain, and a separate actualized FPR that

is obtained on the test set. In order to capture the trade-o↵ between TPR and

actualized FPR constraint satisfaction, we define the following combined metric
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Equation 3.1 where TFPR is the desired maximum FPR.

C = TPR� max(actualized FPR� TFPR, 0)

TFPR
(3.1)

This metric captures that we have a desired TPR, but penalizes the score

based on the degree of violation of the FPR. This is done by a division so that the

magnitude of the violation’s impact grows in proportion to the target FPR shrinking.

This matches the nature of desiring low FPR itself. For example, 90% TPR at a

target FPR of 0.1% is still quite good if the actualized FPR is 0.11% (C = 0.8), but

is unacceptably bad if the target FPR was 0.01% (C = �9.1).

3.4 Experiments and Discussion

Now that we have discussed the methods of our work and the metrics by which

they will be examined, we will show empirical results demonstrating our primary

contributions: 1) Evaluating test-set performance thresholds from the test set leads

to misleading results at lower FPR, 2) Simple non-diverse ensembles can dramati-

cally improve TPR at any given FPR rate, 3) we can further improve TPR@FPR by

explicitly modeling Bayesian uncertainty estimates into our decision process, and 4)

these uncertainty estimates have practical benefits to application by showing that

errors and previously unseen malware families have uncertainty distributions that

place more weight on higher uncertainties. For each of these we will include the

empirical results on the EMBER2018 and the Sophos 2020 corpora, and include

additional discussion and nuance to how these relate to practical deployment.
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3.4.1 Misleading Evaluation

A currently accepted practice for evaluating malware detection models under

FPR constraints is to report the test set ROC curve. Once the test set ROC curve is

produced, the desired FPR rates from the curve are selected to show their associated

TPR. This is misleading as in practice the test set is not available when choosing

the decision threshold, causing this evaluation procedure to be invalid. Instead, we

must recognize that there are a priori target FPRs that are the FP rates that we

desire from the model, and the actualized FPRs which is what is obtained on the test

(read, “production”) data. Selecting the threshold from the test set hides that the

target and actualized FPRs are di↵erent, especially for low FPRs that require large

amounts of data to estimate. The valid approach to this scenario when evaluating

a classifier at di↵erent FPRs is to select the thresholds using a validation set. Once

the thresholds are selected that obtain the target FPRs, they can be applied to

the test set to obtain the actualized FPRs and their associated TPRs. We show

the impact this has on the entire TPR/FPR curve in Figure 3.1 which shows the

absolute relative error in TPR for a given actualized FPR. Depending on the model

and dataset, the resulting TPR for any actualized FPR can change by over 30%,

and the relative error generally increases as the FPR decreases. This is expected

because low FPRs naturally require more data to estimate: if you want an FPR of

1:1,000 and you want 1,000 FPRs to estimate the threshold from you would expect

to need 1, 0002 =1 million examples.

We note that the Sophos FFNN model seems to be particularly robust with the
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Figure 3.1: Absolute relative error in TPR when using the invalid evaluation proto-
col, for three di↵erent model and dataset combinations. A valid evaluation protocol
will use a validation set ROC curve to select a threshold given a desired FPR. The
evaluation protocol that is currently the norm in the malware detection literature is
invalid because it uses the test set ROC curve, which is never available in practice,
to select a threshold. The use of the invalid evaluation protocol can lead to over a
30 percent relative error in TPR. A relative error of zero would mean that the use of
the invalid evaluation protocol is not a major issue, but this is clearly not the case.

lowest error in Figure 3.1. This is in part a testament to the FFNN approach, but

more broadly a function on the magnitude of the Sophos dataset. With 2.5 million

samples in the validation set and 4.2 million in the test set, the corpus is large

enough to mitigate the impact of some inappropriate practices. To demonstrate the
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impact the validation set can have, we show the same results in Figure 3.2 when

only the validation set used to select the threshold is reduced by various orders of

magnitude.

Figure 3.2: Absolute relative error in TPR when using the invalid evaluation protocol
at various levels of subsampling of the validation set. As the validation set size
decreases, the ability to estimate the FPR decreases. This causes more errors and a
“shortening” of the curves as it becomes impossible to estimate lower desired FPR
rates.

One can clearly see that as the validation set size decreases, the ability to

estimate the FPR decreases. This causes more errors and a “shortening” of the
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curves as it becomes impossible to estimate lower desired FPR rates. This last

point is important as some prior works have reported FPRs lower than what their

dataset could accurately estimate. If the test set size times the desired FPR is less

than 100 samples, it is unlikely the TPR@FPR reported will be an accurate estimate

(e.g., as done in [5]).

We make explicit to note that this distinction between invalid vs. valid ap-

proaches is not a critique on the evaluation of entire ROC curves. The fundamental

distinction is whether we care about the entire ROC curve, or only specific points

from the ROC curve. If we care about the entire ROC curve, evaluating the ROC

on the test set is valid and appropriate. But because malware detection is concerned

with particular points from the ROC curve, it becomes necessary to evaluate if the

approach can hit its desired location on the curve (i.e., a specific FPR in produc-

tion). There are also valid scenarios to consider just the ROC curve as a whole for

malware analysis and its associated AUC, as it represents a metric of ability to rank

that is applicable to other scenarios within malware detection and analysis. Our

critique is for just those concerned with AV-like deployments that aim for low FPRs

specifically.

3.4.2 Ensembles

We have now shown that the correct approach to developing a ROC curve

when one wishes to evaluate specific points on the curve is to select the threshold

from a validation set rather than the test set. We will apply this to the results
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of this section to show that creating an ensemble of randomly seeded models can

improve the obtained TPR at almost any actualized FPR, especially under extreme

FPR constraints. Figure 3.3 shows the ROC curves for individual models as well as

for the ensemble consisting of those individual models. The Sophos trained FFNN

ensemble notably performs significantly better than any individual member of the

ensemble, with the gap in performance widening as FPR becomes smaller.

Figure 3.3: Ensembles that take the average of predictions from randomly seeded
models can lead to significant TPR gains under extreme FPR constraints, compared
to individual models. Note that the gap in performance grows as FPR becomes
smaller, in particular for the FFNN model.
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Table 3.1: EMBER2018 comparison of the standard global adjustment (labeled
as (g)) to the uncertainty aware local adjustments from Equation 3.2 (labeled as
(g+l)) and Equation 3.3 (labeled as (g+lv2)). Best combined score (TPR penalized
for over-runs on target FPR) shown in bold.

Target FPR=1% Target FPR=0.1% Target FPR=0.01%

Method TPR FPR Comb. TPR FPR Comb. TPR FPR Comb.

BMC (g) 7.602E-01 1.177E-02 5.832E-01 4.998E-01 8.100E-04 4.998E-01 2.422E-01 8.000E-05 2.422E-01
BMC (g+l) 7.617E-01 1.217E-02 5.447E-01 4.998E-01 8.300E-04 4.998E-01 2.431E-01 9.000E-05 2.431E-01
BMC (g+lv2) 7.594E-01 1.166E-02 5.934E-01 5.016E-01 8.200E-04 5.016E-01 2.434E-01 9.000E-05 2.434E-01

BLR (g) 7.778E-01 9.550E-03 7.778E-01 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
BLR (g+l) 7.781E-01 9.560E-03 7.781E-01 5.977E-02 7.500E-04 5.977E-02 1.000E-04 8.600E-04 -7.600E+00
BLR (g+lv2) 7.781E-01 9.560E-03 7.781E-01 5.248E-02 7.800E-04 5.248E-02 9.000E-05 7.900E-04 -6.900E+00

LGBM (g) 8.805E-01 1.805E-02 7.547E-02 6.954E-01 1.550E-03 1.454E-01 4.888E-01 8.000E-05 4.888E-01
LGBM (g+l) 8.680E-01 1.494E-02 3.740E-01 6.892E-01 1.390E-03 2.992E-01 5.142E-01 9.000E-05 5.142E-01
LGBM (g+lv2) 8.693E-01 1.488E-02 3.813E-01 6.917E-01 1.430E-03 2.617E-01 5.142E-01 9.000E-05 5.142E-01

The fact that these are all the same type of model, but with di↵erent random

seeds at initialization, is an important and not previously recognized phenomena.

Classical wisdom is that ensembles should maximize diversity to reduce correlation

of predictions, and thus maximize accuracy. But in our scenario malware detection

models are designed to be lightweight in model size, low latency, and high through-

put, so that the AV system does not interrupt the users of a computing system.

A classically diverse model with di↵erent types of algorithms or features, as done

in prior work in this space, ends up including approaches that are many orders

of magnitude larger and slower than the lighter weight approaches we study in this

work. Because we can use multiple versions of the same type of model with the same

features, we can maintain the high throughput, low latency, and size requirements

while obtaining these large gains in TPR.

Table 3.2 compares the accuracy, AUC, and AUC @  0.1% FPR achieved

by ensembles to the average of those achieved by individual ensemble members.

In all cases, the ensemble has better performance than the expected performance
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of individual ensemble members, even though they are using an ensemble of low

diversity. Of particular importance is the performance of each model in the low

FPR domain has a greater relative improvement (median 11% improvement) than

one may have anticipated looking at more standard metrics like Accuracy and AUC

(median improvements of 0.6% and 0.4% respectively). The only exception to this is

the Logistic Regression approaches which have di�culty operating at the extremely

low FPR ranges, which we will see repeated.

Table 3.2: Accuracy and AUC for each model and dataset combination. Ensembles
are compared to the expected performance of their components. We note that the
maximal value that AUC0.1%FPR can take is 0.1.

Dataset Model Accuracy AUC AUC0.1%FPR

Ember

Bayesian MalConv 91.64 97.47 0.04079
MalConv 90.88 97.05 0.03288

Bayesian Log. Reg. 94.72 98.15 0.0
Log. Reg. 94.15 97.32 0.0
LightGBM Ensemble 93.98 98.62 0.06054
LightGBM 93.88 98.55 0.05433

Sophos

FFNN Ensemble 98.81 99.83 0.09274
FFNN 98.56 99.75 0.08990

LightGBM Ensemble 86.10 98.41 0.04459
LightGBM 85.47 98.05 0.03637

3.4.3 Uncertainty Based Threshold Adjustments

While ensembling predictions by taking an average leads to improved results,

there is more information within ensembles that can be leveraged to further ame-

liorate performance under extreme FPR constraints. In particular, estimates can

be computed for epistemic (uepis) and aleatoric (ualea) uncertainty. We introduce a

simple threshold adjustment approach that leverages data point specific uncertainty
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to locally adjust the threshold based on the uncertainty. We explore two uncertainty

aware local threshold adjustments:

ŷadj = ŷ + ↵1 · uepis + ↵2 · ualea (3.2)

ŷadj = ŷ + ↵1 · exp(↵3 · uepis) + ↵2 · exp(↵4 · ualea) (3.3)

where ŷ is the original ensemble prediction for a data point, uepis is the epistemic

uncertainty (mutual information) for a data point’s prediction, ualea is the aleatoric

uncertainty (expected entropy) for a data point’s prediction, the ↵i are learned

scaling factors, and ŷadj is the uncertainty adjusted prediction for a data point. The

scaling factors are learned by iteratively optimizing each ↵i to maximize TPR given

a desired FPR, where after each scaling factor adjustment a new global adjustment is

computed. Equation 3.2 and Equation 3.3 capture linear and exponential behaviors

respectively.

Because TPR@FPR is not a di↵erentiable metric, we use a gradient free ap-

proach to altering the weights ↵. In particular, we use a coordinate descent style

approach where we take turns optimizing the individual ↵i values while holding all

others fixed, repeating the process until convergence. This is feasible thanks to the

convex behavior that occurs with respect to the TPR scores. If ↵i is set too large,

then the associated feature (e.g, uepis or ualea) becomes the only e↵ective factor

by overshadowing all other components, but is not su�cient on its own to make

meaningful predictions, resulting in a low TPR when selecting the target FPR. If
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the weight is too small then the associated feature has no impact, and the result is

unchanged. This creates the two “low points” and a weight that results in a higher

score (hopefully) exists between the two extrema. This can then be selected with

high precision by using a golden search by treating the extrema as brackets on a

solution. We use Brent’s method to solve this because it allows faster searches by

approximating the problem with a parabola when possible, and switching to golden

search in the worst case, allowing it to solve the optimization quickly.1

This gives us an approach to directly optimize our target metric even though

it is non-di↵erentiable, and to do so with high precision in just a few minutes of

computation. All optimization occurs on the validation set. The ↵i are optimized

in an alternating manner for Equation 3.2 and in a randomized sequential manner

for Equation 3.3. Brent’s method is used as the optimizer [27], with a bracketing

interval of [�100, 100] for Equation 3.2 and of [�10, 10] for Equation 3.3. A ROC

curve is then computed using the locally adjusted ŷadj to obtain the final global

threshold. For all methods, when fitting the global and local threshold adjustments

using the validation set, a target FPR of 0.9 times the actual desired FPR is used in

order to conservatively satisfy the constraint given di↵erences in the test set data.

We briefly note that we had also tried optimizing the uncertainty scaling fac-

tors and thresholds jointly using a CMA-ES gradient-free optimization approach

[73]. Unfortunately, the obtained solutions were not precise enough given the ex-

tremely small FPR constraints, leading us to use the iterative optimization of each

variable using Brent’s method.

1
In our experience each call to Brent’s method takes less than 100 optimization steps.
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The results comparing our new uncertainty augmented local adjustments Equa-

tion 3.2 (g+l) and Equation 3.3 (g+lv2) against the naive approach (g) are provided

in Table 3.1 and Table 3.3 for the EMBER2018 and Sophos datasets respectively.

Bolded are the methods that performed best by the combined score Equation 3.1

which penalizes going over the target FPR. We note that across datasets, models,

and target constraints, the inclusion of uncertainty based local adjustments (g+l and

g+lv2) improves over the standard use of only a global threshold adjustment (g).

Both approaches are statistically significant in their improvement (Wilcoxon-signed

rank test p-values of 0.02 and 0.01 respectively). In almost all cases if (g+lv2) is the

best performer, (g+l) is the second best. Similarly, when (g+lv2) is not the best, it

is usually second best after g+l.

Table 3.3: Sophos comparison of the standard global adjustment (labeled as (g))
to the uncertainty aware local adjustments from Equation 3.2 (labeled as (g+l))
and Equation 3.3 (labeled as (g+lv2)). Best combined score (TPR penalized for
over-runs on target FPR) shown in bold.

Target

FPR

Test

Perf.

LGBM FFNN

(g) (g+l) (g+lv2) (g) (g+l) (g+lv2)

1%

TPR 8.060E-01 8.125E-01 8.150E-01 9.779E-01 9.779E-01 9.779E-01
FPR 1.175E-02 1.123E-02 1.125E-02 8.664E-03 8.663E-03 8.666E-03

Comb. 6.315E-01 6.899E-01 6.904E-01 9.779E-01 9.779E-01 9.779E-01

0.1%

TPR 5.264E-01 5.318E-01 5.343E-01 9.440E-01 9.471E-01 9.450E-01

FPR 1.493E-03 1.088E-03 9.699E-04 9.695E-04 9.473E-04 1.024E-03

Comb. 3.338E-02 4.434E-01 5.343E-01 9.440E-01 9.471E-01 9.208E-01

0.01%

TPR 2.296E-01 2.352E-01 2.371E-01 9.017E-01 9.037E-01 9.086E-01
FPR 4.339E-05 5.751E-05 5.786E-05 8.855E-05 9.032E-05 8.961E-05

Comb. 2.296E-01 2.352E-01 2.371E-01 9.017E-01 9.037E-01 9.086E-01

0.001%

TPR 9.940E-02 1.007E-01 1.075E-01 8.022E-01 8.046E-01 8.043E-01

FPR 3.881E-06 4.586E-06 4.939E-06 4.234E-06 5.292E-06 5.998E-06

Comb. 9.940E-02 1.007E-01 1.075E-01 8.022E-01 8.046E-01 8.043E-01

The only case where (g) performed best is when using the Bayesian Logistic

44



Regression (BLR) model on the EMBER corpus at a target FPR of 0.01%. In this

one case we have pushed the model beyond what it is capable of achieving, and all

three methods perform poorly - by happenstance the global threshold’s degenerate

solution of claiming that there is no malware receives a better score due to our

uncertainty approaches failing to meet the FPR goal, which has a high penalty.

However, we would argue our uncertainty based approaches are still preferable in

this scenario because the degenerate model (g) is equivalent to having no anti-virus

installed.

3.4.4 Uncertainty on Errors and New AV Classes

Our local threshold adjustments using epistemic and aleatoric uncertainty es-

timates show improved TPR for extremely low target FPRs. We further investigate

how this is possible, and in doing so show that these uncertainty estimates provide

an additional benefit to practical application. The errors of our models are cor-

related with both uncertainty measures. This means we can use the uncertainty

measures not just as a means of adjusting the threshold, but as a sourcing tool for

analysts. The data with the highest uncertainty scores are the most likely to be

miss-predicted, and thus guide the analysts to the samples where their time is best

spent.

Figure 3.4a, Figure 3.4b, and Figure 3.4c on the EMBER2018 dataset and Fig-

ure 3.6b and Figure 3.6a on the Sophos data show that the uncertainty distributions

for test samples that the models ultimately got wrong place most of their weight on
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(a) EMBER, Bayesian MalConv

(b) EMBER, Bayesian Logistic Regression

(c) EMBER, LGBM Ensemble

Figure 3.4: A comparison of uncertainty distributions for all three EMBER2018
models at test time between samples predicted correctly and incorrectly.
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higher uncertainties. Consistently, the uncertainty distribution for test samples that

a model ultimately got right places most of its weight on lower uncertainties. This

suggests that overall system performance can be improved by leveraging uncertainty

and flagging high uncertainty predictions for further processing and review. This

explains the success of our approach, which can learn to use the uncertainty terms

as a kind of additional o↵set. The more we want to lower the FPR rate, the less we

should trust the model’s outputs if uncertainty is high.

Of the 200,000 files in the EMBER2018 test set, 363 belong to new malware

families that were not present in the train set (we note that all the test set are new

files that did not exist prior, as the train/test split is a split in time). Figure 3.5a and

Figure 3.5c show that the Bayesian MalConv and LightGBM ensemble uncertainty

distributions for test samples from malware families seen during training place most

of their weight on lower uncertainty values, whereas the uncertainty distributions

for novel families not seen during training place most of their weight on higher

uncertainty values. Figure 3.5b however shows that the Bayesian logistic regression

model mostly does not exhibit this behavior, likely due to the simplicity of the

model class which limits the extent to which predictions can disagree. Overall,

these results suggest that for some models, uncertainties can be leveraged for the

detection of new, out of training distribution, malware families.
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(a) Bayesian MalConv

(b) Bayesian Logistic Regression

(c) LGBM

Figure 3.5: A comparison of uncertainty distributions for the EMBER2018 models
at test time between malware families seen and unseen during training.
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(a) Sophos, FFNN Ensemble

(b) Sophos, LGBM Ensemble

Figure 3.6: A comparison of uncertainty distributions for an ensemble of Sophos
models at test time on Sophos data between samples predicted correctly and incor-
rectly.

3.5 Conclusions

We have provided evidence that uncertainty estimation using ensembling and

Bayesian methods can lead to significant improvements in machine learning based

malware detection systems. In particular, improvements were especially large under

extreme false positive rate constraints which are common in deployed, production

scenarios. Local uncertainty based threshold adjustments were shown to lead to
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higher TPRs while satisfying desired FPR maximums. We additionally demon-

strated how previous works have used an evaluation protocol that can lead to mis-

leading results, and how uncertainty can be used to better detect model errors and

new malware families.

Obtaining uncertainties has an inherent additional computational cost at pre-

diction time which may limit use in resource limited deployed contexts. However,

recent advances such as BatchEnsemble [185] have introduced new methods to avoid

the computational and memory costs of naive ensembles.

We are currently working with professional malware analysts and teams that

believe this approach may benefit them in production environments based on the evi-

dence this work has provided. Future work includes leveraging uncertainty estimates

to decide when to run more expensive malware analysis algorithms and techniques

such as dynamic analysis, exploring and explaining malware specific drivers of un-

certainty, and evaluating these methods over a long period of time in production.

While we have discussed how uncertainty can be used to improve decision

making in malware detection algorithms, the question of when a machine learning

algorithm should not make a decision is also important. We investigate this question

in the next chapter.
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Chapter 4

Out of Distribution Data Detection Using Dropout Bayesian Neural

Networks

4.1 Introduction

Detecting out of distribution (OOD) data at test time is critical in a variety of

machine learning applications. For example, in the context of malware classification

[147], OOD data could correspond to the emergence of a new form of malicious

attack. Gal and Ghahramani [62] developed an approach to variational inference in

Bayesian neural networks (BNNs) that showed a neural network with dropout [79,

174], a technique commonly used to reduce overfitting in neural networks (NNs)

by randomly dropping units during training, applied before every weight layer is

equivalent to an approximation of a deep Gaussian process [42]. Training with

dropout e↵ectively performs variational inference for the deep Gaussian process

model, and the posterior distribution can be sampled from by leaving dropout on

at test time. This approach to Bayesian deep learning has been popular in practice

as it is easy to implement and scales well.

Measures of uncertainty usually are a function of the sampled softmax outputs

of such a BNN, for example predictive entropy and mutual information. There is

however useful information at every intermediate layer of a dropout BNN. The
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dropout based approach to Bayesian deep learning su↵ers, like most variational

inference methods, from the tendency to fit an approximation to a local mode instead

of to the full posterior because of a lack of representational capacity and because of

the directionality of the KL divergence [169, 189]. This behavior however allows us

to expect the randomized intermediate representation samples in a dropout BNN to

be meaningfully related as they are sampled from a local mode.

In this chapter, we explore how to leverage additional information generated

at every layer of the network for the task of OOD data detection at test time.

In particular, we interpret the intermediate representation of a data point at a

particular layer as a randomized embedding. The embedding is randomized due to

the use of dropout at test time.

The idea to use a randomized embedding induced by the intermediate layers of

a dropout BNN has been attempted previously, but can fail due to the underlying

Euclidean distance metric used in previous work. The use of Euclidean distance

does not account for the confounding variability caused by changes in embedding

magnitudes. We will theoretically justify and empirically show that by instead using

a measure based on cosine distance, this problem can be rectified. We then leverage

this improved uncertainty estimation to show better OOD data identification across

three highly di↵erent tasks to demonstrate the robustness of our approach.

The objective of this chapter is not to develop a state-of-the-art approach

to OOD data detection, but rather in the context of dropout BNNs to: (1) show

how to cheaply improve OOD data detection in systems where a dropout BNN

is already deployed, by using intermediate computational results that are already
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being computed but not fully leveraged, and (2) provide theoretical and practical

evidence to highlight why it is valuable to deconflate angular information about

embedding dispersion from embedding norm information. Additionally, previous

works have evaluated OOD detection by assuming access to a large OOD dataset

of similar size to the in distribution dataset. This is an unrealistic assumption as

in areas like cyber security where OOD examples are limited and expensive. So, we

also examine the e↵ect of small dataset sizes for OOD detection in our experiments.

4.2 Related Work

Two kinds of uncertainty can be distinguished [94]. Aleatoric uncertainty is

caused by inherent noise and stochasticity in the data. More training data will not

help to reduce this kind of uncertainty. Epistemic uncertainty on the other hand is

caused by a lack of similar training data. In regions lacking training data, di↵erent

model parameter settings that produce diverse or potentially conflicting predictions

can be comparably likely under the posterior. OOD data is expected to have higher

uncertainty, epistemic in particular. Mukhoti et al. [130] prove that one cannot infer

epistemic uncertainty from a deterministic model’s softmax entropy, so additional

information is needed to estimate epistemic uncertainty.

Uncertainty modeling using probabilistic embeddings has primarily been used

for estimating aleatoric uncertainty [137, 167, 38, 33] in tasks such as determining the

quality of a test input image. These methods do not easily translate to estimating

epistemic uncertainty. For example, Oh et al. [137] try to apply their method on an
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epistemic uncertainty estimation task and find that it did not work well for novel

classes, and they leave the modeling of epistemic uncertainty as future work.

The only prior work we are aware of that looks at a randomized embedding

approach similar to ours is by Terhörst et al. [175], who use dropout at test time

to generate a stochastic embedding. They estimate face image quality through the

stability of the embedding as measured using Euclidean distance. As we will show,

the use of Euclidean distance is problematic as it does not account for factors a↵ect-

ing embedding norms and more generally, the assumptions made by Terhörst et al.

[175] are not met in reality. We also note that they are actually estimating epistemic

uncertainty (see [137] for an explanation) when test image quality is an inherently

aleatoric uncertainty estimation problem. We will show both empirical evidence

as well as mathematical grounding as to why our proposed approach, without the

addition of any complexity, fixes these issues.

There is evidence that intermediate layers of a neural network contain infor-

mation useful for epistemic uncertainty estimation and out of distribution detection.

Postels et al. [146] establish a connection between the density of hidden represen-

tations and the information-theoretic surprise of observing a specific sample in the

setting of a deterministic neural network. In particular, they suggest that the first

layers of a neural network should be used to estimate epistemic uncertainty due

to feature collapse, a phenomena where out-of-distribution data is mapped to in-

distribution feature representations in later layers of a network [3, 130], though they

also suggest that OOD data detection can benefit from aggregating uncertainty

information from several layers. Our work di↵ers from their work as we are not
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fitting a density to representations of the training data, increasing the applicability

of our approach to situations where fitting and storing a density is not an option

for computational or regulatory reasons.

Other recent work has also looked at uncertainty estimation using a single

forward pass of a neural network that has had its intermediate representations reg-

ularized to produce good uncertainty estimates [3, 111]. We note that many single

forward pass based methods like Mukhoti et al. [130] and Liu et al. [111] require

residual based networks in combination with spectral normalization to enforce a

bi-Lipschitz inductive bias [17]. While the method of Amersfoort et al. [3] is not

residual network constrained, it requires significant changes to the model and train-

ing procedure. While our approach requires multiple forward passes (as is the case

with all dropout BNNs), it does not require any modifications to existing dropout

BNNs, by only using information that is already being computed within a dropout

BNN.

Mandelbaum and Weinshall [122] propose a confidence score that uses a data

embedding derived from the penultimate layer of a neural network. The embedding

is achieved using either a distance-based loss or adversarial training. Similarly to

other methods, this method requires density estimation, and our work di↵ers as

our method does not involve a comparison to nearest neighbors from the training

set, which may be di�cult to deploy in practice due to both storage and regulatory

constraints.

Many works have investigated OOD data detection in probabilistic contexts.

Ovadia et al. [138] benchmarks Bayesian deep learning methods in the context of

55



dataset shift and OOD data at test time. Xiao, Gomez, and Gal [195] use epistemic

uncertainty to detect OOD language data. Ren et al. [155] detect OOD data using

likelihood ratios in the context of deep generative models and evaluate on OOD

genomic sequences. Our work makes a contribution to probabilistic OOD identifi-

cation by being the first work to systematically investigate the appropriate use of

the randomized embeddings induced by the intermediate layers of a dropout BNN.

4.3 Methods

In a supervised setting, suppose a neural network structure with N (non-

linearity included) layers fi, i 2 [1, N ] where x1 is the input and xN+1 is the predic-

tion: xi+1 = fi(xi). Gal and Ghahramani [62] showed that a neural network with

dropout [79, 174] applied before every weight layer is equivalent to an approximation

of a deep Gaussian process [42], and that training with dropout e↵ectively performs

variational inference for the deep Gaussian process model. Dropout randomly omits

neural network units. At test time, the posterior distribution can be sampled from

by leaving dropout on. This gives us the network structure:

xi+1 = fi(dropout(xi)) (4.1)
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4.3.1 Randomized Embeddings

4.3.1.1 Computing an Embedding

In the context of a trained dropout Bayesian neural network, we can use the

intermediate representations from the various layers (the xi+1 in Equation 4.1) as a

randomized embedding of a data point. The embedding is randomized as multiple

forward passes with dropout on will yield di↵erent embedding values. The varia-

tion in the embedding values could be used to measure epistemic uncertainty [137],

allowing for the detection of OOD data and dataset shift.

4.3.1.2 Measuring Uncertainty

A datum is embedded to a set of randomized embedding values at each layer.

We can compute the maximum pairwise distance between the embeddings for a

specific datum at a specific layer. This can be done at each layer in the BNN,

giving us a feature for each layer that can then be used for tasks such as OOD

identification. All previous work has used Euclidean distance to compute the pairwise

distances, without examining the appropriateness of Euclidean distance for the task.

Part of our contribution is an analysis in subsubsection 4.3.3.3 of why Euclidean

distance is in fact not appropriate, and we introduce a preferable cosine distance

based approach which we use in all of our experiments. A small value of 1e-6

was added to the embeddings to avoid numerical issues caused by corner-case zero

normed embedding vectors.1 In our experiments, embeddings from non-linear layers

1
We also note that normalized Euclidean distance, where embedding vectors are normalized to

unit length prior to computing Euclidean distance, could also be used in place of cosine distance
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Algorithm 1: Computing Randomized Embedding Based Features for
OOD Data Detection
Input: A datum x, a N layer NN trained with dropout {f1, ..., fN}, and

number of samples T .
Output: N randomized embedding based features z1, ..., zN , each

corresponding to a layer in the network, for a OOD data
detection task.

1 for t  1 to T do
2 for i  1 to N do
3 xi+1,t  fi(dropout(xi,t))
4 for i  1 to N do
5 zi  max(PairwiseCosineDistances(xi,:))
6 return z1, ..., zN // Return features.

(such as convolutions) are flattened prior to computing this metric. A summary of

our approach can be found in algorithm 1. The intuition behind this approach is

that if measured appropriately, the “spread” or maximal variation in a datum’s

embedding contains uncertainty information. If all embedding samples are realized

to a same point in the embedding space, then there is less uncertainty than if the

embedding samples are realized to wildly di↵erent parts of the embedding space.

4.3.2 Baseline Features

We compare the addition of our randomized embedding based features to a

set of common baseline features. For classification tasks, uncertainty estimates in

dropout BNNs are usually a function of the sampled softmax outputs. In particular,

overall uncertainty can be measured using predictive distribution entropy:

H[P(y|x,D)] = �
X

y2C

P(y|x,D) logP(y|x,D)

as its square can be shown to be proportional to cosine distance.
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To isolate and measure epistemic uncertainty mutual information can be used:

I(✓, y|D, x) = H[P(y|x,D)]� EP(✓|D)H[P(y|x, ✓)]

The terms of these equations can be approximated using Monte Carlo esti-

mates obtained by sampling from the dropout BNN posterior [169]. In particular,

P(y|x,D) ⇡ 1
T

PT
i=1 P(y|x, ✓i) and EP(✓|D)H[P(y|x, ✓)] ⇡ 1

T

PT
i=1 H[P(y|x, ✓i)] where

the ✓i are samples from the posterior over models and T is the number of samples.

In addition to predictive distribution entropy and mutual information, we also use

maximum softmax probability (the value of the largest element of P(y|x,D)) as a

feature, shown by Hendrycks and Gimpel [75] to be an e↵ective baseline for the

OOD data detection task.

4.3.3 How to Measure Embedding Dispersion

We will now explore why Euclidean distance as used by previous works is

not appropriate to measure randomized embedding dispersion. We illustrate using

a LeNet5 [200] model with added dropout before each layer trained on MNIST,

with MNIST variants as OOD data. Further data, model, and experimental details

correspond to those expanded upon in subsection 4.4.1.

4.3.3.1 The Problem With Euclidean Distance

Terhörst et al. [175] suggest the Euclidean distance to measure when a data

point is suitable for a downstream task, where lower variability in the stochastic
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embedding induced by a dropout neural network suggests higher suitability for a

data point. In particular, they use the sigmoid of the negative mean Euclidean

distance between all stochastic embedding pairs for a data point as the measure of

suitability. In other words, their hypothesis is that a form of uncertainty can be

measured using the Euclidean distance between embedding samples.

We find that if Euclidean distance is used as the metric to measure distance

between samples, their hypothesis holds only with excessive training and likely over-

fitting. Figure 4.1a shows that with enough training to get to the accuracy plateau

(10 epochs of training with a batch size of 64, with a test accuracy of 0.9885), we

actually see the opposite e↵ect. Embeddings for OOD data are actually less spread

out than embeddings for in distribution data. Figure 4.1b shows that with excessive

training (100 epochs of training, with a lower test accuracy of 0.9882), we see that

the hypothesis holds better but note that there is still a good amount of overlap

between the histograms, limiting the usefulness for OOD detection (and adding a

di�cult to select stopping criteria). We note that what we are observing is not

feature collapse.

This points to two issues that we need to resolve. First, how can we get

consistent behavior regardless of over/under-training? Second, how can we more

usefully measure spread in a way that matches intuition?
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4.3.3.2 Spectral Normalization Stabilizes Behavior

Spectral normalization rescales the weights during training with the spectral

norm of the weight matrix, enforcing a Lipschitz constraint that bounds the deriva-

tive of the learned function [127]. This helps to preserve distance as a data point

makes its way through the network. Figure 4.1c shows that a spectral normalized

version of the network results in consistent behavior even with longer training (100

epochs of training, with a test accuracy of 0.9927). So, there is a solution to the

first problem. However, we still see that the spread for OOD data is lower than for

in distribution data.

4.3.3.3 Why Cosine Distance Is Needed To Properly Measure Em-

bedding Dispersion

Previous research around OOD detection has noted that a lower maximal

softmax output value is correlated with a data point being OOD [75]. One possible

explanation could be logits (softmax inputs) of smaller norm. This would make

intuitive sense as potentially, less neurons would activate for OOD data since OOD

data would lack the in distribution features the network is looking for.

The squared Euclidean distance between vectors u and v can be written as,

where ✓ is the angle between u and v:

||u� v||2 = ||u||2 + ||v||2 � 2 ||u|| ||v|| cos ✓ (4.2)
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If embedding norms are inherently smaller for OOD data, then Euclidean distance

which is norm dependent cannot be used to compare embedding spread across OOD

and in distribution datasets, due to confounding. As shown in Equation 4.2, angu-

lar information is a↵ected by norm in both an additive and multiplicative manner

with Euclidean distance. So, assuming confounding caused by systematic norm

di↵erences, cosine distance should be used to isolate the angular information when

measuring embedding dispersion. If Euclidean distance mostly captures information

already captured by the norm, then the benefit of being Bayesian for this task is

not fully leveraged as norm can be estimated with a single point estimate. To take

full advantage of a dropout BNN, angular information about embedding dispersion

needs to be deconflated from embedding norm information.

We explored this hypothesis and found it to be empirically true and formally

justifiable. In Figure 4.2a, Euclidean distance is used to measure embedding dis-

persion, we see that dispersion is correlated with the logits norm and that the

relationship is nearly identical for OOD and in distribution data. This means that

measuring the spread of the embeddings using Euclidean distance conveys little

extra information than just looking at the norm of the logits. In Appendix subsec-

tion A.3.2, we perform a simulation to further illustrate this problem in the case of

a two layer ReLU activated network.

We want to measure spread in a way that is independent of the embedding

norm. This can be done a couple of di↵erent ways. For example, a simple switch

to cosine distance could be used, or the embeddings could be normalized prior to

using Euclidean distance (which can be shown to be related to cosine distance). As
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illustrated in Figure 4.2b, using cosine distance results in OOD and in distribution

data having behaviors that are no longer identical. Appendix section A.3 shows

similar results in an unsupervised setting involving a stacked denoising autoencoder

variant.

Figure 4.1d shows the same information as Figure 4.1a, except a cosine dis-

tance based measure of spread is used instead of a Euclidean based one. With cosine

distance, we now see the expected behavior of OOD having more spread than in dis-

tribution, and we see a better separation as well which is good for OOD detection.

We have shown results for the last layer of a network but note that a similar anal-

ysis can be done for each layer. Having shown empirical evidence for why angular

information needs to be isolated from norm information when measuring embedding

dispersion, we next provide a formal analysis for why cosine distance allows for an

additional source of information.

4.3.3.4 Formal Analysis of Cosine Embedding Dispersion

We aim to compute a metric that is invariant to the relative magnitudes among

embedding samples, and also accurately represents the dispersion of the embedding

samples. In the following, we argue that the mutual information score is not satisfac-

tory for these two objectives. Our goal is not to replace the mutual information as an

uncertainty measure, but rather to demonstrate that our pairwise cosine similarity

yields an additional source of information that is not captured otherwise.

Let {zi}mi=1 denote m embedding vectors sampled through dropout. The mu-
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Figure 4.1: Comparison of last layer randomized embedding dispersion distributions
for in distribution data (MNIST) and OOD data (Not-MNIST).

tual information score is defined as

I(w, y|D, x) = H[p(y|x,D)]� Ep(w|D)H[p(y|x, w)]

and is approximated by

Î(w, y|D, x) = H
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Figure 4.2: A comparison of the relationships between last layer randomized embed-
ding mean norm and the maximum pairwise distance for Euclidean and cosine dis-
tances respectively, for in distribution data (MNIST) and OOD data (Not-MNIST).
Both models using LeNet5 trained for 10 epochs.

where H(·) is the entropy function H(y) = �
P

i yi log yi.

We first introduce a theorem from Amos [4] that clarifies the geometric proper-

ties of the softmax function. The proof is readily shown using Lagrange multipliers.

Theorem 4.3.1. The softmax function softmax(x)j =
exp(xj)P
i exp(xi)

is a map from Rd

to the (d� 1)-simplex that satisfies

softmax(x) = argmin
0<y<1

�x>
y �H(y) s.t. 1>y = 1

From this we see that the softmax solution is a balance between two competing

objectives: maximizing x
>
y which aims to place all weight on the coordinate with

the largest xi value, and maximizing the entropy of y which steers toward the uniform

vector with value 1/d. In addition, the softmax temperature changes the relative

weighting, which allows us to evaluate the e↵ect of the magnitude of the embedding
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vector. We leverage this for a further Lemma and Theorem:

Lemma 4.3.2. The softmax function with temperature ↵, defined by softmax(x/↵),

satisfies

softmax(x/↵) = argmax
0<y<1

x
>
y + ↵H(y) s.t. 1>y = 1

Proof. From the previous theorem we get softmax(x/↵) = argmin0<y<1�(x/↵)>y�

H(y) s.t. 1>y = 1. Multiplying by scalar ↵ and switching the optimization to max-

imizing the negative does not change the optimal solution, yielding the statement

above.

These facts help indicate that softmax-based metrics are not suited for as-

sessing the angular dispersion among vectors. We note that the mapped vector is

↵-dependent and hence dependent on the L2 magnitude of the input vector. Further-

more, arbitrary translations of the vector, which can completely change the direction

of the vector, do not impact the softmax. These observations are formalized below.

Theorem 4.3.3. The softmax function is invariant to translation of input vector

x. It is not invariant to scaling x except in the special case when x1 = x2 = . . . =

xd. Furthermore, as the magnitude of x increases (without changing direction),

the softmax shifts weight to the vertex of the simplex corresponding to the largest

coordinate in x.

Proof. Invariance to translation follows from observing that softmax(x + K) =

exp(xj +K)/
P

i exp(xj +K) = exp(xj)/
P

i exp(xj) = softmax(x).

The dependence on scaling follows from Lemma 1.2. Consider two vectors
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x, x
0 such that x

0 = x/↵. The value of ↵ adjusts the scale of the H(y) term.

Since the max x>
y objective aims to shift weight in y to the largest x coordinate

and the maxH(y) objective aims to distribute weight evenly, their solutions do

not coincide, giving softmax(x) and softmax(x0) di↵erent solutions. In the special

case that x1 = x2 = . . . = xd then x
>
y is constant, so the optimization of H(y)

gives the uniform distribution vector. Otherwise, increasing the magnitude of x0 is

equivalent to sending ↵! 0, which decreases the contribution of H(y). This causes

the solution vector to shift weight to the element with largest value in x.

We confirm this analysis by simulation in Appendix subsection A.3.3, where we

find that our new cosine-based feature adds an orthogonal measure of information

that is not captured in previously used measures of uncertainty.

4.4 Experiments and Results

In this section, we evaluate the value of randomized embedding based features

across three di↵erent OOD data detection tasks in the vision, language, and malware

domains. All experiments were implemented in PyTorch [140], and neural networks

were optimized using Adam with the default recommended settings [98]. A dropout

probability of p = 0.1 was used, and when sampling from the base neural network

models to compute features for OOD detection, 32 samples are used. Experiments

were run on an 80 CPU core machine with 512GB of RAM using a single 16GB Tesla

P100 GPU. Experiment specific details are described in their respective sections.

We explore the use of two model classes for the OOD detection algorithms.
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The first model is an L2-regularized logistic regression (LR) with the regularization

strength chosen using 3-fold cross-validation. We min-max scaled the input features

for the LR model to the range [0, 1] based on the training data. The second model

is a 500 tree random forest (RF) classifier. We choose these two models to assess

linear vs. non-linear behavior in the OOD detection task. We also explore the e↵ect

of varied, small training set sizes for the OOD task in all of our experiments. In

many production contexts such as cyber security, examples of OOD data are limited

and usually expensive to obtain.

4.4.1 Image Classification

For our vision experiments, similarly to the evaluation protocol from [3, 155,

146, 130] we explore MNIST variants as OOD data. In particular, we train our base

model, a LeNet5 [200] with added dropout before each layer, on MNIST and use

Kuzushiji-MNIST [39], notMNIST [28], and Fashion-MNIST [194] as OOD data.

When training the downstream OOD data detection algorithms, we train the OOD

detector on one of the OOD datasets and test on the other two. For example, we first

train a digit classifier on MNIST. Then, we train an OOD data detector that uses

randomized embedding based features from the digit classifier to classify MNIST vs.

notMNIST. Then we test the OOD data detector on MNIST vs. Kuzushiji-MNIST

and Fashion-MNIST.

Due to its importance in practical use, we will test the sample e�ciency of the

OOD tasks (i.e., how few samples of OOD are needed to detect future OOD data).
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In particular, we evaluate performance, as measured by area under the receiver

operating characteristic curve (captures desired data ordering performance) and

accuracy (captures desired decision making value), using training datasets consisting

of n=1000, 100, and just 10 data points from each class (in distribution and OOD).

We note that this di↵ers from most previous works which have evaluated by assuming

access to a large OOD dataset of similar size to the in distribution dataset, an often

unrealistic assumption. Each experiment was run 100 times with random training

set samples, where all appropriate data not in the training set is included in the test

set, and we report a mean and standard deviation for each. In all of our experiments,

the standard deviations are much smaller than e↵ect sizes, so we report only the

means in this section, and standard deviations can be found in appendix section A.1.

4.4.1.1 Detecting OOD Data

Table 4.1 compares performance with and without the cosine embedding spread

features for various experimental configurations and OOD detection models for a

dropout LeNet5 trained for 100 epochs. Features labeled as “Last” consist of com-

mon baseline features computed using softmax output samples from the network

(predictive entropy, mutual information, and maximum softmax probability). Fea-

tures labeled as “Last+Spread” consist of these baseline features plus our additional

randomized embedding maximum cosine spread features for each layer.

The inclusion of the additional cosine spread features improves OOD detec-

tion performance consistently across datasets, training set sizes, and model types.
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In limited cases where the “Spread” features do not improve the LR model, the

RF model with “Spread” features performs the best overall, suggesting that the

relationship is not necessarily linear. Table A.4 in the Appendix summarizes results

from a similar experiment where the base model is a spectral normalized dropout

LeNet5 trained for 100 epochs. A comparison of Table 4.1 and Appendix Table A.4

suggests that, while spectral normalization is not required to see an improvement

from the inclusion of cosine spread features, spectral normalization does improve

OOD detection performance consistently.

In Appendix section A.4, we further examine the need for a small amount of

OOD training data, evaluate Euclidean based spread features, and investigate the

feature importances associated with our cosine spread features.

4.4.2 Language Classification

Out of distribution data detection is also of interest in natural language pro-

cessing, where systems are trained to work on specific languages, and inputs from

other languages are considered OOD [195]. For these experiments, we train a Char-

CNN [205] with dropout added before every layer to classify languages using the

WiLI dataset [176]. Training consisted of 50 epochs with a batch size of 128,

where the 100 most common characters in the training set (after stripping accents)

were used as the vocabulary and each datum was truncated/padded to a length of

200 characters. We train the language classification model to distinguish between

French, Spanish, German, English, Italian, and Portuguese text. We use Basque,
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Table 4.1: Performance with and without the cosine randomized embedding spread
features for various experimental configurations for a dropout LeNet5 trained on
MNIST. Features labeled as “Last” consist of common baseline features computed
using softmax output samples from the network (predictive entropy, mutual infor-
mation, and maximum softmax probability). Features labeled as “Last+Spread”
consist of these baseline features plus our additional randomized embedding maxi-
mum cosine spread features for each layer. Each experiment was repeated multiple
times, and the mean is reported here while the standard deviation is reported in
Appendix A. Best results are shown in bold.

OOD Num/Class n=1000 n=100 n=10

Metric AUC Acc AUC Acc AUC Acc
Train Test Model Features

Fashion Kuzushiji LR Last 0.969 0.914 0.967 0.909 0.963 0.884
Last+Spread 0.979 0.914 0.973 0.911 0.967 0.901

RF Last 0.960 0.917 0.952 0.905 0.942 0.884
Last+Spread 0.979 0.922 0.974 0.921 0.969 0.907

notMNIST LR Last 0.966 0.912 0.965 0.909 0.960 0.879
Last+Spread 0.983 0.932 0.979 0.925 0.967 0.892

RF Last 0.959 0.920 0.950 0.903 0.938 0.880
Last+Spread 0.985 0.940 0.976 0.924 0.963 0.901

Kuzushiji Fashion LR Last 0.973 0.920 0.972 0.917 0.967 0.899
Last+Spread 0.989 0.948 0.983 0.937 0.978 0.922

RF Last 0.964 0.920 0.956 0.907 0.946 0.896
Last+Spread 0.986 0.943 0.978 0.931 0.967 0.914

notMNIST LR Last 0.967 0.914 0.965 0.910 0.960 0.886
Last+Spread 0.984 0.931 0.975 0.914 0.966 0.888

RF Last 0.960 0.922 0.950 0.904 0.938 0.888
Last+Spread 0.982 0.935 0.971 0.921 0.954 0.896

notMNIST Fashion LR Last 0.966 0.911 0.957 0.906 0.959 0.893
Last+Spread 0.978 0.937 0.969 0.928 0.977 0.925

RF Last 0.960 0.910 0.955 0.904 0.946 0.887
Last+Spread 0.988 0.943 0.982 0.935 0.978 0.920

Kuzushiji LR Last 0.960 0.900 0.946 0.893 0.951 0.882
Last+Spread 0.966 0.893 0.949 0.886 0.967 0.902

RF Last 0.956 0.906 0.950 0.901 0.941 0.883
Last+Spread 0.978 0.906 0.973 0.915 0.969 0.906

Polish, Luganda, Finnish, Tongan, and Xhosa as out of distribution languages. All

of our in and out of distribution languages are chosen to use the Latin writing
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system. For the OOD task, training sets consisted of n=100, 50, 25, and 10 data

points from each class (in distribution and OOD). Each experiment was run 100

times with random training data subsamples, where all languages not trained on

are tested on. Table 4.2 shows that the inclusion of our randomized embedding

based features consistently improves OOD detection across experimental settings,

with average and maximal AUC improvements of 0.06 and 0.15.

Table 4.2: Performance with and without the cosine randomized embedding spread
features for a Char-CNN with dropout added before every layer trained to classify
languages using the WiLI dataset. Standard deviations are reported in Appendix A,
and best results are shown in bold.

OOD Num/Class n=100 n=50 n=25 n=10

Metric AUC Acc AUC Acc AUC Acc AUC Acc
Train Test Model Features

Basque rest LR Last 0.888 0.798 0.883 0.794 0.882 0.792 0.878 0.786
Last+Spread 0.926 0.843 0.919 0.836 0.921 0.835 0.926 0.828

RF Last 0.862 0.797 0.857 0.793 0.851 0.792 0.842 0.789
Last+Spread 0.924 0.845 0.920 0.840 0.918 0.835 0.914 0.824

Finnish rest LR Last 0.888 0.795 0.885 0.792 0.881 0.790 0.883 0.786
Last+Spread 0.910 0.818 0.908 0.818 0.909 0.821 0.910 0.818

RF Last 0.864 0.794 0.858 0.792 0.850 0.789 0.840 0.783
Last+Spread 0.913 0.821 0.907 0.821 0.905 0.818 0.904 0.814

Luganda rest LR Last 0.891 0.806 0.889 0.803 0.887 0.800 0.881 0.794
Last+Spread 0.943 0.864 0.939 0.854 0.935 0.847 0.931 0.837

RF Last 0.866 0.800 0.859 0.797 0.854 0.796 0.843 0.785
Last+Spread 0.936 0.862 0.930 0.852 0.926 0.843 0.921 0.831

Polish rest LR Last 0.900 0.824 0.897 0.821 0.891 0.816 0.887 0.812
Last+Spread 0.939 0.866 0.938 0.864 0.935 0.860 0.934 0.852

RF Last 0.870 0.793 0.860 0.787 0.854 0.783 0.850 0.780
Last+Spread 0.937 0.871 0.932 0.863 0.928 0.855 0.922 0.841

Tongan rest LR Last 0.857 0.815 0.841 0.811 0.815 0.800 0.791 0.771
Last+Spread 0.886 0.811 0.877 0.810 0.884 0.819 0.880 0.813

RF Last 0.765 0.699 0.766 0.695 0.769 0.684 0.785 0.701
Last+Spread 0.915 0.847 0.913 0.845 0.906 0.836 0.903 0.823

Xhosa rest LR Last 0.894 0.807 0.891 0.804 0.886 0.800 0.879 0.794
Last+Spread 0.944 0.866 0.940 0.857 0.933 0.846 0.931 0.838

RF Last 0.864 0.787 0.857 0.782 0.849 0.778 0.846 0.774
Last+Spread 0.939 0.868 0.934 0.860 0.928 0.852 0.921 0.835
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Figure 4.3: While Basque is a language isolate that linguistically does not share
any significant similarities to any other languages, Catalan is a Romance language
with many linguistic similarities to French and Italian. We expect good estimates
of epistemic uncertainty to capture the property that Catalan is “less OOD” than
Basque is. Our cosine based embeddings (left) show this desired property. Prior
work using MI (right) is unable to meaningfully distinguish any di↵erence between
the languages.

We note that while OOD data detection is usually treated as a purely binary

classification task by most previous work, OOD versus in distribution is a false

binary. There are di↵erent levels and degrees of how OOD data can be. In the

context of language, we can examine the nuances between di↵erent flavors of OOD

data. While Basque is a language isolate that linguistically does not share any

significant similarities to any other languages, Catalan is a Romance language with

many linguistic similarities to French and Italian (and Spanish to a lesser extent).

While both Basque and Catalan are considered OOD in our setting, we expect good

estimates of epistemic uncertainty to capture the property that Catalan is “less

OOD” than Basque is. Figure 4.3 shows that this desired property is captured

by the norm of our randomized embedding features, while the mutual information

distributions for Basque and Catalan are nearly indistinguishable.
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4.4.3 Malware Detection

Finally, we evaluate the usefulness of our randomized embedding based fea-

tures in the context of malware detection. Uncovering new or significantly di↵erent

malware is of particular interest in the quickly evolving cyber security space. We

use a dropout variant of the MalConv model [151], a convolutional NN for malware

detection that operates on raw byte sequences. We apply dropout before each fully

connected layer of MalConv. Applying dropout to only the last layers of a NN cor-

responds to using maximum a posteriori (MAP) estimates for the initial layers and

Bayesian estimates for the later layers [61]. We train the dropout MalConv model

for 5 epochs with a batch size of 32 on the EMBER2018 dataset which consists of

portable executable files (PE files) scanned by VirusTotal in or before 2018 [6].

We run two experiments on the Bayesian MalConv model. First, of the 200000

files in the EMBER test set, 363 have as their top most likely malware family label

(as labeled by AVClass [166]) a family that was not present in the train set. We

evaluate OOD detection performance first on these unseen malware families. Second,

we evaluate OOD detection performance on a di↵erent malware dataset containing

malware samples obtained from a Brazilian financial entity [32]. The malware from

this dataset could be considered as OOD due to di↵ering geographical specificity

and intent, leading to the use of malware tactics, techniques, and procedures likely

specific to a Brazilian banking target. There are also temporal di↵erences as the

Brazilian samples were all collected before the EMBER dataset, and we additionally

only used malware first seen by VirusTotal before 2012. OOD task training sets
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consisted of n=100, 50, and just 25 data points from each class (in distribution and

OOD). Each experiment was run 100 times with random train/test splits, where all

of the data not in the training set is included in the test set. Results are summarized

in Table 4.3, showing that the inclusion of our randomized embedding based features

consistently improves OOD detection across experimental settings. Because of the

high class imbalance in this use case, as access to good OOD data is more limited in

the malware domain, we reported the ROC AUC and the recall for the OOD class

in Table 4.3, noting that recall is often the primary metric of interest in practice for

cyber security.

Table 4.3: Performance with and without the cosine randomized embedding spread
features for a MalConv model with dropout added before each fully connected layer
trained to detect malware using EMBER2018. Standard deviations are reported in
Appendix A, and best results are bolded.

OOD Num/Class n=100 n=50 n=25

Metric AUC Recall AUC Recall AUC Recall
Experiment Model Features

EMBER2018 LR Last 0.789 0.704 0.786 0.682 0.778 0.650
Last+Spread 0.793 0.718 0.783 0.689 0.766 0.658

RF Last 0.757 0.735 0.752 0.727 0.748 0.714
Last+Spread 0.791 0.784 0.782 0.764 0.770 0.743

Brazilian LR Last 0.685 0.645 0.680 0.607 0.668 0.584
Last+Spread 0.741 0.620 0.734 0.617 0.712 0.605

RF Last 0.724 0.693 0.705 0.674 0.679 0.652
Last+Spread 0.839 0.797 0.813 0.772 0.776 0.736
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4.5 Conclusions

We have demonstrated why previous attempts at measuring randomized em-

bedding dispersion using Euclidean distance are inherently flawed. Then we intro-

duced and theoretically justified a cosine distance based, lightweight approach to

test time OOD data detection in the context of dropout Bayesian neural networks.

Information that is already computed is used as randomized embeddings, training

dataset information does not need to be stored, additional regularization methods

are not needed (though do help), and auxiliary neural networks do not need to be

trained to take advantage of this additional information. While we note that our

approach is limited to dropout BNNs, the popularity of the dropout approxima-

tion to BNNs and the existence of previous works exploring the use of stochastic

embeddings based on dropout BNNs suggests the applicability of our approach to

practice. Our approach can be deployed anywhere a dropout BNN is already de-

ployed with minimal additional overhead. Future work includes the investigation of

more elaborate features based o↵ of the randomized embeddings.

We have discussed the use of uncertainty to improve malware detection as

well as out of distribution data detection in single algorithm settings. In the next

chapter, we evaluate the practical impact uncertainty quantification can have on

multi-algorithm malware detection systems.
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Chapter 5

When should we run more expensive analysis?

5.1 Introduction

The detection of malware is critical as malware has already caused billions in

damages [8, 87] and cyber attacks on healthcare systems have directly led to deaths

[51]. Detecting malware is a computationally challenging task due to the scale of

the volume and velocity of incoming data. Many anti-virus (AV) vendors see over 2

million new malicious files each month [172], and benign files on a network tend to

outnumber malicious files at a ratio of 80:1 [107].

A vast array of machine learning based malware detection algorithms have

been developed with the goal of classifying new files as benign (not malware) or

malicious (contains malware) [147]. Unsurprisingly, machine learning based malware

detection algorithms vary widely in their strengths, weaknesses, and computational

costs (associated with both model execution and especially feature extraction).

In the context of machine learning based malware detection systems that lever-

age multiple algorithms, we demonstrate how uncertainty quantification combined

with auxiliary prediction targets can minimize compute costs while maximizing over-

all system accuracy. In particular, we estimate uncertainty using Bayesian and en-

sembling based approaches, and we train computationally cheaper algorithms to

predict the success of more expensive algorithms. This results in an easy to imple-
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ment approach applicable to a wide variety of AV systems.

We first demonstrate how CAPA based capability detection in executable files

can be sped up by using cheaper machine learning algorithms capable of abstaining

on uncertain predictions. We then demonstrate how malware detection can be

improved by using a static analysis feature based machine learning algorithm that

defers to a dynamic analysis feature based machine learning algorithm when the

static model is unsure and predicts that the dynamic model will do well. This

improves malware detection accuracy while minimizing the use of costly dynamic

analysis.

5.2 Related Work

5.2.1 Learning to Reject/Defer

Backes and Nauman [16] suggest the running of more expensive malware anal-

ysis when the initial analysis results in a high uncertainty prediction as an interesting

question for future malware detection research. This problem in its general form

has been studied in the machine learning space, and we adapt and apply these ideas

to the malware detection task.

Madras, Pitassi, and Zemel [121] introduce adaptive rejection learning, also

known as learning to defer. Learning to defer extends and generalizes rejection

learning [41, 37, 36, 15, 182] by learning to adapt to the strengths, weaknesses,

and biases of the downstream decision maker. There is a connection to the gating

network approach of adaptive mixtures of local experts, the di↵erence being that
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the decision maker is assumed to be a fixed expert under learning to defer [89].

Mozannar and Sontag [129] use the method of Madras, Pitassi, and Zemel [121] as a

baseline and also tackle the problem of learning to defer. Similarly, Wilder, Horvitz,

and Kamar [187] introduce methods to optimize teams consisting of humans and

machine learning algorithms.

5.2.2 Active Feature Acquisition

An area related to learning to defer is active feature acquisition, the sequential

decision process of whether to query more features or not under budget constraints.

Noriega-Campero et al. [136] discuss active feature acquisition in the context of fair

classification. Gao and Koller [66] introduce an active classification process that

combines multiple classifiers and features at test time using an instance specific

decision path. Similarly, Saar-tsechansky, Melville, and Provost [161] use value of

information to rank feature acquisition options. There are many ways to measure

the value of information such as information gain, classification loss, and decision

robustness for example [34]. Xu et al. [197] and Xu et al. [198] develop algorithms

that select features individually for each test data point and reduce trees of classifiers

into cascades of classifiers. While cascades and trees of models are popular [112, 183],

Xu, Weinberger, and Chapelle [196], instead of using a cascade of classifiers, extend

stage-wise regression to directly incorporate feature extraction cost into the objective

during training to minimize test time computation. Des Jardins, MacGlashan, and

Wagsta↵ [47] constructs a cascaded ensemble of classifiers to selectively acquire
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missing features at both train and test time. Wang et al. [182] develop prediction

cascades that use additional augmenting classifiers that evaluate the distributional

output of the earlier classifier to estimate its uncertainty. Many cascade based

methods have an assumed ordering of cascade members, unable to adaptively reorder

members based on the datum at hand, and Gao and Koller [66] di↵ers by balancing

expected classification gain with computational cost where observations are selected

dynamically based on previous observations to achieve instance-specific decision

paths. Active feature acquisition can also be formulated as a Markov Decision

Process [168, 158, 48].

More broadly, this problem is fundamentally related to the task of estimating

the value of information [54], a highly multidisciplinary problem with roots in infor-

mation theory [124]. Behrens et al. [19] show evidence that humans modulate their

learning rates based on environment volatility and uncertainty, and in a way that

can be predicted by a Bayesian learner. This supports the hypothesis of Bayesian

reasoning in humans. Feltham [54] provide a formal framework for measuring the

value of information in the context of accounting. In particular, a framework to

calculate the expected payo↵ for an information system from the perspective of the

decision maker is developed.

5.3 Data and Models

As in chapter 3, we use the EMBER2018 dataset, we use a dropout Bayesian

MalConv model when predicting on raw binaries, and a LGBM model is used when
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predicting on the EMBER extracted features. In this chapter, we additionally de-

velop a model for dynamic analysis logs, and we also extract capabilities in the

executable files using CAPA with the SMDA recursive disassembler as a backend.1

For a comparison of computational costs, on an NVIDIA Tesla P100 GPU,

a 16 sample Bayesian MalConv model can process about 51.2 EMBER2018 files a

second on average (about 0.02 seconds per file for feature extraction, prediction, and

sampling). The EMBER features take on average about 0.09 seconds to extract per

file (note that this excludes the downstream prediction model, so the actual cost

is slightly higher). CAPA feature extraction takes about 45.75 seconds per model

on average (this also excludes the downstream model). Finally, running dynamic

analysis on a file (excluding downstream prediction models) takes an average of 526

seconds (8 minutes and 46 seconds). In other words, running MalConv on a file is

over 26, 300 times faster than running a dynamic analysis based model.

5.3.1 Dynamic Analysis Features and Model

We used a proprietary dynamic execution sandbox provided by a United States

based software security company. The dynamic analysis tool uses libvirt to work

with QEMU2 to manage virtual machines (VMs) running Windows 7 32-bit.

The dynamic analysis tool first puts the sample for analysis into the VM,

starts its custom monitoring application, starts the sample, saves the monitor’s log

file, and pulls the log from the VM to the host. Then the tool kills the VM image,

1
https://github.com/mandiant/capa

2
https://www.qemu.org/
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and creates a new one from a template so that the VM is clean for every sample.

These dynamic analysis logs were featurized by taking a domain knowledge

driven approach similar to that of Anderson and Roth [6]. The dynamic analysis

engine captures broad information about DNS, registry, file, process, and security

events from the dynamic execution of the sample. These events contain raw informa-

tion which we used to then extract the following features for each file: event subtype

counts, event subtype information counts, number of unique processes by user, PID

counts by user, event key frequencies, count of registry bytes written, registry key

path information, timing information, authentication signature information, hashed

event message, hashed command line information, and counts of unnamed events.

We then train a LGBM model on top of these features.

We note that it is possible that some executables did not exhibit all their

behavior or functionality during dynamic analysis because they were not in the

proper environment (for example if the executable targets a specific Windows build),

did not have access to all the resources needed for execution (for example if the

executable was unable to connect to the internet or to its command-and-control

server), or had some built-in anti-reverse engineering techniques (for example the

executable might wait a few days before executing). In other words, it is likely that

some malicious files may not have necessarily exhibited malicious behaviors during

dynamic analysis. As a result, even though dynamic analysis is more expensive than

static analysis, it does not always result in better malware detection when used in

isolation. We will show that judiciously running dynamic analysis on a subset of

files will improve malware detection accuracy while keeping analysis costs low.
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5.4 Predicting Capabilities in Executable Files

While most machine learning based approaches to malware have focused on

the detection of maliciousness, there has been less work on the identification of

behaviors, which is a critical component to malware analysis [170]. We investigated

the prediction of CAPA outputs using an 8 sample Bayesian MalConv model as

well as an 8 sample LGBM ensemble trained on the EMBER features. We used as

prediction targets the 350 CAPA rules from the Mandiant standard collection 3 plus

a target for failures, so a total of 351 non-exclusive labels for each file. Figure 5.1

shows detection accuracy for each CAPA rule for both MalConv and the LGBM

model. We note that accuracy is high across rules, suggesting that CAPA may not

need to be run for all samples when outcomes can be predicted. The LGBM model

is consistently more accurate than MalConv across rules at the cost of higher cost

associated with feature extraction. Figure 5.2 shows the AUC for each CAPA rule

for both MalConv and the LGBM model. While LGBM generally does better than

MalConv in terms of AUC, the LGBM model has worse worst cases.

Running CAPA only on files where a prediction model such as MalConv or

LGBM is uncertain would greatly reduce computational costs (CAPA is more than

2200 times more expensive time-wise compared to MalConv mainly due to the costs

associated with disassembly). In other words, we would like to enable MalConv and

LGBM to abstain from making a prediction on high uncertainty samples that we

then would run CAPA on. Figure 5.3 shows the performance of such an approach for

3
https://github.com/mandiant/capa-rules
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Figure 5.1: Detection accuracy for each CAPA rule for both MalConv and the LGBM
model. The LGBM model is consistently more accurate than MalConv across rules
at the cost of higher cost associated with feature extraction.

various uncertainty thresholds (as measured by predictive entropy) corresponding

to proportions of the test data being run through CAPA. To simulate a real world

deployment of such a system, we also plot the thresholds needed to achieve a 99.9%

average percentage of CAPA rules correctly labeled across files as well as the actu-

alized thresholds chosen using a validation set. The validation and test sets were

temporally split to correspond to samples first seen in November 2018 and December

2018 respectively. We note that the ideal and actualized uncertainty thresholds are
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Figure 5.2: The AUC for each CAPA rule for both MalConv and the LGBM model.
While LGBM generally does better than MalConv in terms of AUC, the LGBM
model has worse worst cases.

close, and compute time spent on CAPA extraction can be cut by more than half.

In other words, an approximate average percentage of CAPA rules correctly labeled

of 99.9% can be attained while running only less than half of the files though CAPA,

using a 2200 times faster MalConv prediction for the rest of the files. This leads

to substantial gains in a deployed production setting where it is not feasible to run

CAPA on all of the data. Furthermore, in highly compute constrained settings, a

98% average of CAPA rules correctly labeled can be achieved by using only MalConv
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Figure 5.3: We would like to MalConv and LGBM to abstain from making a pre-
diction on high uncertainty samples that we then would run CAPA on. This figure
shows the performance of such an approach for various uncertainty thresholds (as
measured by predictive entropy) corresponding to proportions of the test data being
run through CAPA. To simulate a real world deployment of such a system, we also
plot the thresholds needed to achieve a 99.9% average percentage of CAPA rules
correctly labeled across files as well as the actualized thresholds chosen using a val-
idation set. The x-axis corresponds to the percent of the data requiring expensive
analysis. The far right corresponds to running CAPA on all of the data, and the
far left corresponds to predicting on all of the data but never running CAPA. The
figure shows that we can achieve a 99.9% average percentage of CAPA rules cor-
rectly labeled by running CAPA on less than half of the data. This is significant
as CAPA is more than 2200 times more expensive time-wise compared to MalConv
mainly due to the costs associated with disassembly.

and never actually running CAPA. This result also provides evidence that MalConv

is capable of learning to pick up on features that are predictive of capabilities in

executables.

5.5 Deferring to More Expensive Models

Dynamic malware analysis is more expensive than static malware analysis.

Human malware analysis is more expensive than automated malware analysis. Ide-
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ally, we would like to incur the minimal analysis cost per file needed to determine if

that file is malicious or benign. In other words, we want to run cheap, automated

static analysis first and only run more expensive analysis such as dynamic analysis

if the static analysis model is uncertain. Additionally, we want to train the static

analysis model to be adaptive to the dynamic analysis model’s strengths and weak-

nesses. Even if uncertain, the static analysis model should make a prediction if it

thinks the dynamic analysis model will perform worse on the kind of data being

predicted on.

Using Bayesian MalConv as the static model, Figure 5.4 shows the perfor-

mance of such an approach for various predictive entropy thresholds corresponding

to various total runtimes. Following the naming conventions from Madras, Pitassi,

and Zemel [121], “reject” corresponds to letting the dynamic model predict when

Bayesian MalConv’s uncertainty is above a certain threshold, and “defer” corre-

sponds to letting the dynamic model predict only when Bayesian MalConv’s uncer-

tainty is above a certain threshold and Bayesian MalConv predicts that the dynamic

model will make the correct prediction. To enable a Bayesian MalConv model to

defer, we train it with dual equally weighted prediction tasks: the malware classifi-

cation task as well as the prediction of whether or not the dynamic model will make

a correct prediction on the sample.

Our approach di↵ers from that of Madras, Pitassi, and Zemel [121] in two

ways. First, while their approach can be seen as a mixture of Bernoullis where a

binary deferral decision gating variable is used to both express uncertainty and to

try to predict which model will have a lower loss, our approach explicitly decouples
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uncertainty from the prediction of a downstream model’s performance. This decou-

pling notably allows for an easier interpretation of the reasons for a deferral decision,

and in many cases likely results in an easier learning problem as well. Second, the

Bayesian uncertainty based approach described in Appendix F of Madras, Pitassi,

and Zemel [121] uses only uncertainty to reject and, unlike our work, does not

provide a way to incorporate the prediction of a downstream model’s performance.

To simulate a real world deployment, we plot the actualized uncertainty thresh-

olds chosen using a validation set to maximize malware detection accuracy. The

validation and test sets were temporally split to correspond to samples first seen in

November 2018 and December 2018 respectively. We also plot the accuracy achieved

by an ensemble model that averages the predictions of the MalConv and dynamic

models together. Unsurprisingly, the ensemble model outperforms both MalConv

and the dynamic model used in isolation, but we note that both MalConv and dy-

namic analysis need to be run on every single file in order to compute the ensemble

predictions.

We highlight that the rejection model with a threshold chosen on a held-out

validation set achieves a test accuracy roughly equal to that of the ensemble model

while requiring dynamic analysis to be run on only 13.2 percent of the test data,

saving a year’s worth of compute time compared to the ensemble model! The defer

approach achieves an accuracy higher than that of the ensemble while requiring

dynamic analysis to be run on only 17.3 percent of the test data. Even if the

uncertainty threshold is set too high, the benefit of the defer approach is seen as

accuracy never dips below that of the MalConv model, demonstrating that MalConv
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Figure 5.4: The performance of an approach that uses Bayesian MalConv as a cheap
initial model that all files are run through, followed by a more expensive dynamic
model for certain files, for various predictive entropy thresholds corresponding to
various total runtimes. “Reject” corresponds to letting the dynamic model predict
when Bayesian MalConv’s uncertainty is above a certain threshold, and “Defer”
corresponds to letting the dynamic model predict only when Bayesian MalConv’s
uncertainty is above a certain threshold and Bayesian MalConv predicts that the dy-
namic model will make the correct prediction. The rejection model with a threshold
chosen on a held-out validation set achieves a test accuracy roughly equal to that of
the ensemble model while requiring dynamic analysis to be run on only 13.2 percent
of the test data, saving a year’s worth of compute time compared to the ensemble
model.

is able to accurately predict when the dynamic model will make a mistake. We note

that this result in combination with MalConv’s ability to accurately predict CAPA

outputs suggests that MalConv is capable of uncovering useful features in the binary
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Figure 5.5: The performance of an approach that uses Bayesian MalConv as a cheap
initial model that all files are run through, followed by a more expensive LGBM on
EMBER features model for certain files, for various predictive entropy thresholds.

Finally, in Figure 5.5, we show a similar analysis where a LGBM model trained

on EMBER features is used instead of the dynamic model as the more expensive

downstream model. While in this case running the more expensive model on all of

the data results in a best performing ensemble model, the reject and defer mod-

els show the desired behavior of improving accuracy in a compute budget limited

situation.
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5.6 Conclusions

We have shown that cheaper static analysis features can be used to predict

the outcomes of more expensive disassembly-based analysis. We have also developed

a dynamic analysis model that is complementary to static analysis-based models.

In both cases, we showed how uncertainty can be used to minimize compute costs.

Future work includes the investigation of chaining together a larger number of al-

gorithms and approaches. In the next chapter, we will discuss broader avenues for

future research in the context of this thesis in its entirety.
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Chapter 6

Conclusions and Future Work

In this thesis, we have demonstrated how uncertainty estimation can benefit

cyber defense. In particular, our experiments have shown how taking into account

uncertainty can be especially beneficial for highly constrained and quickly evolving

malware detection use cases. Leveraging uncertainty, we have improved malware

detection rates under extreme false positive rate constraints, improved out of dis-

tribution data detection approaches, and greatly reduced the amount of compute

time needed to take advantage of the benefits of dynamic analysis. Along the way,

we have also illustrated why previous evaluation metrics can be misleading and

demonstrated that executable file capabilities can be accurately predicted from raw

byte sequences. Hopefully, this lays the groundwork for the increased adoption of

uncertainty aware ML in the cybersecurity community.

Potential avenues for future work that follow directly from our research include

exploring and explaining malware specific drivers of uncertainty, the investigation

of more elaborate features based o↵ of randomized embeddings, and the evaluation

of these methods in a real world, deployed environment over a long period of time

in production.

A clearly valuable direction of research we have not discussed is the use of

uncertainty for active learning [116] in the context of malware detection. Much work
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exists around uncertainty for active learning in the machine learning community. For

example, Gal, Islam, and Ghahramani [64] and Pop and Fulop [145] demonstrate

the use of ensembles of dropout neural networks for active learning. However, the

application of such methods to cyber defense remains largely unexplored. This

direction would be advantageous to explore as data labeling in cybersecurity is

particularly di�cult and expensive.
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Appendix A

Out of Distribution Data Detection Using Dropout Bayesian Neural

Networks Appendix

A.1 Experimental Result Standard Deviations

We repeated each of our experiments multiple times and computed a mean and

standard deviation for each experiment and evaluation metric. In all of our exper-

iments, the standard deviations are much smaller than e↵ect sizes, so we reported

only the means in section 4.4. Here we report the complete results, which include

standard deviations, for all of our experiments. Vision experiment results are sum-

marized in Table A.1. Language experiment results are summarized in Table A.2.

Malware experiment results are summarized in Table A.3.
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Table A.1: Performance with and without the cosine randomized embedding spread
features for various experimental configurations for a dropout LeNet5 trained on
MNIST. Features labeled as “Last” consist of common baseline features computed
using softmax output samples from the network (predictive entropy, mutual infor-
mation, and maximum softmax probability). Features labeled as “Last+Spread”
consist of these baseline features plus our additional randomized embedding maxi-
mum cosine spread features for each layer. Each experiment was repeated multiple
times, and the mean and standard deviation are reported here. Best results are
shown in bold.

Num/Class n=1000 n=100 n=10
Metric AUC Acc AUC Acc AUC Acc
Statistic avg std avg std avg std avg std avg std avg std

OOD Train OOD Test OOD Model Features

Fashion Kuzushiji LR Last 0.969 0.000 0.914 0.001 0.967 0.004 0.909 0.009 0.963 0.024 0.884 0.023
Last+Spread 0.979 0.001 0.914 0.003 0.973 0.008 0.911 0.013 0.967 0.035 0.901 0.033

RF Last 0.960 0.001 0.917 0.002 0.952 0.005 0.905 0.009 0.942 0.015 0.884 0.038
Last+Spread 0.979 0.001 0.922 0.004 0.974 0.003 0.921 0.005 0.969 0.008 0.907 0.018

notMNIST LR Last 0.966 0.001 0.912 0.002 0.965 0.003 0.909 0.011 0.960 0.004 0.879 0.024
Last+Spread 0.983 0.001 0.932 0.003 0.979 0.005 0.925 0.015 0.967 0.011 0.892 0.021

RF Last 0.959 0.002 0.920 0.004 0.950 0.005 0.903 0.010 0.938 0.014 0.880 0.038
Last+Spread 0.985 0.001 0.940 0.004 0.976 0.004 0.924 0.006 0.963 0.009 0.901 0.020

Kuzushiji Fashion LR Last 0.973 0.000 0.920 0.001 0.972 0.001 0.917 0.006 0.967 0.011 0.899 0.016
Last+Spread 0.989 0.001 0.948 0.002 0.983 0.004 0.937 0.008 0.978 0.004 0.922 0.014

RF Last 0.964 0.001 0.920 0.002 0.956 0.005 0.907 0.009 0.946 0.015 0.896 0.025
Last+Spread 0.986 0.001 0.943 0.002 0.978 0.004 0.931 0.006 0.967 0.009 0.914 0.016

notMNIST LR Last 0.967 0.000 0.914 0.001 0.965 0.002 0.910 0.010 0.960 0.005 0.886 0.020
Last+Spread 0.984 0.001 0.931 0.004 0.975 0.008 0.914 0.020 0.966 0.007 0.888 0.021

RF Last 0.960 0.001 0.922 0.003 0.950 0.005 0.904 0.010 0.938 0.017 0.888 0.026
Last+Spread 0.982 0.001 0.935 0.003 0.971 0.006 0.921 0.006 0.954 0.010 0.896 0.019

notMNIST Fashion LR Last 0.966 0.003 0.911 0.003 0.957 0.018 0.906 0.012 0.959 0.037 0.893 0.023
Last+Spread 0.978 0.003 0.937 0.005 0.969 0.016 0.928 0.015 0.977 0.014 0.925 0.018

RF Last 0.960 0.002 0.910 0.004 0.955 0.005 0.904 0.011 0.946 0.018 0.887 0.032
Last+Spread 0.988 0.001 0.943 0.005 0.982 0.004 0.935 0.007 0.978 0.006 0.920 0.017

Kuzushiji LR Last 0.960 0.006 0.900 0.007 0.946 0.030 0.893 0.021 0.951 0.057 0.882 0.035
Last+Spread 0.966 0.006 0.893 0.010 0.949 0.028 0.886 0.031 0.967 0.030 0.902 0.035

RF Last 0.956 0.002 0.906 0.005 0.950 0.006 0.901 0.012 0.941 0.020 0.883 0.033
Last+Spread 0.978 0.001 0.906 0.008 0.973 0.004 0.915 0.012 0.969 0.008 0.906 0.023
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Table A.2: Performance with and without the cosine randomized embedding spread
features for a Char-CNN with dropout added before every layer trained to classify
languages using the WiLI dataset. Best results are shown in bold.

Num/Class n=100 n=50 n=25 n=10
Metric AUC Acc AUC Acc AUC Acc AUC Acc
Statistic avg std avg std avg std avg std avg std avg std avg std avg std

OOD Train OOD Test OOD Model Features

Basque rest LR Last 0.888 0.005 0.798 0.008 0.883 0.014 0.794 0.010 0.882 0.015 0.792 0.011 0.878 0.029 0.786 0.019
Last+Spread 0.926 0.019 0.843 0.019 0.919 0.033 0.836 0.023 0.921 0.034 0.835 0.025 0.926 0.026 0.828 0.023

RF Last 0.862 0.008 0.797 0.007 0.857 0.013 0.793 0.011 0.851 0.015 0.792 0.013 0.842 0.015 0.789 0.021
Last+Spread 0.924 0.008 0.845 0.011 0.920 0.011 0.840 0.013 0.918 0.012 0.835 0.017 0.914 0.013 0.824 0.018

Finnish rest LR Last 0.888 0.003 0.795 0.006 0.885 0.006 0.792 0.008 0.881 0.013 0.790 0.011 0.883 0.008 0.786 0.015
Last+Spread 0.910 0.019 0.818 0.017 0.908 0.032 0.818 0.022 0.909 0.035 0.821 0.024 0.910 0.041 0.818 0.028

RF Last 0.864 0.006 0.794 0.007 0.858 0.009 0.792 0.011 0.850 0.014 0.789 0.015 0.840 0.020 0.783 0.024
Last+Spread 0.913 0.011 0.821 0.012 0.907 0.013 0.821 0.012 0.905 0.014 0.818 0.014 0.904 0.016 0.814 0.015

Luganda rest LR Last 0.891 0.002 0.806 0.005 0.889 0.004 0.803 0.008 0.887 0.006 0.800 0.009 0.881 0.026 0.794 0.015
Last+Spread 0.943 0.006 0.864 0.016 0.939 0.008 0.854 0.017 0.935 0.009 0.847 0.014 0.931 0.009 0.837 0.017

RF Last 0.866 0.006 0.800 0.007 0.859 0.010 0.797 0.011 0.854 0.014 0.796 0.013 0.843 0.027 0.785 0.038
Last+Spread 0.936 0.005 0.862 0.009 0.930 0.008 0.852 0.014 0.926 0.009 0.843 0.015 0.921 0.011 0.831 0.018

Polish rest LR Last 0.900 0.003 0.824 0.003 0.897 0.010 0.821 0.007 0.891 0.019 0.816 0.012 0.887 0.042 0.812 0.021
Last+Spread 0.939 0.010 0.866 0.014 0.938 0.014 0.864 0.017 0.935 0.021 0.860 0.023 0.934 0.020 0.852 0.022

RF Last 0.870 0.010 0.793 0.011 0.860 0.017 0.787 0.015 0.854 0.021 0.783 0.023 0.850 0.029 0.780 0.034
Last+Spread 0.937 0.005 0.871 0.008 0.932 0.008 0.863 0.011 0.928 0.009 0.855 0.012 0.922 0.018 0.841 0.024

Tongan rest LR Last 0.857 0.115 0.815 0.060 0.841 0.159 0.811 0.076 0.815 0.198 0.800 0.088 0.791 0.244 0.771 0.155
Last+Spread 0.886 0.060 0.811 0.056 0.877 0.091 0.810 0.069 0.884 0.101 0.819 0.074 0.880 0.125 0.813 0.085

RF Last 0.765 0.063 0.699 0.055 0.766 0.074 0.695 0.067 0.769 0.092 0.684 0.075 0.785 0.129 0.701 0.101
Last+Spread 0.915 0.016 0.847 0.029 0.913 0.019 0.845 0.028 0.906 0.030 0.836 0.035 0.903 0.051 0.823 0.054

Xhosa rest LR Last 0.894 0.004 0.807 0.008 0.891 0.007 0.804 0.008 0.886 0.019 0.800 0.013 0.879 0.046 0.794 0.022
Last+Spread 0.944 0.009 0.866 0.014 0.940 0.014 0.857 0.019 0.933 0.020 0.846 0.024 0.931 0.028 0.838 0.029

RF Last 0.864 0.009 0.787 0.013 0.857 0.016 0.782 0.020 0.849 0.021 0.778 0.027 0.846 0.028 0.774 0.032
Last+Spread 0.939 0.006 0.868 0.011 0.934 0.009 0.860 0.013 0.928 0.012 0.852 0.017 0.921 0.024 0.835 0.021

Table A.3: Performance with and without the cosine randomized embedding spread
features for a MalConv model with dropout added before each fully connected layer
trained to detect malware using the EMBER2018 dataset. Best results are shown
in bold.

Num/Class n=100 n=50 n=25
Metric AUC Recall AUC Recall AUC Recall
Statistic avg std avg std avg std avg std avg std avg std

Experiment OOD Model Features

EMBER2018 LR Last 0.789 0.007 0.704 0.043 0.786 0.008 0.682 0.054 0.778 0.018 0.650 0.066
Last+Spread 0.793 0.008 0.718 0.042 0.783 0.013 0.689 0.067 0.766 0.027 0.658 0.080

RF Last 0.757 0.011 0.735 0.046 0.752 0.015 0.727 0.060 0.748 0.023 0.714 0.079
Last+Spread 0.791 0.011 0.784 0.045 0.782 0.014 0.764 0.057 0.770 0.018 0.743 0.084

Brazilian LR Last 0.685 0.007 0.645 0.054 0.680 0.010 0.607 0.072 0.668 0.042 0.584 0.078
Last+Spread 0.741 0.023 0.620 0.039 0.734 0.023 0.617 0.049 0.712 0.034 0.605 0.063

RF Last 0.724 0.016 0.693 0.038 0.705 0.023 0.674 0.055 0.679 0.035 0.652 0.081
Last+Spread 0.839 0.010 0.797 0.034 0.813 0.016 0.772 0.054 0.776 0.024 0.736 0.083
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A.2 Additional Spectral Normalization Results

We repeated the vision OOD data detection experiments from subsubsec-

tion 4.4.1.1 on a spectral normalized dropout LeNet5 trained for 100 epochs. While

spectral normalization is not required to see an improvement from the inclusion of

cosine spread features, spectral normalization improves OOD detection performance

consistently, as shown in Table A.4 when compared to Table A.1.

Table A.4: Performance with and without the cosine randomized embedding spread
features for a dropout, spectral normalized LeNet5 trained on MNIST. Best results
are shown in bold.

Num/Class n=1000 n=100 n=10
Metric AUC Acc AUC Acc AUC Acc
Statistic avg std avg std avg std avg std avg std avg std

OOD Train OOD Test OOD Model Features

Fashion Kuzushiji LR Last 0.982 0.003 0.921 0.005 0.978 0.016 0.921 0.016 0.980 0.040 0.908 0.032
Last+Spread 0.984 0.002 0.926 0.006 0.980 0.015 0.926 0.019 0.984 0.008 0.915 0.024

RF Last 0.979 0.001 0.936 0.004 0.972 0.004 0.931 0.010 0.963 0.014 0.919 0.024
Last+Spread 0.985 0.001 0.939 0.004 0.982 0.002 0.940 0.007 0.981 0.008 0.932 0.017

notMNIST LR Last 0.982 0.003 0.916 0.008 0.975 0.025 0.915 0.024 0.979 0.049 0.905 0.036
Last+Spread 0.982 0.002 0.922 0.009 0.975 0.025 0.922 0.026 0.983 0.012 0.913 0.025

RF Last 0.978 0.001 0.933 0.005 0.971 0.005 0.929 0.012 0.962 0.014 0.917 0.026
Last+Spread 0.984 0.001 0.942 0.004 0.981 0.003 0.940 0.008 0.980 0.007 0.932 0.018

Kuzushiji Fashion LR Last 0.988 0.000 0.948 0.002 0.987 0.003 0.944 0.008 0.979 0.045 0.918 0.033
Last+Spread 0.987 0.001 0.949 0.002 0.985 0.003 0.944 0.007 0.981 0.041 0.932 0.037

RF Last 0.980 0.001 0.946 0.002 0.972 0.004 0.938 0.007 0.966 0.009 0.930 0.021
Last+Spread 0.985 0.001 0.950 0.002 0.982 0.004 0.947 0.003 0.983 0.002 0.943 0.007

notMNIST LR Last 0.986 0.000 0.937 0.001 0.985 0.002 0.934 0.007 0.979 0.029 0.910 0.025
Last+Spread 0.986 0.001 0.946 0.001 0.984 0.003 0.939 0.006 0.983 0.017 0.922 0.021

RF Last 0.979 0.001 0.941 0.002 0.972 0.004 0.933 0.008 0.964 0.011 0.924 0.023
Last+Spread 0.985 0.001 0.947 0.001 0.982 0.002 0.944 0.003 0.982 0.002 0.937 0.010

notMNIST Fashion LR Last 0.988 0.001 0.946 0.002 0.986 0.003 0.941 0.009 0.983 0.018 0.916 0.027
Last+Spread 0.988 0.001 0.951 0.002 0.985 0.006 0.944 0.010 0.986 0.002 0.932 0.016

RF Last 0.980 0.001 0.945 0.002 0.971 0.005 0.938 0.007 0.966 0.010 0.931 0.017
Last+Spread 0.987 0.001 0.952 0.001 0.984 0.002 0.947 0.004 0.983 0.004 0.941 0.010

Kuzushiji LR Last 0.986 0.000 0.936 0.002 0.984 0.003 0.934 0.007 0.984 0.002 0.911 0.023
Last+Spread 0.989 0.000 0.947 0.001 0.987 0.002 0.942 0.006 0.987 0.003 0.923 0.018

RF Last 0.980 0.001 0.942 0.002 0.972 0.004 0.934 0.007 0.963 0.011 0.926 0.018
Last+Spread 0.987 0.000 0.947 0.001 0.984 0.002 0.944 0.004 0.983 0.005 0.936 0.012
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A.3 Cosine Distance vs. Euclidean Distance for Unsupervised Em-

beddings

We also investigated cosine distance versus Euclidean distance for measuring

randomized embedding dispersion in the unsupervised setting. In particular, we

investigated a stacked denoising autoencoder variant [180, 181] where all layers

are trained at the same time instead of stage-wise, and dropout with a dropout

probability p = 0.1 is used as the corrupting process at each layer of the encoder.

At test time, the dropout corruption is left on to generate randomized embeddings.

The denoising autoencoder was trained on MNIST for 20 epochs with a batch size of

64 using the Adam optimizer with a learning rate of 0.001, the default recommended

settings, and a weight decay of 0.01. Image inputs were flattened, and the encoder

architecture consisted of 6 ReLU activated linear layers of output dimensions: 784,

400, 400, 120, 120, and 84. The decoder architecture is similar to the encoder

architecture but in reverse order.

Figure A.1a and Figure A.1b show consistent results. Embedding dispersion

as measured by Euclidean distance is related to mean norm in an identical manner

across in distribution and OOD data. While not as well separated as in the super-

vised setting, in distribution data has lower embedding dispersion as measured by

cosine distance when compared to OOD data.
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Figure A.1: A comparison of the relationships between denoising autoencoder ran-
domized embedding mean norm and the maximum pairwise distance for Euclidean
distance and cosine distance respectively, for in distribution data (MNIST) and
OOD data (Not-MNIST). Regression line fits are provided for each as well for easier
comparison.

A.3.1 Simulations

A.3.2 Mean and Variance of the Embedding Norms

We perform a simulation to further illustrate the problem with the use of

Euclidean distance in the case of a two layer ReLU activated network. As the depth

of the BNN increases, the mean and variance of the embedding norms dramatically

increase across layers, in particular as a consequence of the ReLU activation. This

is known and bounds for this can be derived mathematically using the identity

max(x, 0) = 0.5(x + |x|) in the normal random matrix situation. However, we

identify that the variance of the norms experiences a further increase due to the

e↵ect of dropout on preceding layers causing a carryover of variance into subsequent
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layers. Because dropout samples are taken across all layers simultaneously, the signal

representing the distance between two embedding samples in layer N is diluted with

the inflated norm caused by preceding dropout in layers 1 to N�1. This is confirmed

by simulation on a two-layer neural network with dropout in Table A.5, where the

variance of the final embedding norms (4526.2) is much higher than it would be if

dropout were only applied on that embedding layer (3124.0). This can explain why

the Euclidean distance measure fails to perform for OOD detection.

Table A.5: Mean and (variance) of the embedding norms in a simulated context.

Dropout only layer 1 Dropout only layer 2 Dropout both layers

Layer 1 embedding norm 96.0 (58.6) 118.6 (0.0) 96.0 (58.6)
Layer 2 embedding norm 599.7 (3328.0) 606.1 (3124.0) 501.0 (4526.2)

A.3.3 Correlation Analysis Between Measures of Uncertainty

To examine the relationships between the uncertainty features, we ran correla-

tion analysis between all measures on the final embedding layer of a neural network,

averaged over 1000 random matrix iterations. The embeddings form a D⇥B matrix,

where D is the embedding dimension and B are the number of dropout samples,

and we enforce a decaying correlation structure over the embedding dimensions. In

Table A.6, we summarize the correlations between all predictive features.

This result indicates that the previously used features have higher inter-correlation

than the max cosine pairwise distance, suggesting that our new feature adds an or-

thogonal measure of information that is not previously captured. This helps explain

our improvement in OOD detection.
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Table A.6: Correlation analysis between measures of uncertainty in a simulated
setting.

mutual info. pred entr. max softmax max cos pdist max euclid pdist mean embed. norm

mutual info. 1.00 -0.31 0.23 0.08 0.32 0.51
pred entr. -0.31 1.00 -0.64 0.01 -0.09 -0.26
max softmax 0.23 -0.64 1.00 0.01 0.06 0.13
max cos pdist 0.08 0.01 0.01 1.00 0.15 -0.14
max euclid pdist 0.32 -0.09 0.06 0.15 1.00 0.32
mean embed. norm 0.51 -0.26 0.13 -0.14 0.32 1.00

A.4 Additional Experiments on MNIST Variants

A.4.1 Is Some OOD Training Data Needed?

To compare with methods that do not require any OOD training data at all, we

attempted the following where a linear kernel one class SVM and an Isolation Forest

are used as outlier detectors that would hopefully capture OOD data. Results are

shown in Table A.7. Generally, the best AUC is achieved using an Isolation Forest

but the accuracy remains low. This is consistent with our conclusions that the

relationship contains non-linear information and that some form of OOD data is

needed to choose the appropriate threshold, and that as few as n = 10 OOD points

can estimate that threshold with significantly greater accuracy and AUC.

A.4.2 Results when using Euclidean Randomized Embedding Maxi-

mum Spread Features

To compare Euclidean distance features with cosine distance features, we ran

experiments and found that cosine does empirically does better, as expected. In

Table A.8 are the results for the MNIST experiments where the Spread features use
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Table A.7: To compare with methods that do not require any OOD training data at
all, we attempted the following where a linear kernel one class SVM and an Isolation
Forest (IF) are used as outlier detectors.

Metric AUC Acc
OOD Test OOD Model Features

Kuzushiji SVM Last 0.555574 0.539760
Last+Spread 0.190757 0.253412

IF Last 0.876447 0.804457
Last+Spread 0.858214 0.617729

notMNIST SVM Last 0.532724 0.523312
Last+Spread 0.307177 0.335988

IF Last 0.842468 0.766183
Last+Spread 0.869251 0.631671

Fashion SVM Last 0.526127 0.514582
Last+Spread 0.212349 0.262806

IF Last 0.860657 0.791121
Last+Spread 0.883436 0.649500

Euclidean distance.

A.4.3 Classifier Feature Importances

To further understand the contribution of our cosine distance measure, we

compute the mean and standard deviation of feature Gini importances for the ran-

dom forest classifiers fit across our MNIST variant experiments. Results are shown

in Figure A.2 and show that our spread based features are important with layer 3’s

spread having a Gini importance comparable to traditional features such as predic-

tive entropy.
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Table A.8: MNIST variant results when using Euclidean randomized embedding
maximum spread features.

Num/Class n=1000 n=100 n=10
Metric AUC Acc AUC Acc AUC Acc

OOD Train OOD Test OOD Model Features

Fashion Kuzushiji LR Last 0.970909 0.915305 0.968269 0.910754 0.967937 0.891701
Last+Spread 0.959380 0.906095 0.953365 0.897221 0.941887 0.864347

RF Last 0.961252 0.916221 0.949761 0.899854 0.946880 0.880030
Last+Spread 0.958593 0.896063 0.945695 0.892397 0.943430 0.879735

notMNIST LR Last 0.966394 0.910832 0.965956 0.910824 0.961222 0.882841
Last+Spread 0.966064 0.914921 0.955173 0.901126 0.922676 0.839990

RF Last 0.958357 0.916837 0.947242 0.898442 0.939856 0.876058
Last+Spread 0.966978 0.927221 0.953618 0.910864 0.945218 0.882916

Kuzushiji Fashion LR Last 0.972502 0.919816 0.971007 0.917156 0.968018 0.900125
Last+Spread 0.968836 0.923116 0.962746 0.916281 0.961164 0.898184

RF Last 0.963407 0.920547 0.953377 0.903246 0.938179 0.885983
Last+Spread 0.964453 0.919921 0.955725 0.908291 0.941819 0.894097

notMNIST LR Last 0.967112 0.914289 0.965904 0.911111 0.960355 0.885173
Last+Spread 0.975508 0.925026 0.966202 0.917970 0.938949 0.869555

RF Last 0.959856 0.920416 0.948595 0.903442 0.928044 0.876868
Last+Spread 0.968210 0.925442 0.958487 0.912819 0.934295 0.887989

notMNIST Fashion LR Last 0.964710 0.911000 0.947280 0.902452 0.968372 0.894182
Last+Spread 0.963373 0.918600 0.949651 0.909618 0.962364 0.887704

RF Last 0.960297 0.909847 0.955611 0.903392 0.946035 0.888309
Last+Spread 0.968320 0.920963 0.963052 0.906211 0.954943 0.906248

Kuzushiji LR Last 0.960289 0.899979 0.938433 0.888839 0.967569 0.887464
Last+Spread 0.956063 0.901247 0.938300 0.890312 0.950506 0.865883

RF Last 0.958770 0.905458 0.953364 0.902915 0.940991 0.884212
Last+Spread 0.959689 0.892047 0.957301 0.895558 0.946487 0.895423
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Figure A.2: Random Forest Gini feature importances for MNIST variant experi-
ments. Means and standard deviations are shown.
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A.5 Embedding Component Variance

In the context of a linear layer with input x indexed by i, output y indexed

by j, weight matrix W , bias b, dropout with probability p of not being dropped,

the layer can be written as

yj =

 
X

i

Di ·Wij · xi

!
+ bj

whereDi ⇠ Bern(p) are i.i.d. Bernoulli random variables with probability parameter

p. The variance of an embedding component can be written as follows:

Var(yj) = Var

" 
X

i

Di ·Wij · xi

!
+ bj

#

Variance is invariant to changes in a location parameter, and the Di are i.i.d.

allowing us to write:

Var(yj) =
X

i

(Wij · xi)
2 Var(Di) =

X

i

(Wij · xi)
2
p (1� p)

A.6 Dataset Links

Data used in the image classification experiments can be found here:

• http://yann.lecun.com/exdb/mnist/

• https://github.com/davidflanagan/notMNIST-to-MNIST

• https://github.com/rois-codh/kmnist
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• https://github.com/zalandoresearch/fashion-mnist

Data used in the language classification experiments can be found here: https:

//zenodo.org/record/841984#.YK0r8S1h1pQ

Part of the data used in the malware detection experiments can be found here:

• https://github.com/elastic/ember

• https://github.com/fabriciojoc/brazilian-malware-dataset

The 1.1TB of raw PE files are not available as part of EMBER2018, but they

can be downloaded via VirusTotal: https://www.virustotal.com/gui/
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