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Abstract 

Mathematical models formally and precisely represent biological mechanisms with 

complex dynamics. To understand the possible behaviors of such systems, phase portrait 

diagrams can be used to visualize their overall global dynamics across a domain. 

However, producing these phase portrait diagrams is a laborious process reserved to 

mathematical experts. Here, we developed a computational methodology to automatically 

generate phase portrait diagrams to study biological dynamical systems based on ordinary 

differential equations. The method only needs as input the variables and equations 

describing a multidimensional biological system and it automatically outputs for each 

pair of dependent variables a complete phase portrait diagram, including the critical 

points and their stability, the nullclines of the system, and a vector space of the 

trajectories. Crucially, the portraits generated are interactive, and the user can move the 

visualized planar slice, change parameters with sliders, and add trajectories in the phase 

and time domains, after which the diagrams are updated in real time. The method is 

available as a user-friendly graphical interface or can be accessed programmatically with 

a Mathematica package. The generated portraits and particular views can be saved as 

computable notebooks preserving the interactive functionality, an approach that can be 

adopted for reproducible science and interactive pedagogical materials. The method, 

code, and examples are freely-available at https://lobolab.umbc.edu/autoportrait. 

 

Keywords: phase portraits, nonlinear equations, mathematical models, reproducibility, 

pedagogy, systems biology 
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1. Introduction 

Understanding and predicting the dynamics of complex biological systems require 

mathematical models able to abstract the specific interactions between their components 

[1]. Among them, dynamical systems based on differential equations are one of the most 

popular methods to formally and precisely represent biological mechanisms [2]. 

Crucially, multiple user-friendly tools are available for their formulation, numerical 

simulation, and sharing [3–7], which has contributed to their widespread use in biological 

research and education [8]. In addition to simulating their dynamics through time, 

visually analyzing the global behavior of such models is essential for understanding their 

function. However, the visual analysis of dynamical systems remains a challenging 

process in need of user-friendly tools. 

Phase portrait diagrams are ideal for visualizing the overall behavior of a biological 

dynamical system [9,10]. Such portraits can include a vector field of the gradient and 

direction of the trajectories in a domain, nullclines representing horizontal or vertical 

trajectories, and critical points representing the equilibrium states in the system [11]. 

Complete phase portraits are generally limited to present information in two dimensions. 

However, dynamical systems with more than two dependent variables can be visualized 

without loss of information with state combinations [12]. In general, constructing phase 

portrait diagrams requires expert ability and the use of specialized mathematical software 

tools. 

Despite the numerous user-friendly tools for the time-course simulation of biological 

dynamical systems [13], the generation of phase portraits remains a highly-specialized 

task without fully-automated tools. General-purpose packages for mathematical analysis 

such as MATLAB, MAPLE, and Mathematica are able to produce phase portraits, but 

require the implementation of custom scripts and knowledge of the particular 

mathematical libraries and plotting functions in these packages [14,15]. Specialized 

software tools have been developed for the analysis of dynamical systems with the ability 

to generate phase portraits. XPPAUT is a popular and powerful application for 
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simulating, animating, and analyzing dynamical systems [16], with a particular focus on 

the efficient numerical solving of differential equations. XPPAUT can be used to generate 

phase portraits, although every element and plane need to be added to the plot by the user 

every time a system is opened with the tool. ASysViewer is an application for the 

interactive visual exploration of autonomous dynamical systems using line integral 

convolution techniques [17], but it is restricted to two dimensional systems, limiting its 

applicability. Another limitation of these tools is their inability for sharing a specific 

diagram that could be further interacted with and analyzed in the form of a dynamical 

publication or pedagogical material. Such a tool could be used in research manuscripts to 

include interactive results and benefit reproducible science and education in dynamical 

systems and systems biology. 

Here, we present a novel tool called AutoPortrait for the automatic generation of 

interactive phase portraits for multi-dimensional ordinary differential equations. The tool 

can be used both with a user-friendly interface for directly typing the equations and with 

a Mathematica package to be called from scripts. Once a phase portrait is generated, it 

can be embedded into a notebook saving the exact view while keeping all the interactive 

functionality. The tool automatically detects the parameters in the equations and then 

generates a two-dimensional phase portrait for every combination of two dependent 

variables, choosing an appropriate value for the other free variables, parameters, and 

domain range. The tool computes and displays in the portrait a vector field of the 

trajectories, the nullclines of the system, and the critical points with their stability. A user 

can interact with the generated diagrams using the mouse, which includes panning and 

zooming the plot, moving sliders to select a different plane, clicking on critical points to 

center them, and visualizing trajectories in the phase and time domain. We include 

several examples illustrating the use of the tool to understand biological systems. 
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2. Computation of multidimensional phase portraits 

We outline the automatic method to compute complete phase portrait diagrams including 

critical points, vector fields, and nullclines. Portraits including all these features are best 

visualized in two-dimensional plots and the method produces all possible 2-dimensional 

views in phase space.  

We consider an 𝑛𝑛-dimensional autonomous dynamical system  

 �̇�𝐱 = 𝐟𝐟(𝐱𝐱) (1) 

where 𝐱𝐱 = (𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) are variables in an open connected subset Ω ⊂ ℝ𝑛𝑛, an overdot 

denotes differentiation with respect to time, 𝑡𝑡, and 𝐟𝐟(𝐱𝐱) = �𝑓𝑓1(𝐱𝐱), … ,𝑓𝑓𝑛𝑛(𝐱𝐱)� are 

continuously differentiable functions that only depend on the variables. Thus, the 

variables might represent any biological entity modeled in a continuous fashion, such as 

chemical concentrations, gene expression, or large populations of different species. The 

functions might represent their production or growth rates, such as chemical reactions, 

gene regulation, or species competition, respectively. 

The existence and uniqueness theorem ensures that starting from any point in Ω, a 

solution exists for the system of equations (1) and that the trajectories formed by all 

solutions never intersect. Hence, we can consider the system (1) as a 𝑛𝑛-dimensional 

vector field with a vector 𝑓𝑓(𝑥𝑥1, . . , 𝑥𝑥𝑛𝑛) = �𝑓𝑓1(𝐱𝐱), … , 𝑓𝑓𝑛𝑛(𝐱𝐱)�𝑇𝑇 attached to each point 

(𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) ∈ Ω. A stream plot is an intuitive graphical representation of a vector field, 

but the dynamics can only be completely visualized in 2-dimensions. Hence, multiple 

plots will be necessary to understand systems with more than two dependent variables. 

Phase portraits are defined in phase space, where the axes of the plot represent dependent 

variables instead of independent variables such as time. For an 𝑛𝑛-dimensional system, the 

problem arises in how to describe the dynamics of the system reliably. From an 𝑛𝑛-

dimensional system, a 2-dimensional phase plot can be generated representing a planar 

slice showing the dynamics of the system with respect to only two dependent variables 
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and setting the rest of dependent variables as constants. Crucially, the location of a 𝑛𝑛-

dimensional point or line in Ω can be unequivocally determined from all the 

combinations of 2-dimensional plots of �𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� out of the set (𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) [12]. Hence, a 

number 𝑣𝑣 of 2-dimensional views equal to the binomial coefficient �𝑛𝑛2� = 𝑛𝑛!
2(𝑛𝑛−2)!

 is 

sufficient to determine unambiguously the location of critical points, nullclines, and the 

numerical solution of a trajectory in an 𝑛𝑛-dimensional system. In this way, 2-dimensional 

systems require one view (𝑥𝑥1, 𝑥𝑥2), 3-dimensional systems require three views (𝑥𝑥1, 𝑥𝑥2), 

(𝑥𝑥1, 𝑥𝑥3), and (𝑥𝑥2, 𝑥𝑥3), 4-dimensional systems require six views, and so forth. This 

approach has been used before to visualize the trajectories in the phase plane of three-

dimensional systems [18,19]. 

In this manner, the method generates 𝑣𝑣 = 𝑛𝑛!
2(𝑛𝑛−2)!

  phase portraits to describe the phase 

portrait elements of an 𝑛𝑛-dimensional system. Each phase portrait 𝑝𝑝 ∈ (1, … , 𝑣𝑣) 

represents a plane slice of the system through variables �𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�, and hence the rest of the 

variables 𝑘𝑘 ∈ (1, … ,𝑛𝑛)\(𝑖𝑖, 𝑗𝑗) are set as constants 𝑥𝑥𝑘𝑘
𝑝𝑝 such that 𝐟𝐟(𝐱𝐱)|𝑝𝑝 =

𝐟𝐟�𝑥𝑥1
𝑝𝑝, … , 𝑥𝑥𝑖𝑖 , … , 𝑥𝑥𝑗𝑗 , … 𝑥𝑥𝑛𝑛

𝑝𝑝� = �𝑓𝑓1
𝑝𝑝�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�, … , 𝑓𝑓𝑛𝑛

𝑝𝑝�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗��. Each of the phase portraits also 

can include nullclines, which indicate where the trajectories are purely horizontal or 

vertical. For a phase portrait 𝑝𝑝 of �𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�, the nullclines are defined as the curves in 

which 𝑓𝑓𝑖𝑖
𝑝𝑝�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = 0 or 𝑓𝑓 𝑗𝑗

𝑝𝑝�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = 0.  

In addition to the vector fields and nullclines showing the general dynamics of the 

system, critical points (also called fixed or equilibrium points) and their stability can 

identify states of equilibrium within the system. A critical point 𝐱𝐱∗ is defined by 𝐟𝐟(𝐱𝐱∗) =

𝟎𝟎, and its stability is characterized by linearizing the system (1) and analyzing the 

eigenvalues of the Jacobian matrix 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 25, 2022. ; https://doi.org/10.1101/2022.02.23.481676doi: bioRxiv preprint 

https://doi.org/10.1101/2022.02.23.481676
http://creativecommons.org/licenses/by-nc-nd/4.0/


- 7 - 

 𝐽𝐽 = �
𝐽𝐽11 ⋯ 𝐽𝐽1𝑛𝑛
⋮ ⋱ ⋮
𝐽𝐽𝑛𝑛1 … 𝐽𝐽𝑛𝑛𝑛𝑛

� =

⎝

⎛

𝜕𝜕𝑓𝑓1(𝐱𝐱)
𝜕𝜕𝑥𝑥1

⋯ 𝜕𝜕𝑓𝑓1(𝐱𝐱)
𝜕𝜕𝑥𝑥𝑛𝑛

⋮ ⋱ ⋮
𝜕𝜕𝑓𝑓𝑛𝑛(𝐱𝐱)
𝜕𝜕𝑥𝑥1

… 𝜕𝜕𝑓𝑓𝑛𝑛(𝐱𝐱)
𝜕𝜕𝑥𝑥𝑛𝑛 ⎠

⎞

𝐱𝐱∗

. (2) 

A critical point is classified as stable if all eigenvalues have negative real parts, as 

unstable if all eigenvalues have positive real parts, as saddle if some eigenvalues have 

negative and others positive real parts, and as higher-order if at least one eigenvalue is 

zero. In the latter case, the critical point is nonhyperbolic, and although its stability 

cannot be obtained through linearization, it could be deduced visually from the stream 

plots. 

Finally, the range of the phase portraits is selected automatically from the location of the 

critical points to ensure they are included in the visualized domain. Biological systems 

are often restricted to the nonnegative domain, since the dependent variables usually 

represent species populations, molecular concentrations, etc. In this way, the computation 

and visualized range of the phase portrait can be restricted to solutions in the nonnegative 

domain. 

3. GUI and script implementation 

The automatic methodology for creating phase portraits, called AutoPortrait, has been 

implemented in Mathematica, an ideal environment for modeling dynamical systems 

[15]. The method uses the solver NSolve, which automatically can select from several 

efficient numerical approaches, as well as the Eigenvalues function to find exact or 

numerical eigenvalues. Two different implementations of the method have been 

developed: (1) an interactive graphical user interface without the need of any 

programming knowledge and (2) a package that can be imported into any Mathematica 

notebook or code. The generation of portraits for new systems of equations requires the 

full version of Mathematica, but the interactive portraits generated with the package can 

be integrated into Mathematica notebooks and computational documents that can be 
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opened with the freely-available Wolfram Player, preserving all the interactive 

functionality of the plots. 

To first illustrate the basic use of the method interface, we define a simple Lotka-Volterra 

model of competition for food between two species [11] as 

 �̇�𝑥 = 𝑥𝑥(3 − 𝑥𝑥 − 2𝑦𝑦) 

 �̇�𝑦 = 𝑦𝑦(2 − 𝑥𝑥 − 𝑦𝑦) (3) 

where 𝑥𝑥 are a population of rabbits and 𝑦𝑦 are a population of sheep. Both populations 

follow logistic growth, with a faster rate for rabbits, and a reduced growth due to conflict 

through food sharing proportional to the population sizes, with a larger effect on rabbits. 

Figure 1 shows the graphical user interface of the method, where the equations for the 

derivatives (3) have been directly typed in the application and the resultant automatically-

generated phase portrait is shown.  A slider allows the user to select the number of 

dependent variables in the dynamical system, from two to 10, and a checkbox can be 

clicked to restrict the domain to nonnegative values. A system of two equations will 

generate a single phase portrait, while a system with 10 equations will generate 45 phase 

portraits (all possible combinations of two variables). The dependent variable names can 

be changed just by typing a new name in their box. Similarly, the equations for their 

derivatives can be typed in their respective input boxes. After the system is defined, the 

user can click the button Generate portraits after which all the interactive phase portraits 

will be presented on the screen, as shown in the figure. The phase portrait includes the 

stream plot, nullclines, and critical points and their stability. The method automatically 

computes an appropriate range that includes all the critical points. Finally, a legend with 

the symbols and colors used in the portraits as well as the mouse commands to interact 

with the portraits are displayed in a legend next to the generated plots. In this way, the 

graphical user interface allows any user with no programming knowledge to generate 

automatically detailed phase portraits. 
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Commonly, dynamical systems are studied on the basis of some parameters that modulate 

the dynamics of the system, a task that is facilitated with the presented methodology. 

Parameters typed in the equation boxes are automatically recognized and displayed next 

to the equations, where the user can select their initial value and range. When generating 

the phase portraits, a new set of input boxes and sliders are presented to interactively 

change the value of each parameter. The phase portraits are recomputed dynamically in 

Figure 1. Main view of the user-friendly graphical user interface for the presented method 

showing the automatically-generated phase portrait for a Lotka-Volterra model of competition. 

The user can select the number of dependent variables and directly type their equations in the 

input boxes, after which the interactive phase portrait and legend are displayed. 
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real time as the user changes any parameter by typing in their respective input box or 

moving the slider. Figure 2 shows the interactive interface when typing the same Lotka-

Volterra model of competition as in (3) but now including free parameters as follows 

Figure 2. Main view of the 

graphical user interface and 

resultant phase portrait for a 

Lotka-Volterra model of 

competition with parameters. 

The method automatically 

recognizes the free parameters in 

the equations and present input 

boxes to select their initial value 

and range. After generating the 

portrait, a slider for each 

parameter is included above the 

portrait for the user to 

interactively change them and 

visualize their effect in the phase 

portrait in real time. Legend is 

omitted for brevity. 
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 �̇�𝑥 = 𝑟𝑟1𝑥𝑥 �
𝑘𝑘1−𝑥𝑥−𝑎𝑎𝑎𝑎

𝑘𝑘1
� 

 �̇�𝑦 = 𝑟𝑟2𝑦𝑦 �
𝑘𝑘2−𝑥𝑥−𝑏𝑏𝑎𝑎

𝑘𝑘2
�  (4) 

where 𝑥𝑥 and 𝑦𝑦 are the two populations, 𝑟𝑟1 and 𝑟𝑟2 are the intrinsic growth rates, 𝑘𝑘1 and 𝑘𝑘2 

are the carrying capacities, and 𝑎𝑎 and 𝑏𝑏 are the competition coefficients. The parameter 

values chosen now changes the dynamics of the system so the two populations can 

coexist in equilibrium (green dot) [20]. Parameters can be easily changed interactively 

using the sliders or input boxes to observe their effect in the system dynamics in real 

time. Figure 3 shows an example of a bifurcation after changing the parameter 𝑏𝑏 with the 

Figure 3. The generated portraits 

include sliders and input boxes for 

the free parameters in the equations. 

In this way, the user can change the 

parameter values and observe in real 

time their effects in the system 

dynamics. The plot shows how 

increasing the competition 

coefficient 𝑏𝑏 in the Lotka-Volterra 

model of competition causes the 

extinction of one species in the 

stable equilibrium state. 
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slider, which causes the nullclines to avoid an intersection in the positive domain and 

hence preventing the two populations to coexist. 

In addition to the graphical user interface, the method is available directly as a 

Mathematica package that can be imported into any notebook or code. In this way, the 

method can be integrated with more complex scripts, such as exploring portraits for a 

family of equations. Box 1 shows the necessary simple commands to generate the phase 

portraits for the system (3), resulting in the same interactive phase portrait and legend as 

in Figure 1. The function GeneratePortrait requires two arguments. The first argument is 

the list of differential equations in the system. Notice that the independent variable for 

time is not necessary to be specified, which makes the function simpler to use. The 

second argument is a list of dependent variables. Similar to the interactive user interface, 

the method automatically recognizes the parameters in the equations and presents along 

the phase portraits sliders and input boxes when appropriate for the user to interact with 

them, as shown in Figure 2. In addition, the 

function includes optional arguments to set 

the initial parameter values, their ranges for 

the sliders, restrict the domain to 

nonnegative values, or include specific 

trajectories in the plot.  

3.1. Interactive features 

The phase portraits generated by both the graphical user interface and the package 

function are interactive to facilitate the exploration and understanding of complex 

dynamical systems (see the legend in Figure 1 for a list of interactive controls available). 

Hovering the mouse pointer on a critical point or nullcline displays its coordinates or line 

function, respectively. For systems with more than two dimensions (see next section), the 

values of the dependent variables not represented in the plot can be assigned with a slider 

or input box, effectively changing in real time the plane at which the phase portrait is 

Box 1. Mathematica script to automatically 

generate the phase portrait for equations (3) 

with the AutoPortrait package. 
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shown. In addition, critical points can be clicked to move the plane to the location of that 

critical point. Crucially, the user interactively can change the range of the axes by 

dragging or clicking with the mouse anywhere inside a plot, which allows for panning 

and zooming in and out the plot.  

Trajectories in the phase and time domains can be added and visualized in the plots. The 

user can select any point within a phase plot to display the projection of a trajectory 

starting in that point. This feature is especially useful for understanding the dynamics of 

systems with more than two dimensions, as all the portraits will include the projection of 

the same trajectory in their displayed plane. Figure 4 shows the same phase portrait as 

Figure 2 but restricted to the nonnegative domain and including a trajectory (red line) 

converging to the stable equilibrium state (green dot). Alongside the phase portraits, the 

same trajectory is computed and presented in the time domain. In this way, a user 

Figure 4. Phase portrait of the Lotka-Volterra model of competition generated by the method 

including a trajectory in the phase (red line) and time domains.  The user can click on the phase 

portraits to generate a trajectory starting in that point. The initial point of the trajectory is shown 

with a red arrowhead. 
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interactively can generate particular portraits emphasizing specific locations and 

coordinated trajectories in the phase and time domains. 

Importantly, the interactive portraits generated by the methodology can be copied and 

pasted directly into other Mathematica notebooks and computable documents, retaining 

their interactive functionality. The complete interface can be saved, including a particular 

system, parameter values, plots, and trajectories, and also retaining the ability to be 

interactive when reopened. The notebooks including the plots can be opened with the 

freely-available Wolfram Player, allowing any user to interact with the system. This 

flexibility makes AutoPortrait an ideal tool for reporting portraits in dynamic publication 

supplements as well as for incorporating them in pedagogical materials for students to 

interact and understand the mechanisms of biological systems. 

4. Higher dimensional systems 

The presented method is especially useful for interactively understanding dynamical 

systems with more than two dimensions. This section will demonstrate this ability by 

using the method to generate phase portraits of a three-dimensional predator-prey model 

with infected prey and a four-dimensional Lotka-Volterra model of competition. 

4.1. Predator-prey model with infected prey 

Extending the classical Lotka-Volterra competition model of two populations with further 

species allows for the study of complex dynamics from social behavior interactions. We 

consider the three-dimensional ecoepidemic model of predator-prey interactions 

presented in [21], where the prey population exhibits group defense and are also affected 

by a transmissible disease. The system includes a population of healthy prey that grows 

logistically but is perturbed by both a population of predators and a spreading infectious 

disease modeled with a bilinear term. The diseased prey forms a third population that 

does not reproduce or contribute to density pressure but that can be hunted by the 

predator easier than the healthy prey as well as spread the disease to the healthy prey. In 

this way, the model is defined in its non-dimensionalized form with 
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where 𝑃𝑃 are the healthy prey population (squared due to non-dimensionalization), 𝑃𝑃 are 

the infected prey population, 𝐹𝐹 are the predator population, and the parameters are 

defined as in Table 1. 

Table 1. Parameters for the predator-prey model with infected prey. 

Symbol Value Description 

𝑎𝑎 0.5 Hunting rate of predator on healthy prey 

𝑒𝑒 0.5 Conversion factor of prey into predators 

𝐾𝐾 variable Carrying capacity of prey 

𝑚𝑚 0.42 Natural mortality rate of predators 

𝑟𝑟 0.7 Intrinsic growth rate of healthy prey 

𝑇𝑇 0.8 Average time to capture a healthy prey 

𝜆𝜆 0.7 Infection rate 

𝑏𝑏 0.7 Contact rate of predator and diseased prey 

𝜇𝜇 0.65 Natural and disease mortality of infected prey 

 

The system presents a number of bifurcations [21] and here we employ automatically-

generated phase portraits and trajectories with Autoportrait to illustrate the effect of the 

parameter 𝐾𝐾 for the carrying capacity of prey. Figure 5 shows the generated phase 

portraits of the system at low prey carrying capacities. Three portraits are produced for 

each parameter value, each showing a 2D phase portrait with the vector plot at a 

particular plane for the third variable. The user can change the viewed plane 

independently with the slider above each phase portrait, which updates in real time the 

portrait. By default, the portraits are centered in the critical point with the least zero  
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Figure 5. Automatically-generated outputs of the method for a predator (𝐹𝐹), prey (𝑃𝑃) model 

including prey group defense and an infected prey population (𝑃𝑃) with low levels of prey 

carrying capacity 𝐾𝐾. All other parameters are set as in Table 1. All the portraits are 

automatically centered on the stable equilibrium point and show a trajectory (red and right 

panels) starting at a population of 0.5 for all the species. A. At low prey carrying capacity (𝐾𝐾 =

1), only the healthy prey population can survive. B. Increasing the prey carrying capacity (𝐾𝐾 =

2) through a transcritical bifurcation clearly visible in the 𝑃𝑃 − 𝑃𝑃 portrait, the infected prey 

population can survive together with the healthy prey. C. Further increasing the prey carrying 

capacity (𝐾𝐾 = 6) through another transcritical bifurcation visible in the 𝑃𝑃 − 𝐹𝐹 portrait, a stable 

equilibrium is obtained with the predator feeding on the healthy and infected prey populations. 

A 

B 

C 
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values (usually the most interesting in the system), but each of them can be clicked in the 

interface to center the view on their plane. A trajectory can be added to the phase 

portraits by either clicking the portrait or including a particular argument in the package 

function call. When clicking in a portrait, the initial value for the trajectory is updated 

according to the two dependent variable values in the portrait. To select the value for the 

other dimensions, the user can click the other portraits. The selected trajectory is 

projected across all the portraits, together with a new plot in the time domain visualized 

on the right. Through the interactive interface to select the viewed phase plane and plot 

trajectories, a user can easily understand the temporal dynamics of complex 

multidimensional systems. 

The phase portraits reveal how for a low prey carrying capacity only the healthy prey can 

survive in the system (Figure 5A), but at increasing carrying capacities, a first 

transcritical bifurcation makes the infected prey population to be able to coexist with the 

healthy prey (Figure 5B). A second transcritical bifurcation results in the three 

populations to survive stably in the system (Figure 5C). The portraits clearly show how 

the nullclines cross when increasing the carrying capacity to displace the stable critical 

point to non-zero values for the infected population first and then for the predator 

population as well. 

More complex dynamics occur in this three-dimensional model at higher prey carrying 

capacities. Figure 6 shows how the generated portraits help understand the emergent 

dynamics. As the system gets closer to a subcritical Hopf bifurcation, the amplitude of 

the oscillations towards the stable coexisting attractor increases (Figure 6A). However, 

after crossing the bifurcation, the oscillations get critically close to zero population 

values, which causes the system to collapse, revealing an unstable limit cycle (Figure 

6B). Further increasing the prey carrying capacity produces an earlier collapse of the 

system (Figure 6C). The portraits illustrate how these collapse dynamics occur as the 

initially stable critical point gets closer to the zero axes, which finally results in the 

populations to asymptotically reach extinction. Interacting with the portraits through the  
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Figure 6. Outputs of the method for the predator (𝐹𝐹), prey (𝑃𝑃) model including prey group 

defense and an infected prey population (𝑃𝑃) with high levels of prey carrying capacity 𝐾𝐾. All 

other parameters are set as in Table 1. All the portraits are automatically centered on the 

endemic equilibrium point and show a trajectory (red and right panels) starting at a population of 

0.5 for all the species. A. When increasing the prey carrying capacity (𝐾𝐾 = 9.9), the endemic 

predator-prey equilibrium is still a stable attractor (green dot), albeit with higher oscillations (see 

Fig. 5C). B. After increasing the prey carrying capacity (𝐾𝐾 = 11) through a subcritical Hopf 

bifurcation, the endemic predator-prey equilibrium becomes unstable, and an unstable limit 

cycle appears after which the system collapses. C. Further increasing the prey carrying capacity 

(𝐾𝐾 = 15) shortens the time for the system to collapse, as the unstable equilibrium gets closer to 

the asymptotic dynamics at the horizontal and vertical axes shown in the portraits. 

A 

B 

C 
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interface by varying the values of the parameters, the viewed planes, and the trajectories 

can facilitate the understanding of these complex dynamics. 

4.2. Lotka-Volterra competition model 

Lotka-Volterra competition models with four or more species can exhibit chaotic 

behaviors [22]. We consider the four-species model studied in [23], defined for 

populations 𝑥𝑥𝑖𝑖, 𝑖𝑖 = (1, … ,4) and governed with dynamics 

𝑥𝑥�̇�𝚤 = 𝑟𝑟𝑖𝑖𝑥𝑥𝑖𝑖 �1 −�𝑎𝑎𝑖𝑖𝑗𝑗𝑥𝑥𝑗𝑗

4

𝑗𝑗=1

� 

 (6) 
  

where 𝑟𝑟𝑖𝑖 is the intrinsic growth rate of species 𝑖𝑖, and 𝑎𝑎𝑖𝑖𝑗𝑗 is the species 𝑗𝑗 competition 

factor for resources used by species 𝑖𝑖. A set of parameters that produce chaotic solutions 

in the system were previously found using a numerical approach based on simulated 

annealing [23], resulting in parameter values: 

 𝑟𝑟 = �

1
0.72
1.53
1.27

� ,       𝑎𝑎 = �

1 0.72 1.53 1.27
0 1 0.44 1.36

2.33 0 1 0.47
1.21 0.51 0.35 1

� ∘ �

1 𝑠𝑠 𝑠𝑠 𝑠𝑠
𝑠𝑠 1 𝑠𝑠 𝑠𝑠
𝑠𝑠 𝑠𝑠 1 𝑠𝑠
𝑠𝑠 𝑠𝑠 𝑠𝑠 1

� (7) 

where the free parameter 𝑠𝑠 multiplies the off-diagonal elements of 𝑎𝑎, modulating the 

coupling strength between species. Here we study the dynamics of the system with 

automatically-generated phase portraits for different degrees of coupling strength. 

When the coupling strength parameter is set to 𝑠𝑠 = 0, the system of equations become 

uncoupled and each population follows an independent Verhulst logistic growth model. 

Figure 7 shows the generated portraits with the presented method for this case. The four 

populations have the same stable attractor at a value of 1. Activating the coupling 

between the four populations (𝑠𝑠 = 0.8) results in the equilibrium point for all the 

populations shifting towards zero. This shift causes the dynamics to oscillate in the form 

of a spiral towards the coexistence stable attractor (Figure 8). Increasing the coupling 
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parameter (𝑠𝑠 = 0.9) causes the system to pass through a Hopf bifurcation, resulting in the 

coexistence attractor becoming unstable (Figure 9). In this case, the populations do not 

reach a single value equilibrium but oscillate indefinitely towards a limit cycle. Further 

increasing the interdependency (𝑠𝑠 = 0.96) doubles the period of the oscillations with a 

harmonic of the dominant frequency (Figure 10). The doubled period is visible in the 

plotted trajectory with the two thicker rings. Finally, setting the parameters to the values 

found with the heuristic search (s=1), reveals the chaotic attractor (Figure 11). Although 

the trajectories pass close the asymptotic zero axis for population 𝑥𝑥3, they always move 

Figure 7. Phase portraits of a four-species Lotka Volterra model of competition without coupling 

(𝑠𝑠 = 0). The portraits are automatically centered at the plane containing the stable critical point. 

A trajectory (red line) shows the attractor dynamics towards coexistence equilibrium. 
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back around the strange attractor now formed by the unstable coexistence equilibrium 

point. 

The trajectories for the four-species Lotka Volterra model of competition at different 

coupling strengths are shown in the time domain in Figure 12 as generated by the 

presented method. The plots make clear how as the coupling strength increases, the 

dynamics of the system become more complex, from equilibrium attractors, to limit 

cycles, and finally a chaotic behavior. Indeed, the trajectory visualizations in the time 

Figure 8. Phase portraits of a four-species Lotka Volterra model of competition with low 

coupling (𝑠𝑠 = 0.8). A trajectory (red) shows how the dynamics of the system present spiral 

oscillations towards the coexistence equilibrium state (green dot). 
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domain complement the phase portraits to facilitate the understanding of these complex 

dynamics. 

5. Discussion and conclusion 

We have presented a new method called AutoPortrait to automatically generate 

interactive phase portraits of biological dynamical systems. The method can take as input 

multidimensional systems of differential equations and produce a phase portrait for each 

pair of dependent variables in order to understand their complex dynamics. The portraits 

include a vector field, nullclines, and the critical points of the system. In addition, the 

Figure 9. Phase portraits of a four-species Lotka Volterra model of competition with increased 

coupling (𝑠𝑠 = 0.9). A Hopf bifurcation causes the coexistence equilibrium to become unstable, 

and the system instead spirals towards a limit cycle, as shown by the highlighted trajectory (red). 
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phase portraits can include trajectories that are displayed as projections in all the planes 

shown in the portraits as well as in a visualization in the time domain. Altogether, these 

portraits allow for the complete understanding of the dynamics of a complex biological 

system. 

Crucially, the automatically-generated phase portraits are interactive. The user can pan 

and zoom the plots using the mouse as well as center the viewed plane clicking the 

different critical points. For systems with more than two dimensions, sliders and input 

boxes for each of the dependent variables not included in each of the phase portraits can 

Figure 10. Phase portraits of a four-species Lotka Volterra model of competition with high 

coupling (𝑠𝑠 = 0.96). The oscillations period is doubled, as revealed with the two thicker lines 

displayed by the trajectory (red), especially visible in the 𝑥𝑥1 − 𝑥𝑥2 plot. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 25, 2022. ; https://doi.org/10.1101/2022.02.23.481676doi: bioRxiv preprint 

https://doi.org/10.1101/2022.02.23.481676
http://creativecommons.org/licenses/by-nc-nd/4.0/


- 24 - 

be used to change the plane visualized. The parameters in the system are automatically 

recognized by the method, and the user can change their values with sliders or input 

boxes. All these available user interactions result in the update of the phase portrait in 

real time, which facilitates the exploration and comprehension of the system. 

The generated phase portraits can be copied and integrated into Mathematica notebooks 

retaining all the interactive functionality, an ideal solution for dynamic publication media 

and pedagogical materials. These interactive notebooks can be opened with the freely-

available Wolfram Player in the most commonly-used operating systems, facilitating the 

diffusion and accessibility of the produced materials. Importantly, such dynamic 

Figure 11. Phase portraits of a four-species Lotka Volterra model of competition displaying a 

chaotic behavior (𝑠𝑠 = 1).  
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computational notebooks can be adopted as supplementary dynamic media, a crucial step 

towards reproducible research in mathematical sciences [24]. 

In order to automatically generate the phase portraits with the presented method, we have 

implemented a Mathematica package that can be imported into scripts, in addition to a 

user-friendly graphical user interface. The graphical interface allows any user without 

programming knowledge to directly type the system of equations into input boxes and 

click a button to automatically generate their portraits. This represents an excellent 

method for the fast generation of portraits as well as a valuable educational tool to be 

used in an interactive classroom for dynamical systems or systems biology [25]. The 

package interface allows the generation of interactive portraits programmatically and the 

integration of the methodology in other computational pipelines. This approach could be 

especially useful in methodologies that can infer the parameters or the entire dynamic 

model from phenotypic data [26–28], facilitating the understanding of these 

automatically-generated mathematical models. 

Figure 12. Automatically-generated trajectories in the time domain for the four-species Lotka 

Volterra model of competition at different coupling strengths. Each trajectory shown in panels 

A-D corresponds to the trajectory shown in Figures 8-11, respectively, and start at value 0.75 

for all the species. A. At low coupling strength (𝑠𝑠 = 0.8), the system converges to a 

coexistence equilibrium. B. Increasing the coupling strength (𝑠𝑠 = 0.9) through a Hopf 

bifurcation, the system becomes cyclic. C. A further increase of the coupling strength (𝑠𝑠 =

0.96) doubles the oscillation period. D. At complete coupling strength (𝑠𝑠 = 1), the system 

becomes chaotic. 

A B C D 
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In conclusion, the presented method represents a novel tool for the automatic generation 

of phase portraits for multidimensional biological systems. The ability to interact in real 

time with the portraits, as well as to save a specific system and particular views in a 

computable notebook makes it especially useful to disseminate reproducible research 

results and interactive pedagogical materials . Furthermore, the provided user-friendly 

interface can be used without any programming knowledge, which is a valuable asset as 

an educational tool in the classroom [29] and for promoting reproducible research in 

biology modeling [30].  
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