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Abstract

Mobile ad hoc networks (MANETs) play an important role in connecting devices in pervasive environments. MANETs
provide inexpensive and versatile communication, yet several challenges remain in addressing their security. So far, numer-
ous schemes have been proposed for secure routing and intrusion detection, with only simulations to validate them; little
work exists, in implementing such schemes on small handheld devices. In this paper, we present our approach of securing a
MANET using a threshold-based intrusion detection system and a secure routing protocol. We present a proof-of-concept
implementation of our IDS deployed on handheld devices and in a MANET testbed connected by a secure version of
AODV over IPv6 – SecAODV. While the IDS helps detect attacks on data traffic, SecAODV incorporates security features
of non-repudiation and authentication, without relying on the availability of a Certificate Authority (CA) or a Key
Distribution Center (KDC). We present the design and implementation details of our system, the practical considerations
involved, and how these mechanisms can be used to detect and thwart malicious attacks.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Continued advances in hardware for miniature
devices like Personal Digital Assistants (PDAs),
mobile phones and converged devices like PDA-
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phones are adding significant computational, stor-
age and communication capabilities to them. Paral-
lel advances in both infrastructure based and ad hoc
mobile networks are allowing these devices to inter-
connect, often spontaneously with other devices in
their vicinity. These developments have led to efforts
to provide services to these devices. Some of these
use infrastructure based networks with client–server
models [1,2]. Others have a broader (and longer
term) vision of services in the vicinity being used
in a peer-to-peer manner over ad hoc networks
[3,4]. Application scenarios for the latter include
providing connectivity to First Response Teams in
.
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search and rescue missions in disaster affected areas,
battlefields etc. Any infrastructure in such situations
is non-existent, damaged, or compromised. Other
scenarios involve ad hoc collaborations in busy pub-
lic places such as airports and malls.

In most of these scenarios, the communicating
devices may or may not have prior trust associations

with each other. Due to the open and dynamic nat-
ure of such environments, identification and authen-
tication become challenging problems. Devices can
easily take ‘‘fake’’ identities and spoof IP addresses.
Mobile devices can add a layer of security using
cryptographic protocols for communication. How-
ever, identities of trusted devices are difficult to
determine, since authentication services may not
be available. Also even in the case of pre-distributed
security credentials, a device can be captured or
compromised and subsequently try to subvert the
network of which it is a part.

In this paper, we present our implementation of a
two pronged approach for protecting MANETs
against attacks – secure the routing process and
deploy IDSs on individual nodes throughout the
network to detect misbehavior. This is a unique
combination of known approaches viz. the concept
of a watchdog [5] for intrusion detection in MAN-
ETS, and using security mechanism of decentralized
cryptograhic generation of IPv6 addresses to enable
unique and non-repudiable identities [6].

Until now, several intrusion detection schemes
and routing protocols for MANETs have been pro-
posed in literature, but their validation has been lim-
ited to simulations. Our main contribution is the
actual implementation of an intrusion detection
system (IDS) and an IPv6-based secure routing
protocol SecAODV, that we have deployed and
tested on Linux-based mobile handheld devices
(iPAQs connected via 802.11 in ad hoc mode, see
Section 6). This combination of a secure routing pro-
tocol and an IDS, complementing each other, to
secure a MANET from most known attacks, is
another significant departure from existing efforts
described in literature, and to the best of our knowl-
edge the first such implementation on actual devices/
networks. We present a detailed analysis of issues
involved in the implementation and deployment of
SecAODV and IDS in our testbed. We also present
interesting results that provide insights into practical
considerations involved in deploying these on
resource-constrained devices, that have not been
addressed thus far, and are not apparent from simu-
lations. The source code for the MANET IDS and
SecAODV have been made publicly available under
the UMBC Gnu Public License [7,8].

Our IDS scheme is based on an algorithm that
employs a threshold-based anomaly detection
scheme to detect intrusions [9]. We have extended
the AODV protocol and added security features to
it that help prevent most of the prevalent attacks
on AODV. The IDS on the other hand monitors
data traffic and helps detect malicious or chronically
faulty nodes. This paper is an extension of our ear-
lier work [10] and incorporates large scale simula-
tion results. The simulation results are used to
analyze the scalability of our approach and also
bring out several important properties of MANET
environments.

The paper is organized as follows. In Section 2,
we discuss security threats to MANETs and the dif-
ficulties in dealing with them. We also discuss related
work that addresses some of these problems in Sec-
tion 3. We present the SecAODV protocol in Section
4. In Section 5 we present our threshold-based detec-
tion approach and describe in detail how anomaly
detection and routing state monitoring can be used
to provide secure routing and detect attacks on data
traffic. We propose a distributed Intrusion Detection
System (IDS) architecture for MANETs that will
help detect and prevent attacks on data traffic. We
present the prototype performance analysis in Sec-
tion 6. In Section 7 we describe the concept of our
snooping based IDS and simulation results. We
describe our prototype implementation which dem-
onstrates the viability of the our two pronged
approach of a distributed IDS system and secure
routing mechanism based on AODV called Sec-
AODV. Finally, we conclude with lessons learned
and ideas for future work.

2. Background

Our focus is on two goals: (i) ensuring a secure,
reliable routing mechanism and (ii) protecting the
reliability and fidelity of data transmissions along
established routes.

2.1. Collaborative routing mechanisms

MANETs are comprised of mobile devices com-
municating via their wireless interfaces, and their
topology is continuously changing. Several routing
protocols have been proposed for such environ-
ments, that are resilient to these conditions and are
efficient in establishing and maintaining routes. We
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focus on on-demand or reactive routing protocols,
which do not maintain any a priori network topol-
ogy information. Typically, devices advertise their
presence by broadcasting HELLO messages. Neigh-
boring nodes discover each other by listening to
these messages to update their set of directly reach-
able nodes. To be able to communicate with nodes
beyond their own radio range, these nodes issue
route requests. Route requests are processed by
neighboring nodes and on-demand routes are cre-
ated if the routing process succeeds. A combination
of timeouts, frequency of usage, and reachability, in
addition to protocol specific routing messages are
used to update individual routing tables. Intermedi-
ate nodes have to cooperate in the routing process
and also relay data once the routes have been setup.
Essentially, each device functions as a router.

Numerous protocols of this type have been pro-
posed and some have been implemented for IPv4.
Among them are Dynamic Source Routing (DSR)
[11], Temporarily Ordered Routing Algorithm
(TORA) [12], Ad-Hoc On Demand Distance Vector
(AODV) routing [13,14], Signal Stability-Based
Adaptive (SSA) routing [15], to mention a few.
However, the proposed routing protocols assume
non-hostile environments, where nodes faithfully
forward all packets, and malicious nodes are absent.
We describe a first of its kind implementation of a
secure routing protocol based on AODV that uses
IPv6 called SecAODV described in Section 4.

2.2. MANET vulnerabilities and possible attacks

MANETs are inherently vulnerable to several
kinds of attacks due to the open medium of commu-
nication, resource-constrained devices, and the col-
laborative nature of the routing process. MANETs
basically function to provide connectivity to devices
in the absence of infrastructure support using a
shared open communication medium and rely on
collaboration from participating devices in doing
so. Devices participate in the MANET by complying
to the specifications of the routing protocol. Lack of
conventional mechanisms for identification and
authentication for individual devices and reliance
on unknown nodes for collaboration increases the
vulnerabilities of the MANET connectivity and
resources of the individual devices (like routing
tables and message buffers).

Since MANETs have not yet been widely
deployed, no actual data is currently available that
allows comprehensive attack analysis. Huang and
Lee [16] propose an attack analysis model for ad
hoc networks that uses a taxonomy of anomalous
events to detect and analyze attacks. Several possi-
ble attacks on MANETs have been identified in
literature [17–19,16]. They can be broadly classified
into two types: (i) routing disruption attacks and
(ii) resource consumption attacks. A more detailed
survey and discussion on current state of secure
routing protocols has been presented by Hu and
Perrig in [20].

Attacks can target various layers of the protocol
stack. Resource consumption attacks that exploit
vulnerabilities in the Medium Access Control
(MAC) layer and Physical (PHY) layers to consume
bandwidth and energy in order to starve resource-
constrained devices, are examples of sleep-depriva-

tion attacks. To prevent against such attacks,
security mechanisms must be provided in the
MAC and PHY layers; they cannot be repulsed at
higher levels.

We focus only on attacks specific to the network-
ing and application layers (routing process and data
traffic). A detailed classification of the possible
attacks can be found in [16].

2.3. Identities and key management

As computing becomes pervasive, people expect
to access services and information anytime and any-
where. These systems lack centralized control, are
not under any single administrative domain, and in
addition their users are not all known a priori. More-
over, devices are only guaranteed to be able to
communicate with peers in their vicinity – internet
connectivity is ‘limited.’ In other words, as a device
moves about and interacts with other devices, it can-
not be assumed that the identity of all the devices it
interacts with is known up front. Due to this inher-
ent ad hoc connectivity in pervasive environments,
it is not feasible to be dependent on conventional
client–server methods of Identification and Authen-
tication typically used in wired networks. It may not
be possible to contact any trust/reputation authori-
ties to validate identities during every encounter
due to network partitions. Given the vast possible
number of devices, it will also not be scalable to have
all resources centrally registered and later authenti-
cated, especially where no fixed networking infra-
structure exists. Besides suffering from the inherent
problems of centralized and federated architectures
like lack of scalability and fault tolerance – total reli-
ance on such external authorities to provide trust
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related services will severely limit the use of the
potentially abundant resources in other peers in a
device’s vicinity.

These constraints rule out maintaining security
associations via ‘‘web-of-trust’’ in systems like
PGP [21]. PGP provides a ‘‘web-of-trust’’ process
by which a node can determine the validity and trust
of public keys without actually confirming the
authenticity of the key. For instance node A might
trust the authenticity of a public key for node C
based on the fact that node A verified (sometime
in the past) the authenticity of node B’s public keys,
and node B has verified the authenticity of node C’s
public keys. There are public databases available on
the Internet for determining these PGP authentica-
tion chains. While this is an elementary form of dis-
tributed trust, it still relies on connectivity to keying
servers, which may not always be possible in perva-
sive systems. It also lacks mechanisms for immedi-
ate response to suspicious activity and revoking
existing trust relationships. Partitions in ad hoc net-
works are common, and response to intrusions in
the local neighborhoods must be local and immedi-
ate to ensure the correct and secure operation of the
device.

To secure MANETs, unique and reliable creden-
tials must be possessed by each node. Also, reliable
authentication mechanisms must be incorporated to
secure the routing process and to classify legitimate,
malicious, and faulty nodes. Without reliable
authentication, securing the routing process and
intrusion response are not possible. To ensure cor-
rect and reliable operation of any MANET related
activity, some mechanism must exist for non-repu-
diation and to verify authenticity of messages.

2.4. Intrusion detection challenges

Although encryption and signed headers are
intrusion prevention measures, vulnerabilities
remain nonetheless. An IDS further strengthens
the defense of a MANET. A reliable IDS, operating
within a MANET, requires that trust be established
amongst collaborating nodes in the absence of any
pre-existing trust associations.

MANETs present a number of unique problems
for Intrusion Detection Systems (IDS). Differentiat-
ing between malicious network activity and spuri-
ous but typical problems associated with an ad
hoc networking environment, is a challenging task.
In an ad hoc network, malicious nodes may enter
and leave the immediate radio transmission range
at random intervals or may collude with other mali-
cious nodes to disrupt network activity and avoid
detection. Malicious nodes may behave maliciously
only intermittently, further complicating their
detection.

Traffic monitoring in wired networks is usually
performed at switches, routers and gateways, but
an ad hoc network does not have these types of net-
work elements where the IDS can collect audit data
for the entire network. A wired network under a sin-
gle administrative domain allows for discovery,
repair, response, and forensics of suspicious nodes.
A MANET is most likely not under a single admin-
istrative domain, making it difficult to perform any
kind of centralized management or control. Net-
work traffic can be monitored on a wired network
segment, but ad hoc nodes or sensors can only mon-
itor network traffic within their observable radio
transmission range.

Dynamic topologies make it difficult to obtain a
global view of the network and any approximation
can become quickly outdated. Mobility introduces
additional difficulty in setting up a system of nodes
cooperating in an IDS. A node’s movements cannot
be restricted in order to let the IDS cooperate or col-
lect data; neither can a node be expected to monitor
the same physical area for an extended period of
time. A single node may be unable to obtain a large
enough sample size of data to accurately diagnose
other nodes. Fortunately, other nodes also gather
data over time and create their own audit logs.

The loss or capture of unattended sensors and
personal computing devices may allow for a mali-
cious node to obtain legitimate credentials and
launch more serious attacks. A node that sends
out false routing information could be a compro-
mised node, or merely a node that has a temporarily
stale routing table due to volatile physical
conditions.

Thus, reliable identification is an important
necessity for any MANET IDS, since detected
intrusions must be associated with specific entities.
Otherwise, attackers can impersonate other legiti-
mate nodes and the utility of the IDS becomes
questionable.

3. Related work

3.1. Secure routing protocols

In practice, even a single malicious node can
launch various kinds of attacks against its peers.
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Attacks can span from single adversary, routing
disruption attacks like man-in-the-middle attacks,
to multiple, colluding adversaries, resource con-
sumption attacks such as denial-of-service attacks.
Therefore, MANETs are extremely vulnerable to
attacks due to their dynamically changing topology,
absence of conventional security infrastructures and
open medium of communication, which, unlike
their wired counterparts, cannot be secured. To
address these concerns, several secure routing pro-
tocols have been proposed: SAODV [22], Ariadne
[18], SEAD [23], CSER [24], SRP [25], SAAR [26],
BSAR [27], and SBRP [28].

SAODV (Secure Ad-hoc On-demand Distance
Vector) protocol [22] is an extension of AODV
[13] that assumes the existence of a certified public
key for each node. To protect routing messages
against forgeries, all intermediate nodes crypto-
graphically validate the digital signature appended
to the routing message.

The Ariadne [18] protocol secures DSR by
authenticating the sender of the message. It requires
either a shared key among paired peers, a system-
wide distributed public key for each node or a
TESLA (Time-Efficient Stream Loss-tolerant
Authentication) key for each node.

AODV and DSR are similar in most aspects of
route discovery and maintenance, however differ in
the way packets are routed. In AODV routing
entries are maintained by nodes along the route
from source to destination, whereas in DSR source
routing is used, i.e. the routed packets contain the
address of each device that the packet will traverse.
It is noteworthy to mention two similar secure rout-
ing protocols based on DSR that have been pro-
posed in literature viz., BSAR [27] and SBRP [28].
SBRP additionally requires using DNS servers to
simplify network configuration. SecAODV, BSAR,
and SBRP all use the IPv6 address auto-configura-
tion feature and sign control messages to prevent
tampering. Signed evidence is produced by the orig-
inator of the message and signature verification is
performed by the destination, without any form of
delegation of trust.

While BSAR has been simulated in ns-2, SBRP
has no known simulation. Neither BSAR nor SBRP
have any known implementations. SecAODV is
based on AODV and routing decisions are made
on a hop-by-hop basis. Consequently the IDS
designed to monitor traffic does not assume knowl-
edge of next hop of packets, unlike in the case of
watchdogs for DSR.
Security features of SecAODV are based on the
use of Statistically Unique and Cryptographically

Verifiable (SUCV) identifiers proposed by Montene-
gro and Castellucia [6]. Each device produces its
own Public and Private Key pair, and generates a
statistically unique address by computing a secure
hash over its own Public Key. Other nodes can ver-
ify the binding (ownership) of that cryptographic
address with the corresponding Public Key by
recomputing the same address from the provided
Public Key of the node. We use SUCVs in the
AODV routing process to protect against address
spoofing and other kinds of routing disruption
attacks. However, there is a limitation to the use
of SUCVs – they merely provide a secure binding
between the IPv6 address and the Public Key of
the node. They serve as the unique identifier of a
node in the MANET. However, nothing is really
known about the node using that identity, i.e.
there is no pre-existing enumeration of trusted
SUCVs. We describe the implementation in detail
in Section 4.

Various schemes have been proposed in literature
to detect Sybil attacks including position verifica-
tion, resource-consuming challenges, and position
verification. Sybil attacks in general are difficult to
detect without an identification authority or without
making strong assumptions like resource parity of
all devices [29]. However in specific kinds of ad
hoc networks like Vehicular Ad Hoc Networks
(VANETs) with predictable properties like
restricted mobility it is possible to address Sybil
attacks without making such strong assumptions.
For example a combination of GPS location,
SUCV-like identifiers, and position verification
would be sufficient to detect Sybil nodes in
VANETs. Measuring signal strengths or other sim-
ilar distinguishing methods could help improve
detection. These techniques however can be orthog-
onally implemented and incorporated into the intru-
sion detection process [29,30].

We assume that the nodes in the network are
capable of verifying that unique identities belong
to distinct participants.

3.2. Intrusion detection

Marti et al. [5] propose a ‘‘watchdog’’ mechanism
that observes misbehaving nodes and a ‘‘pathrater’’
mechanism that helps routing protocols to avoid
such nodes. However, it is also necessary to attri-
bute misbehavior to particular entities for effective
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response to intrusions. In our approach, the use of
SUCVs ensures a secure binding between the IPv6
addresses and Public Keys of individual nodes.

Zhang and Lee [17] categorize host-based IDSs
based on anomaly detection and misuse detection.
Anomaly detection-based systems detect intrusions
based on an established baseline of normal behav-
ior. Misuse detection involves identifying attack sig-
natures and usage patterns associated with known
attacks. Also, communication patterns are different
from wireline devices and mobile devices are often
expected to operate in disconnected mode. Anoma-
lies are not easily distinguishable from localized,
incomplete, and possibly outdated information.
So, prevalent anomaly detection schemes used in
wired networks are not directly applicable in wire-
less ad hoc networks. Hence, they propose a new
architecture for an IDS, based on IDS agents.

Several specification based IDSs have been
proposed that model the behavior of the routing
protocol using a Finite State Machine (FSM) and
try to classify anomalies – deviations from expected
behavior, as attacks. Tseng et al. [31] describe sev-
eral attacks possible in the base AODV protocol.
They illustrate the use of a finite state machine to
detect anomalous behavior in order to determine
attacks. They also suggest the use of an additional
previous hop field to ascertain the source/path of
AODV control messages.

Specification based IDSs model the behavior of
individual nodes by monitoring all the inbound
and outbound, data and control traffic, of the
monitored node. These approaches require that
models be built from the protocol specifications,
to be able to classify intrusions. Also, it is assumed
that the monitored node is continuously observable.
Monitoring the correct routing state of another
node by observing all inbound and outbound traffic
is a complex process and will require significant
resources. Additionally, practical difficulties like
device mobility and/or radio interference are unli-
kely to allow continuous accurate monitoring of
devices, further complicating the task of specifica-
tion based IDSs.

Adversaries may faithfully abide by the Sec-
AODV routing process yet the data traffic through
the established routes is susceptible to being
dropped or tampered with. It is necessary to detect
such nodes that are chronically faulty or malicious.
To protect against such attacks, we propose a
threshold-based and routing-protocol-independent

IDS.
4. Secure routing using SecAODV

4.1. Overview

SecAODV aims to resist a variety of attacks,
including impersonation, replay, message-forging,
and modification attacks. These issues are discussed
in detail in Section 8.

SecAODV is a highly adaptive distributed algo-
rithm designed for IPv6-based MANETs that does
not require: (1) prior trust relations between pairs
of nodes (e.g., a trusted third party or a distributed
trust establishment), (2) time synchronization
between nodes, or (3) prior shared keys or any other
form of secure association. The protocol provides
on-demand trust establishment among the nodes
collaborating to detect malicious activities. A trust
relationship is established based on a dynamic eval-
uation of the sender’s ‘‘secure IP’’ and signed evi-
dence, contained in the SecAODV header. This
routing protocol enables the source and destination
nodes to establish a secure communication channel
based on the concept of Statistically Unique and

Cryptographically Verifiable (SUCV) identifiers
[6,27] which ensure a secure binding between IP
addresses and keys, without requiring any trusted
CA or KDC. The concept of SUCV is similar to
that of Cryptographically Generated Address
(CGAs) [32]. SUCVs associate a host’s IPv6 address
with its public key that provides verifiable proof of
ownership of that IPv6 address to other nodes.

IPv6 was adopted for its large address space,
portability and suitability in generating SUCVs.
The address auto-configuration feature available in
IPv6 that allows IP auto-configuration for the nodes
on a need basis, is of special importance.

4.2. Working of SecAODV

The AODV protocol [13] is comprised of two
basic mechanisms, viz., route discovery and mainte-

nance of local connectivity. The SecAODV protocol
adds security features to the basic AODV mecha-
nisms of route discovery, setup, and maintenance.
The route caching feature of AODV is however
disabled for ensuring end-to-end verification (see
4.2.2).

Hu and Johnson [33] have shown that route cach-
ing provides significant performance benefits in
terms of control message overhead (fewer RREQs
and RREPs sent and received), faster route setups,
etc. Cache timeouts and cache sizes also play a
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significant role in improving the performance. Per-
formance has also been shown to deteriorate drasti-
cally beyond certain cache timeouts. Providing
strong security and high performance simulta-
neously has proven to be difficult, since optimiza-
tion techniques like gratuitous RREP from known
cached routes have to be disabled, since prior secu-
rity associations with such intermediate nodes can-
not be assumed.

4.2.1. Secure address auto-configuration and

verification
To join a MANET, a node executes a script that

sets its Service Set Identifier (SSID), then proceeds
to install and configure all IPv6 and SecAODV
related kernel modules, and finally starts the aodvd
daemon. The daemon obtains its site and global
subnet identifiers, and runtime parameters from a
configuration file and/or from the command line.
The aodvd daemon then generates a 1024-bit
RSA key pair. Using the public key of this pair,
the securely bound global and site-local IPv6
addresses are generated. To derive the addresses, a
node generates a 64-bit pseudo-random value by
applying a one-way, collision-resistant hash func-
tion to the newly generated, uncertified, RSA public
key. However, only 62 bits out of the generated 64
bits are then used for the IPv6 address because 2 bits
of the address space are reserved. The final IPv6
address is generated by concatenating the subnet
identifier with the pseudo-random value derived
from the public key and by setting the two reserved
bits, according to RFC 3513 (2373) [34]. A source
node uses the secure binding to authenticate its
IPv6 address to an arbitrary destination. Upon
completion of the RSA keys generation and IP
address configuration, SecAODV can optionally
broadcast Hello-type, signed messages to its neigh-
bors to make its presence known.

The basic idea behind the secure binding between
IPv6 addresses and the RSA keys is to use the 62 out
of the 64 low order bits of the IPv6 address, which
represent the host ID, to store a cryptographic hash
of the public key assigned or generated by the
device. The two bits of the interface identifier that
are not set using the hash of the public key are: (i)
bit 6 which is defined as the universal/local

bit, and (ii) bit 7 which is defined as the individ-
ual/group bit. The bits numbering starts with 0 at
the leftmost bit of the interface identifier [34]. The
relayed message is then signed and the public key
is then attached to it. The structure of the Sec-
AODV message is presented in Fig. 1 and discussed
in detailed below.

The SecAODV implementation follows Tuomi-
nen’s design [35] which uses two kernel modules
ip6_queue, ip6_nf_aodv, and a userspace
daemon aodvd.
4.2.2. Secure route discovery and maintenance

A Hello message contains the node’s sequence
number, the lifetime, and the node’s IP address.
The RSA public keys (modulus and exponent) are
base-64 encoded in a tag-length-value format.

A source node must sign its sent packets with its
private key and attach its public key to it for signa-
ture and IP address verification in order to further
authenticate the contents of its packets to an arbi-
trary destination node.

A source node S that requests communication
with another member of the MANET referred to
as destination D – initiates the process by construct-
ing and broadcasting a signed route request message
RREQ. The format of the SecAODV RREQ message
differs from the one proposed in [13], it additionally
contains the RSA public key of the source node S

and is digitally signed to ensure authenticity and
integrity of the message (refer to Fig. 1). Upon
receiving a RREQ message, each node authenticates
the source S, by verifying the message integrity,
and by verifying the signature against the provided
public key. Upon successful verification, the node
updates its routing table with S’s address and the
forwarding node’s address. If the message is not
addressed to it, it rebroadcasts the RREQ. When D

receives the RREQ, it constructs a signed route reply
message (RREP) addressed to the source node S,
which includes the D’s public key, as shown in
Fig. 1. D then unicasts the RREP back to the neigh-
boring node from which the RREQ was received.
Upon receiving a RREP, any routing node verifies
the destination D’s IP address and signature against
the included public key, updates its own routing
table for D and routes it towards S. If a route entry
for S does not exist or has expired, the message is
dropped and an error message is sent back to the
previous hop along the incoming path of the
affected packet. If S does not receive any reply in
a predetermined amount of time, it rebroadcasts
new route requests. Maintenance of local connectiv-

ity mechanism is optionally achieved by periodically
broadcasting Hello messages. As mentioned
earlier, in our implementation these messages are
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signed and contain the sender’s public key for
authentication and message integrity verification.

For route requests (RREQ), the signed material
contains: (i) the route request identifier, (ii) the
destination sequence number, (iii) the originator
sequence number, (iv) the destination IP, and (v)
the originator IP. ‘‘Destination’’ is the address of
the node for which the route is requested, and ‘‘orig-
inator’’ is the address of the node that requested the
route.

For route replies (RREP), the signed material
contains: (i) the destination sequence number, (ii)
the lifetime, (iii) the destination IP, and (iv) the orig-
inator IP. ‘‘Destination’’ is the address of the node
for which the route is supplied, and ‘‘originator’’
is the address of the node that requested the route.
In the AODV protocol if an intermediate node
has a valid route to the destination in its own rout-
ing table, it can respond to that RREQ with its own
RREP, which speeds up the setup time. However in
order to prevent any man-in-the-middle attacks, in
the SecAODV implementation we require that the
RREP message be signed by the destination node.

When a message is received, the node (S, D or
neighbor) first verifies that the IP address is derived
from the presented public key, verifying in this way
the binding between the IP and the public key. Sec-
ondly, if the IP address is validated successfully, the
destination node verifies the packet’s signature, thus
verifying that the packet came from the listed IP
address and not from an adversary that is mali-
ciously masquerading as the listed IP address. In
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the SecAODV implementation, the IP address and
packet verification is implemented for all message
types that might trigger routing table modifications
(route requests, route replies, hello messages, route
errors, etc.).

5. Intrusion detection in MANETs and prototype

implementation

5.1. Assumptions and observations

We assume that interfaces have a promiscuous
mode to monitor traffic of neighboring nodes. Key
lengths are chosen to be sufficiently long, making
it infeasible to compute or guess a private key
knowing only the public key, but on the other hand
do not make signature computation and verification
computationally expensive for the mobile device. It
is also assumed that normal packet drop rates can
be dynamically determined and thresholds estab-
lished to distinguish malicious behavior from trust-
worthy conduct. Thresholds can be set to drop rates
that are low enough that impact is negligible, mak-
ing such an attack ineffective. We do not, however,
require MAC addresses to be unforgeable, since the
SUCV identifiers provide secure bindings between
IPv6 addresses and public keys. Identity is not
determined by MAC addresses alone. Spoofing of
IPv6 addresses and MAC addresses can be detected,
since signature verification will fail unless private
keys have been compromised.

5.2. Design considerations

5.2.1. Universal deployment

A MANET IDS should be able to function on
any mobile device participating in the MANET,
and not require additional special or superior
capabilities as compared to its peers. The IDS
must be universally deployable and should ideally
be able to dynamically adapt to existing capabilities
of a device to maximize its effectiveness and
efficiency.

5.2.2. Scalable monitoring

The effectiveness of a MANET IDS will depend
on its scalability. Snooping on all packet traffic is
prohibitively expensive for most resource-con-
strained mobile devices, especially when number of
nodes within radio-range increase. Dense networks
or larger radio-ranges of new wireless technologies
will have a large number of neighbor nodes.
5.2.3. Platform for a collaborative IDS

Attacks by colluding adversaries are far more
complex and difficult to detect. They can only be
detected by collaborative IDS schemes.

Individual nodes with IDS deployments can only
monitor within their radio-range. It is necessary to
aggregate such data to detect anomalies and mali-
cious colluding activity in the network through peer
interactions. The IDS should enable collection of
local audit data. Detection of colluding adversaries
is beyond the scope of this work, however aggre-
gated information of observed (mis)behavior from
a majority of good nodes will provide the necessary
foundation for such a collaborative IDS.

In order to implement a truly robust IDS, there
will be a need to aggregate data from multiple archi-
tectural layers. Alarms and thresholds placed at the
network layer can report on the detection of routing
misbehaviors such as observed incorrect packet for-
warding. The MAC layer may alarm on nodes that
send malicious CTS messages designed to deny
other nodes network access. The Transport Layer
may contain signatures for known attacks such as
the SYN flood.

Delegating collaboration and trust issues to the
application level, the IDS agent should enable col-
lection of local audit data. The notion of trust is
determined through an aggregation of information
collected from observing multiple layers providing
input for evaluation algorithms at the Application
Layer. Collaboration not only comes from within
the node, but can be shared between nodes as trust
and reputation values that are interchanged between
nodes throughout the network.

5.2.4. Enabling a protocol specific IDS
The IDS should allow monitoring of packet traf-

fic for specific protocols. Specific protocols behave
in a predictable pattern. Intrusion detection makes
use of these patterns to spot abnormal behavior
and in some instances specific signatures indicating
malicious activity. Some protocols are more likely
than others to be used with malicious intent. For
example, in TCP a SYN flood can use up available
ports on the target machine effectively denying
service.

5.3. Scope of IDS

In our implementation approach, we focus on
detecting intrusions based on anomalous behavior
of neighboring nodes. Each node monitors particu-



Fig. 2. Intrusion detection: (a) packet filtering and monitoring
and (b) monitoring traffic in radio range.
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lar traffic activity within its radio-range. An audit
log of all locally detected intrusions is maintained
as evidence of misbehavior. Intrusions are associ-
ated with pairs of IPv6 and corresponding MAC
addresses. Local audit data can then be aggregated
by some centralized/distributed algorithm, to detect
ongoing attacks. Such collective analysis is however
subject to Trust issues, since the problem of identifi-
cation and authentication remains. Rather, in our
current implementation, we focus only on the local
detection and response part, to provide a founda-
tion for such a collaborative IDS. By virtue of the
SUCV identifiers, we can confidently identify the
misbehaving nodes and associate intrusions with
them.

5.3.1. Proposed approach

We detect intrusions by neighboring nodes by
their deviation from known or expected behavior.
When nodes act as forwarding nodes, offering
routes to other destinations, it is expected that those
node actually forward data packets, once a route
through them is actually setup. Nodes are expected
to retransmit the message without modifying the
payload towards the intended recipient. We can cat-
egorize packet traffic into control packets that
exchange routing information, and data packets.
Depending on what routing protocol is being used,
routing information may or may not be contained in
the control packets, e.g., in DSR the routing infor-
mation is present in the data packets; AODV on
the other hand, does not have such information.
Regardless of how routes are actually setup, data
packets should not be modified, with the exception
of some fields like hopcount in the IPv6 header. A
node can thus monitor most of the packet traffic
of its neighbors in promiscuous mode, while they
are in radio-range. A node receiving packets but
not forwarding them can be detected. We monitor
AODV control messages and data stream packets
only. We do not monitor control messages for faith-
ful retransmissions. Since control messages are
signed by the senders, modifications will be detected
in the signature verification at the receiver.

5.3.2. Intrusion response

The purpose of intrusion detection is to isolate
misbehaving nodes and deny them network
resources. Nodes may be maliciously dropping
packets or may have a genuine problem that
prevents them from forwarding packets. Chroni-
cally faulty or malicious behavior, however, can be
distinguished from transient failures by monitoring
their activity over a period of time and setting
thresholds. Such nodes are then deemed malicious
and denied network resources. This can be done in
two ways viz. unilaterally ignoring all traffic to or
from a malicious node, and calling a vote on other
members in the MANET to decide upon the evic-
tion of a suspected node from the MANET [9].
Though this is a design goal, the collective response
part has not yet been implemented.
5.4. Stateful packet monitoring

We use the packet capture library, libpcap [36–
38], for capturing packets. As shown in Fig. 2a the
captured raw packets are filtered to get only IPv6
using the protocol header field in the MAC header.
Further filtering is used to separate AODV and TCP
packets. We restrict ourselves to monitoring TCP
data streams.
5.4.1. Discovering neighbors

The AODV control messages include special kind
of RREP messages called Hello messages. These
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messages are broadcast by the nodes at periodic
intervals. Nodes can discover their neighbors using
these messages. Also, if a neighbor moves away,
the node will cease to receive it’s neighbor’s Hello
messages and thus update its routing tables. We use
these messages to build neighbor tables, which con-
sist of tuples of the form (MAC address, IPv6

address, drop_count, route_state), as
shown in Fig. 2a. (MAC address, IPv6

address) constitute the unique key. This table is
kept updated by monitoring Hello messages and
RERR messages. More details on route maintenance
and timeouts can be found in [13]. Data traffic of
active neighbor nodes is monitored.

5.4.2. Monitoring data traffic

As shown in Fig. 2b we monitor data packets
that need to be forwarded. Referring to Fig. 2b,
consider nodes A, B and C within radio-range of
each other. Without loss of generality, let C be the
monitoring node, and B be the target of monitoring.
A is sending a datagram via B to some other desti-
nation. B is acting as an intermediary node forward-
ing packets on behalf of A. Consider the datagram
dgram_in sent by A to B. dgram_in will have
MAC source address of A, MAC destination
address of B. But the destination IPv6 address will
not be that of B, since B is not the intended recipient
of dgram_in. Now consider the datagram that B for-
wards after receiving dgram_in. dgram_out will have
the MAC source address of B, however the source
IPv6 address in the datagram will be that of A,
and not B. In fact, dgram_in is a datagram that B
is expected to forward and dgram_out will be that
expected datagram sent out by B, onward to its
intended recipient. Packets of specific protocols
can be selectively monitored using the protocol field
in the IPv6 header for filtering. C being the monitor-
ing node, will first record dgram_in and watch for B
to transmit dgram_out. The processing and queuing
delay at B, may vary depending on congestion and
CPU load on B. Under normal circumstances, B
will transmit dgram_out within a reasonable amount
of time. If B fails to do so, then C can infer that B
must have dropped the packet. Another possibility
is that B mangles the packet. When matching dgra-

m_in and dgram_out for a particular protocol it is
important to match all fields that should not be
changed by B. If B maliciously mangles the packet,
the original dgram_in will not match any dgram_out.
C detects mangling by looking at the TCP sequence
number, checksum and byte count.
5.5. Practical considerations

For the IDS to be effective it has to be scalable. A
mobile device can get overwhelmed quickly if it
starts monitoring all packets in its neighborhood
in promiscuous mode. A large amount of data traf-
fic in dense networks cannot be efficiently moni-
tored by a resource-constrained mobile device. It
may be possible in certain situations to have a list
of suspects that can be watched instead of all the
nodes in the neighborhood. Another possibility is
to monitor a random choice of neighbor nodes.
Alternatively, random packets can be watched to
make the IDS scalable. Also the monitoring node
needs to have efficient data-structures to monitor
traffic efficiently in promiscuous mode. We also
have to account for the buffering capacity of nodes.
Our experiments showed that during periods of con-
gestion, or route changes, a large number of packets
get buffered by intermediate nodes. Buffered packets
are those that a node will watch for to be retrans-
mitted. The mobile device is constrained in how
many packets it can watch for, so a timeout is
associated with each packet being watched. On a
timeout, the monitoring node deems such packets
to be dropped. However, if these timeouts are too
short, the IDS will yield a large number of false
positives. We use thresholds to distinguish between
intrusions and normal behavior. Thresholds can
be used to account for temporary anomalous behav-
ior due to congestion.

5.6. Threshold-based detection

Using threshold-based detection will potentially
allow a malicious node to go unnoticed if it drops
a few packets intermittently. However, the damage
caused by such intermittent packet drops will be
acceptable and will not significantly affect the
MANET. If a node exceeds a small threshold of
such allowed ‘‘misbehavior’’ it will be detected and
classified as intrusive. An attacker cannot signifi-
cantly disrupt communication while staying under
the detection-thresholds, however will be detected
if the threshold is crossed, i.e. the impact of such
an attack will be negligible by choosing an appropri-
ate threshold.

Thresholds allow for shorter timeouts, for pack-
ets being watched, since most packets are expected
to be retransmitted immediately. In periods of
congestion, a node may queue packets (to be
retransmitted later) instead of transmitting them
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immediately, causing the monitor to assume that the
packets have been dropped; allowing a reasonable
timeout period for retransmission reduces such
cases. Also, each packet thus buffered on a neighbor
node corresponds to the same packet being buffered
by the monitoring node. In other words, each
packet being watched accounts for memory con-
sumed on the monitoring node, while the monitor-
ing node waits for it to be retransmitted. A large
number of neighbors buffering packets cause a sig-
nificant aggregation of such packets on the monitor-
ing node itself, which occupy memory until they are
timed out. Not only will they result in false posi-
tives, they will also have occupied a large amount
of memory on the monitoring node, and finally
yielding possibly incorrect results. Deeming packets
as ‘‘dropped,’’ only after a timeout period, frees up
memory in a reasonable amount of time, for moni-
toring newer packets, and reducing the overall
memory requirements for monitoring, and at the
same time minimizes false positives due to transient
periods of congestion.

Consider the three relative movements of node C
with respect to A and B, B being monitored, as
shown in Fig. 3. The relative movement of the mon-
itoring node with respect to its neighbors can cause
false positives. In (i)–(iii) C is moving left horizon-
tally monitoring B. When it gets out of range of
B, it will continue to hear packets sent by A to B
to be forwarded, but is out of range of B. Initially
these will be registered as packets drops by B, how-
ever, the neighbor table will soon be updated since
Hello messages from B will no longer be heard.
The timeout periods are always chosen to be more
than the Hello message intervals, thus accounting
for such situations. In (a)–(c) the movement is
Fig. 3. Effects of mobility on IDS results.
towards B and away from A. So there will be no
intrusions detected, since A will go out of range
first. In (1)–(3) the movement is perpendicular and
equidistant from A and B. Trivially, C can hear
both A and B or none, so there cannot be any false
positives.

5.7. IDS validation

To test the IDS functionality, we setup a node
that could drop and/or mangle packets. This was
done using the Linux kernel modules ip6table_
mangle and ip6_queue (userspace packet queu-
ing using libipq). Perlipq [39], a Perl extension
to Linux iptables for userspace queuing via libipq
was used. The process involves adding a rule to
ip6tables to intercept all packets to be for-
warded by the node, to be queued to userspace. Per-
lipq then allows these packets to be manipulated by
the Perl program and then passed back to the ker-
nel. The Perl program can mangle the payload, drop
the packet or return it without modifying it.

Using the Perl program we configured the mali-
cious node to have particular drop rates. The IDS
immediately detected the dropped packets and
reported them. If the drop rate exceeded the thresh-
old value of the IDS, the IDS reported an intrusion
and logged the incident. We observed that under
normal traffic conditions hardly any packets are
dropped by intermediate nodes when they are for-
warding packets.

6. Prototype performance analysis

In our implementation, we used wireless cards
that support the Prism2 chipset. We primarily used
iPAQs in our testbed (specifications are provided in
table 4(a)). We used the ping6 utility for sending
ICMP6 echo requests to determine reachability
and response times. We setup the iPAQs in a linear
chain using ip6tables to drop packets from spe-
cific MAC addresses at each node, to achieve this
linear chain without physically separating the
iPAQs out of radio range to get such a formation.
The results of the ping tests are shown in Fig. 5.
The AODV parameters used in the tests are shown
in table 4(b).

Referring to Fig. 5, the response times of ping6
packets are shown for destinations that are 1, 2 and
3 hops away. The first column labeled Basic AODV
shows the response time of the AODV implementa-
tion that we used to build the secure version with



Fig. 4. Device details and parameters used in the testbed: (a) iPAQ specifications and (b) SecAODV parameters.
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security features like signature verification turned
off, but using the additional SecAODV header is
shown. Finally the last column indicates the
response time of SecAODV with all the security
features enabled.

We note that the HUT AODV implementation
[35] was tested in the AODV Interop Event [40] with
only two hops. We got 100% packet loss with ping6,
with more than two hops using HUT AODV. We
fixed some of these problems, and used that as the
basis for SecAODV. Column 1 in Fig. 5 enumerates
the response times for the fixed version, sans the
security features and column 2 enumerates those
for SecAODV. In SecAODV, route caching is dis-
abled for security reasons and thus suffers a perfor-
mance setback compared to the non-secure version.
Fig. 5. Ping6 response times in seconds using basic AODV
version and SecAODV.
Comparing columns 1 and 2 in Fig. 5 we can
observe that SecAODV does not significantly add
to the routing overhead and/or cause packet loss
as compared to the insecure version. We observed
a large packet loss of ICMP6 packets in the original
version. SecAODV however does not further add to
the packet loss, the packet loss remained exactly the
same, though the response times can be seen to be
increasing slightly owing to the additional computa-
tions of encryption and decryption. With faster pro-
cessors and larger memories the decryption and
signature verification will be much faster.

The apparent improvement in the response times
in SecAODV (see Fig. 5), in the case of 3 hops is an
anomaly, which we attribute to the limitations of
the measurement process and the instability of the
prototype software. Nevertheless, these results show
that the additional effort of signature verification
process in SecAODV does not adversely affect the
routing process even on handheld devices with
severely constrained memory and computation
power (see Fig. 4a).

The source code for SecAODV and the MANET
IDS is available for download under the UMBC
GNU Public License [7,8].

Fig. 6a shows the data rates for encryption and
decryption data rates using different RSA keylengths.
Fig. 6b shows key generation time for RSA keys.

7. Large scale IDS simulation

We used Glomosim 2.02 [41] to simulate a large
scale deployment of a MANET with IDS nodes
deployed in it. Node placement and travel was
restricted to a 150 m · 150 m area. 802.11 was chosen



Fig. 6. RSA computations: (a) data rates for encryption and
decryption using RSA keys and (b) RSA key generation time.
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as the MAC layer protocol with each node having
a range of approximately 30 m; no fading model
was used. AODV was used as the routing protocol,
and simulation times for each test was fixed to
300 s. Application traffic generated was the same
for all tests. We followed the same traffic patterns
used by Marti et al. [5], originally used by Broch
et al. for performance comparisons of AODV and
other routing protocols [42].

Briefly, the application traffic consisted of 10
constant bit rate (CBR) connections. Four of the
nodes were sources of 2 CBR streams each, and
two more with one CBR stream originating from
them. Ten other nodes distinct from the sources
served as the endpoints of those 10 CBR streams
(a slight variation from [42] where there are only 9
receiver nodes, one of them with two CBR end-
points). The data rate for each connection in the
simulation was 1 packet every 2 s, with a payload
size of 512 bytes.
We then repeated the experiments with the same
setup but replacing CBR by TCP flows.

We used the Random Waypoint Model for
movement of the nodes, with a maximum speed of
5 m/s, minimum speed of 1 m/s, and maximum
pause time of 15 s. Individual movement of nodes
was specified in a trace file generated by BonnMo-
tion 1.1 [43]. Use of the trace file allows for result
correlation between tests, since nodes take identical
paths for each test in which they participate. Com-
plete parameters for the Glomosim simulation and
the mobility trace files used for the scenarios are
available online [44].

Maintaining the same initial starting positions
for the existing nodes, the same mobility and traffic
patterns, we studied the effect on neighbor table
size, packets processed by IDS nodes, collisions,
dropped packets, alarms generated, true positives,
and false positives.

In each scenario, the same 25 IDS node observa-
tions are presented in the graphs below. The total
number of nodes for the tests was varied from 100
to 300, with malicious nodes increasing from 10%
to 50% of total nodes in increments of 10 percentage
points. Bad nodes were configured to drop all data
traffic yet participate correctly in the AODV routing
process (grey holes). The bad nodes drop any traffic
they are supposed to relay once included in the traf-
fic path from sender to receiver.

Fig. 7a shows the mean neighbor table size as the
total number of nodes is increased. Neighbor table
size can be seen to grow from approximately 20
neighbors per node when total nodes are 100, to a
neighbor table size of 100 when the number of
nodes grows to 300. The growth in the neighbor
tables is seen to be linearly proportional to the total
number of nodes, as the density increases.

Fig. 7b shows the mean packet drop rates
observed by the IDS nodes for 0 to 50 percent
bad nodes, with increasing number of participating
nodes. It can be observed from Fig. 7b that even
the case with no bad nodes present, around 5 pack-
ets on average are observed as dropped regardless
of an increase in the number of nodes. Such
observed loss can be attributed to noise, transmis-
sion errors, congestion, other environmental condi-
tions, and to the mobility of the devices. We use
this as our base case and accordingly set our detec-
tion threshold for the simulations to 5 packets per
sampling interval. Alarms are raised only if this
threshold is exceeded. Post processing is done to
classify the alarms into true positives (correctly
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identified malicious drops), and false positives
(packets dropped for other reasons). Dropped
packet data from the bad nodes is used for the
classification.
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Fig. 8a and b show the mean packet processing
effort over the 25 IDS nodes for CBR and TCP traf-
fic respectively. It can be observed that the number
of packets processed decreases as the percentage of
bad nodes (grey holes) is increased. With more
nodes dropping data packets overall throughput
decreases reducing the effort for the IDS nodes in
detecting intrusions. Thus detecting grey holes
requires much less effort. However in the case of
nodes mangling (modifying) data packets, there will
be no decrease in effort per IDS node, since all
packets are retransmitted with possible modifica-
tions. In our current simulation bad nodes act as
grey holes.

From Fig. 7a, mean neighbor table size for 100
nodes is around 20, and increases to up to 100 for
300 total nodes. With light traffic conditions like
those used in the CBR simulations (Fig. 8a), the
mean number of packets required to be processed
by an IDS node per sampling interval (10 s)is seen
to be fairly low, and decrease with increase in num-
ber of bad nodes, which is a manageable number
even for resource-constrained devices. Possible tech-
niques for handling situations when high through-
put overwhelms devices have been discussed in
Section 5.5.

Increasing the density of nodes around an IDS
node is not seen to significantly affect the amount
of processing required by the IDS, since the only
additional packets processed are related to the rout-
ing protocol. The simulation results also shows a
very low ratio of false positives with a static
threshold of five dropped packets for intrusions
and sampling period of 10 s used in the simulations.
We believe this can be improved further by dynam-
ically adapting to traffic conditions.

Regular nodes may occasionally be affected by
adverse environmental conditions like high noise,
high load, etc. leading to some packets being
dropped or discarded. Malicious or chronically
faulty nodes however exhibit continuous packet
drops over a period of time. Thresholds, dynami-
cally determined by monitoring current network
conditions, would help account for such packet
drops by regular nodes under transient adverse envi-
ronmental conditions. This lower bound of accept-
able packet loss, is chosen merely to allow for
transient failures (packet loss) and minimize false
positives. Consequently, for a specific deployment
such a threshold should be chosen based on a vari-
ety of factors including network density, radio
range, mobility speed and further modified by cur-
rent traffic loads and environmental conditions like
noise.

A larger sampling period would require more
storage per (observable) traffic stream, and smaller
one would require less storage – yet increases the
possibility of false alarms. The IDS intrusion
threshold can also be adapted to account for pack-
ets dropped due to congestion to reduce the number
of false positives.

Further, from Fig. 8b, in which TCP flows are
being monitored under identical conditions as
Fig. 8a, the processing overhead is seen to be
similar. In general, the IDS is not affected by the
kind of payload contained inside the IP packets,
but the focus here was on studying the effect of
TCP and CBR traffic streams as the node density
increases. It can be seen in case of both TCP
and CBR streams that monitoring overhead
actually decreases as the number of bad nodes
increase.

Fig. 9a shows the packets observed by one of the
25 IDS nodes with 50 bad nodes and a total number
of 100 nodes. The graph shows the number of pack-
ets processed, collisions, neighbor table size and
dropped packets (observed) per 10 s time interval
for the duration of the simulation. Packets pro-
cessed are the total number of relevant packets the
IDS was able to snoop on per time interval.
Fig. 9b shows data plotted for the same node with
dropped packets (observed), true positives, and false
positives. The true positives indicate the number of
bad nodes detected during the time interval, which
in this case is at most one per time interval. Two
true positives in the same time interval would indi-
cate that two separate bad nodes were detected.
Overall, the graph shows 10 true positives and one
false positive. With static thresholds, false positives
are likely to increase with increase in data traffic and
congestion. False positives can be reduced by
sensing congestion, collisions, and throughput in
observable radio range – and adapting the IDS
threshold.

Our simulation results verify that our prototype
implementation is capable of monitoring traffic in
realistic situations even under high node densities,
and we can conclude from the simulation results
that our prototype is scalable for a reasonably sized
ad hoc network (hundreds of nodes) with light traf-
fic conditions. Scalability of individual IDS nodes
can be further increased and false positives mini-
mized – by dynamically adapting the sampling inter-
val and the intrusion thresholds to changes in traffic
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conditions. Optimal sampling intervals can be
adapted to the memory constraints of the node on
which the IDS is deployed, and thresholds selected
to minimize false positives.
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8. Security analysis

8.1. SecAODV security analysis

In this section we discuss how SecAODV resists
attacks by non-colluding adversaries. Routing dis-

ruption attacks in which an adversary attempts to
forge a route request or a route reply by masquerad-
ing as another sender node or destination node are
prevented, since either the IPv6 address verification
or signature verification will fail. As long as the IPv6
address of a node and its public key are crypto-
graphically bound, the attacker cannot successfully
spoof another node’s address unless the victim’s pri-
vate key is compromised.
An attacker might also try to initiate route replies
without receiving a route request. This kind of
attack has minimal impact since the attacked node
can ignore packets from a node to which it did
not request a route. Alternatively, an attacker can
replay a cached route reply. This kind of attack is
prevented since the protocol maintains status via
sequence numbers contained in the signed header.
AODV trivially eliminates duplicates and older mes-
sages using sequence numbers in the routing mes-
sages. Moreover, by including the destination and
originator sequence numbers in the signed material,
the SecAODV prevents rushing attacks [19] in which
a malicious node rushes spurious messages in which
the attacker modified any of these two fields making
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the legitimate packet look old or as a duplicate. As
long as the private keys of the end nodes are not
compromised, the attacker is not capable of modify-
ing any of these fields and thus immune to rushing
attacks.

One kind of resource consumption attack is to ini-
tiate a lot of route requests, thereby causing conges-
tion in the network. This attack can be mitigated by
setting an ‘‘acceptance rate,’’ thus limiting the num-
ber of route requests a node can accept and process
per clock tick.

SecAODV also prevents man-in-the-middle attack
by enforcing IP and signature verification. Unless
the malicious node possesses the private keys of
both end nodes, the attacker cannot launch a man-

in-the-middle attack.
Routing disruption attacks in which an adversary

attempts to forge a route request or a route reply by
masquerading a source or destination node, are pre-
vented since either the IPv6 address verification or
signature verification will fail. As long as the IPv6
address of a node and its public key are crypto-
graphically bound, an attacker cannot successfully
spoof another node’s address unless the victim’s pri-
vate key has been compromised.

Amongst the attacks on AODV, enumerated in
[16], SecAODV protects against address spoofing,
fabrication, and modification of routing messages,
since signature verification is required before
any routing message is used to update the routing
tables.

8.2. IDS security analysis

While the use of signed control messages in a
routing protocol like SecAODV can prevent routing
disruption attacks, it is possible for an attacker to
selectively drop only data packets (called grey-hole

attacks). The IDS reinforces MANET security by
detecting such kind of attacks. The IDS is able to
detect dropped and mangled packets. Every time a
packet is faithfully retransmitted the corresponding
packet is removed from the watch-list by the IDS.
Mangled packets will not match any packets the
IDS is watching for retransmission, and thus
timeouts will cause the IDS to deem those to have
been dropped. In case of TCP streams, it is possible
to distinguish mangled packets from dropped
packets, using the TCP sequence number and byte
count. From the sequence number in the TCP
packet, we can determine which part of the stream
the packet belongs to and use it to determine if
the intermediate node has mangled the data in any
way, or if the checksum is bad. It is important to
establish thresholds for classifying detected intrusive
behavior.

The IDS thus is able to monitor faithful retrans-
mission of the packet payload, whether it is
encrypted or not. The IDS however will not be able
to monitor packets where link-level encryption is
used at each hop, i.e. when the headers themselves
are encrypted, without knowledge of link-level keys
of all participating nodes.

A malicious node may change its own MAC
address and IPv6 address periodically to evade
detection. Thus, to go undetected, the attacker will
need to change his/her IPv6 address very often,
and incur the additional expense of computing a
SUCV identifier every time. Consequently such an
attack is largely ineffective, and quite expensive for
the attacker. To maintain a sufficiently disruptive
attack, the attacker would also have to follow the
target node to remain along some crucial route of
the targeted node, which is quite expensive for the
attacker. Further such an attack essentially amounts
to a Sybil attack [29] which we have assumed (see
Section 5.1) can be detected by an additional mech-
anism [30]. The use of SUCVs makes impersonation
very difficult, and rekeying SUCVs in the above cir-
cumstances would render such an attacks into a low
level nuisance at the most.

Collaborative IDSs will perform best in a
densely populated MANET with limited mobility,
and will perform worse in a sparsely populated
MANET with significant mobility. The effectiveness
of a collaborative IDS depends on the amount of
data that can be collected by each node. The longer
the nodes are members of the MANET, the greater
the availability of meaningful data for further
analysis. The degree of mobility of each node in
the network will also have a significant impact on
the IDS’s effectiveness. In a MANET with a high
degree of mobility, if the number of routing error
messages caused by legitimate reasons far exceeds
the number of routing error messages caused due
to the presence of malicious nodes, the effectiveness
or benefit of such an IDS may be minimal. The
damage that could be caused by a malicious node
in highly mobile environment would, however, also
be minimal since malicious routing messages would
likely make up a small percentage of routing error
messages.

The effectiveness of a collaborative IDS depends
on the amount of data that can be collected individ-
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ually. Longer presence increases the availability of
meaningful data. However, the degree of mobility
has a significant impact on the effectiveness of the
IDS. Routing errors and packet drops due to
increased mobility may mask malicious behavior,
however malicious nodes cannot significantly affect
routing either.
9. Summary and future work

We described the inherent vulnerabilities of
mobile devices in MANETs and several attacks pos-
sible on such devices. We presented related work in
this area and presented the design and implementa-
tion of our secure routing protocol SecAODV and
IDS. The IDS is routing protocol independent,
though in this case we have used SecAODV for
routing. The role of the routing protocols is just
to create and maintain routes. Even after protecting
the network from routing disruption attacks, packet
mangling attacks and grey holes, denial-of-service
attacks that use MAC vulnerabilities to disrupt
communication are still possible. However such
attacks cannot be prevented at higher networking
layers, rather security mechanisms need to provided
in the MAC protocol itself.

Nodes can operate on their own, however for
propagating information on misbehaving nodes a
platform to enable collaboration for dissemination
of such IDS data is needed. The scope of a host-
based IDS deployed on a mobile device is limited
to its radio range. We are currently working on
implementing a collaborative IDS which will offer
a collective response to misbehaving or intrusive
nodes. In addition to using thresholds, we are also
working on using signal strengths of neighboring
nodes for detecting misbehaving nodes. Potentially
an IDS may assume that a neighboring node is
dropping packets, when in fact, the node simply
moved out of range of the monitoring node. A
low signal strength will help determine the distance
of the neighboring node and thus help decide if a
node is misbehaving or has simply moved out of
range. Also it will be helpful in selection of nodes
to monitor and increase the scalability and
detection accuracy of the IDS. We are also looking
into the additional energy consumption require-
ments when using secure routing protocols such
as SecAODV and the effect of larger header sizes
of routing messages (control overhead) on
througput and response times and ways to improve
them.
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