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Abstract

Towards A Framework of Enabling Efficient and Secured Energy Based

Cyber-physical System (CPS)

Guobin Xu

CPSs are referred to the systems that are built from the synergy of computa-

tional, communication, and physical components. The design of CPS tends to inte-

grate computation and communication capabilities with monitoring and controlling

of entities in the physical world. Unlike traditional embedded systems, CPSs are

engineered physical systems, which are integrated, monitored and controlled by an

intelligent computational core. A number of CPSs, including the Smart Grid, pro-

cess control systems, transportation systems, and healthcare systems are expected

to be developed using advanced computing and communication technologies.

The Smart Grid, as an energy-based CPS, must be dependable, cost-effective,

secure, safe, and efficient and operate in real-time, which is a highly distributed

and complicated system that manages and controls geographically dispersed assets.

This kind of system inherently operates under the presence of uncertainty or un-

predictable behavior due to intrinsic and extrinsic courses and cyber adversaries.

By providing efficient and secured operation performance of the Smart Grid, high

volume data streams associated with the Smart Grid operations need to be quickly

viii



processed and analyzed, raising significant challenges, which can hinder the effec-

tiveness of systems themselves.

To address those challenges and corresponding issues, in this dissertation, we

develop a framework to enable efficient and secured energy based CPS by devel-

oping effective schemes to address the uncertainty in both cyber and physical com-

ponents in the Smart Grid. To be specific, first, to adapt physical uncertainties, we

develop techniques to effectively manage distributed renewable energy resources

to make the energy transmission and distribution more efficient. Second, to in-

vestigate cyber uncertainties to the system, we systematically explore the space of

attacks in energy management and investigate the risk of those attacks and counter-

measures. Finally, we investigate cloud computing to efficiently store and process

big data for the Smart Grid operations and security management.
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1
Chapter 1

Introduction

1.1 Motivation

A typical cyber-physical system (CPS) is defined as a system that features a tight

integration of computation, networking, and physical elements [1]. It covers the

smart transportation, smart electrical power grid, smart medical systems, smart

manufacturing systems, etc. In these systems, the geographically distributed sen-

sors, actuators, and controllers are tightly integrated through communication net-

works and computation cores, enabling the secured and efficient operations of phys-

ical systems. Sensors obtain measurements from physical systems and transmit

measured data to operation centers through communication networks that compu-

tation cores can be further used to determine the status of physical systems. The

operation center then performs management and control, and sends control com-

mands to actuators, which makes physical systems in desirable states. A CPS (e.g.,

Smart Grid [2]) is a highly distributed and complicated system that manages and

controls geographically dispersed assets. The intrinsic complexity, heterogeneity,

and sensitivity to system performance make modeling, simulation, emulation, and

design of such a system very challenging.

The Smart Grid, as an energy-based CPS, uses modern communication tech-

nologies to achieve a more efficient, reliable, secure, and resilient power grid. In
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the US and many other countries, the modernization of the electric power grid is

vital to the national efforts in order to increase energy efficiency, transition to dis-

tributed renewable energy sources, reduce greenhouse gas emissions, and build a

sustainable economy that ensures prosperity for current and future power genera-

tions [3,4]. To this end, the development of the Smart Grid has received a renewed

attention in recent years [2]. With the Smart Grid, users can be provided with re-

liable supply of power regardless of their location and time. A high efficiency in

power generation and resource utilization can also be realized via monitoring and

controlling the power transmission and distribution process.

Figure 1.1: Coordination of Cyber and Physical Components

In the Smart Grid, as stated in Figure 1.1, the management of energy resources

needs the coordination from both cyber and physical components. Nonetheless, the

Smart Grid inherently operates under the presence of uncertainty or unpredictable



3

behavior due to intrinsic and extrinsic courses and cyber adversaries. For exam-

ple, in communication and computation components, uncertainties can be raised

by benign faults, attacks, congested networks, computing capacity, etc. Therefore,

the faults/errors of computational elements, sensors and actuators, physical compo-

nents and attacks on network components, applications, and communication cores,

compose serious security problems, which have to be addressed. Uncertainties that

could be randomly introduced or raised by malicious adversaries on purpose at

either physical or cyber network components will affect the decision at computa-

tion/decision core.

Uncertainties are mixtures of two dimensions: X : cyber, physical and Y : f ailure,attack.

For example, the false data injection attack proposed in [5] against the state estima-

tion of power grid belong to cyber,attack category and the Hurricane Sandy in late

October 2012 [6], cutting power in and around cities, belongs to physical,attack

category. It is critical to quantify natural uncertainties from physical components

(e.g., solar irradiance, wind speed, temperature, and others), users (e.g., plug-in ve-

hicles), and malicious adversaries (e.g., injecting false information to power grid).

In the computation core, by providing secured and efficient the Smart Grid op-

eration performance, high volume data streams associated with system operations

need to be quickly processed and analyzed, raising significant challenges, which
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can hinder the effectiveness of systems themselves. In addition, efficiently process-

ing threat monitoring data from both physical components and cyber components

will facilitate the detection of cyber-threats as well as help security administrators

respond to cyber-threats in a timely manner. The processing of a massive threat and

monitoring data to generate accurate and timely security alerts is also challenging.

1.2 Significance of Proposed Research

In this dissertation, we propose to investigate a framework of enabling efficient and

secured energy based CPS - Smart Grid. To do so, we make several contributions.

• First, to adapt uncertainties, we develop techniques to effectively manage en-

ergy resources. We develop schemes to model distributed energy resource

(DER) that can be used to replace traditional fossil fuel resources (e.g., coal,

oil, and others) [7]. We also model the constraints of DER and integrate those

constraints into power generation dispatch schemes and evaluate their impact

on bulk power generation. We consider the reliability constraint of DER and

use reliability theory and define metrics to quantify the generation capacity of

DER. Based on the real-world power-generation data and load-demand data,

we investigate the probability of reliable power generation by wind and so-

lar energy during a period of time. We use different size of IEEE power grid

bus systems to evaluate the effect on the bulk power generation in terms of
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different scaled levels of DER.

• Second, to investigate malicious uncertainty to the system, we systematically

explore the space of attacks in the energy management process, including

modules being attacks (e.g., end-user, communication network, system oper-

ations, etc.), attack avenue (e.g., confidentiality, integrity, availability, etc.),

attack strength (e.g., strong, stealthy), and system knowledge (e.g., full, par-

tial). Specifically, we take the attacks against distributed energy transmission

as a case study to investigate the risk of those attacks. We also develop the

defense taxonomy to secure energy management with three orthogonal di-

mensions: methodology, sources, and domains.

• Third, we investigate a cloud computing based architecture to assist assist

efficient and secured Smart Grid operations, which offers vast storage, flex-

ible deployment, more computation resources, less expensive infrastructure

investment, and ubiquitous sharing of information across all members of the

cloud. Our proposed system architecture consists of three main components:

data sources, cloud infrastructure, and an operation center. We leverage the

cloud infrastructure to develop a cost-effective data stream storage. By lever-

aging MapReduce-based data processing, we improve data storage efficiency,

speed up access to data, and eliminate operational delays. Through extensive

experiments, our data shows that our developed system can efficiently process
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and analyze a large amount of data.

1.3 Organization of Dissertation Research

This dissertation is structured as follows. In Chapter 2, we introduce the back-

ground of CPS and Smart Grid. In Chapter 3, we conduct literature review of gen-

eral CPS, Smart Grid, and cloud computing. In Chapter 4, we present the efficiency

energy resource management in the Smart Grid by investigating the effectiveness

of integrating distributed energy resources. In Chapter 5, we discuss secured en-

ergy resource management in the Smart Grid and explore the space of threats in

the energy management process. In Chapter 6, we investigate cloud computing

based techniques to assist secured and efficient Smart Grid operations. Finally, we

conclude the dissertation in chapter 7.
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Chapter 2

Background

2.1 Cyber-physical System (CPS)

Generally speaking, a CPS is a large distributed and complex system, featuring a

tight integration between cyber computation, communication, and physical compo-

nents. To enable effective integration, a number of geographically dispersed com-

ponents need to be effectively managed and controlled. Nonetheless, the intrin-

sic complexity, heterogeneity, and sensitivity to the system performance make the

modeling and design of a CPS challenging. For example, the space CPS is a typical

instance of a CPS, which tends to effectively provide a global coverage for support-

ing heterogeneous mobile devices (e.g., people, vehicles, and manned/unmanned

aircraft, etc.) and delivering services (e.g., voice, video, and data transmission) to

end users.

To address integrating cyber and physical components, a generic layered frame-

work for CPSs is shown in Figure 2.1. Our proposed layered framework consists of

four layers: physical layer, sensor layer, network layer, and service layer.

• Physical Layer: There are hardware devices composed of electronics, actu-

ators, and memory states. These elements are combined for computation,

processing, and various functions, which can be viewed as agents of sensors.
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Figure 2.1: A Layered Architecture for CPSs

• Sensor Layer: Sensors are connected through cyber communication networks

to measure the characteristics associated with the physical components. Be-

cause sensors may be deployed in unattended or even harsh environments,

the lack of tamper-resistant hardware increases the possibility of nodes being

compromised by cyber adversaries. Due to the limited resources, both lossless

and lossy aggregation techniques can be used in sensor networks to reduce

the resource usage (e.g., energy consumption and bandwidth) for transmit-

ting information through the network while preserving the desired accuracy

for CPS operations [8].
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• Network Layer: The nodes can establish self-organizing networks. For a large

CPS, the nodes can self-organize as a cluster in a lower level. Each cluster

has a cluster-header master, which can aggregate activities in the cluster and

some cluster-header nodes can organize as a cluster in a higher level. In each

cluster, sensors can directly communicate with each other in the same cluster.

The cluster-header node with the highest level can directly communicate with

the operation center.

• Service Layer: The operation center is responsible for coordinating nodes dis-

tributed over a CPS and carrying out a CPS situational awareness. The op-

eration center will receive and analyze the measurement information from

the nodes in a CPS. The operation center would also provide tools to enable

analysis methods to monitor, visualize, and query the status of the secured

operations within a CPS.

2.2 Smart Grid

The Smart Grid uses modern advanced cyber computing and communication tech-

nologies to achieve more efficient, reliable, secure, and resilient operations and ser-

vices as compared to existing legacy power grid. The development of power system

and information communication technologies fosters the development of efficient

system operations.
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Energy management, including the distributed energy generation, transmission,

storage, and distribution, will change the way, which we consume and produce en-

ergy in a similar way like the people using Internet [9]. The energy management

in the Smart Grid is critical in addressing the challenges of meeting the world’s

growing energy demand by integrating various renewable energy resources. For

example, a user may collect and store the energy resource and then push them to

the grid or pull them from the grid through power connection interfaces. The en-

ergy management will provide the intelligence to the grid, situational awareness

and dynamic optimization of operations to enhance the reliability of the power

system, power quality, efficiency, scalability, self-healing capability and security of

power system. It enables the reduction of outage occurrences and durations, the

minimization of losses through monitoring, the optimization of utilizing assets by

management of demand and distributed generation, and the reduction of mainte-

nance costs. Nonetheless, to develop an effective energy management process in

the Smart Grid, there are two unique challenges as follows.

• First, the Smart Grid is a highly distributed and complicated system that

manages and controls geographically dispersed assets, often scattered over

thousands of square kilometers. The inherent complexity and heterogeneity,

and sensitivity to timing pose modeling and design challenges. To achieve

flexible implementation and interoperability, National Institute of Standards
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and Technology (NIST) developed the reference model that divides the Smart

Grid into seven domains: customers, markets, service providers, operations,

bulk generation, transmission, and distribution [3]. Each domain and its sub-

domains encompass the Smart Grid actors and applications. These actors and

applications, as well as many factors from the grid, network, and users have

impact on the system performance. Unfortunately, there is lack of a system-

atical approach to model and analyze the energy management with the con-

sideration of diversified actors and applications, including energy demanders,

energy supply resources, and the ability of integrating both cyber and physical

components and reflecting the interactions between them.

• Second, the Smart Grid inherently operates under the presence of uncertain-

ties or unpredictable behavior due to intrinsic and extrinsic environments.

In particular, in cyber communication and computational components, un-

certainties can be benign faults, malicious attacks, network congestion, delay,

time synchronization, and computational capacity. In the physical component,

uncertainties can be from either nature or human. On the natural side, widely

distributed solar irradiance, wind speed, temperature, and humidity will in-

troduce the great uncertainty of distributed energy resources. This leads to

the energy supply uncertainty. The natural disaster may cause blackouts over

large regions, tripped by minor events with surprising speed into widespread



12

power failure. Demanders are uncertain over the course of the day, extreme

weather events, and the seasons of the year, which will lead to the energy

demand instability. Therefore, the identification and treatment of both the

benign faults and malicious attacks in both cyber and physical components

must be developed in order to achieve a useful and effective Smart Grid.
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Chapter 3

Literature Review

In this section, we briefly review the related work. Given the multi-disciplinary

agenda of our proposed research, we only cover the most related work in this sec-

tion.

3.1 General CPS

The design of CPS tends to integrate computing and communication capabilities

with monitoring and control of entities in the physical world. Unlike more tradi-

tional embedded systems, CPS is natural and engineered physical systems, which

are integrated, monitored and controlled by an intelligent computational core [10].

Lee et al. [11] proposed to establish a new development paradigm, which enables

the effective design, implementation, and certification of medical device CPS. Since

the initiation of CPS from the US National Science Foundation (NSF) in 2006, re-

searchers from different fields discussed the related concepts, technologies, applica-

tions, and challenges during CPS Weeks [12] in the past few years and international

conference on the CPS subjects [13, 14]. There are some literatures related to en-

ergy issues in CPS [15, 16]. For example, Rajkumar et al. [17, 18] presented a

future vision of CPS and identified some specific CPS applications, including ad-

vanced electric power grid system and grand challenges. Wan et al. [19] proposed
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a framework to analyze the design of CPS using the in-home health care system

as an example. In CPS 08 summit [20], there are several research efforts, which

described the grand visions and grand challenges used to drive research in CPS.

In this summit, the future distributed energy systems such as the Smart Grid were

identified as an important CPS application.

Security is a critical issue for CPSs and a number of research efforts have in-

vestigated the security of CPSs [21]. For example, the challenges in the security

of CPSs have been partially addressed in [22, 23]. Shafi [24] conducted a review

of existing research efforts on CPS security. Zhu et al. [25] described a layered

architecture towards a secure CPS, which helps to identify research problems and

challenges in each layer and to build models for designing security measures for

the control systems of critical infrastructures. The CPS security problem is com-

prised of CPS detection of element faults and errors, assaults on cyber commu-

nication networks (e.g., operating systems, applications, data, etc.), and attacks

against the communication between cyber components and physical components.

The available techniques only consider or address a part of the CPS security prob-

lem. For example, in [26], the communication between cyber components and

physical components is considered as ideal (i.e., neither attacks nor faults). Ground

tracking control systems in the satellite based space system is an example of a typi-

cal CPS [27–30] as well. In order to take advantage of CPS to support key elements
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of future missions, the Ames Center Chief Technologist (CCT) Office has established

the Cyber-Physical Systems Modeling and Analysis (CPSMA) to apply CPS technolo-

gies to specific requirements for long-duration human spaceflight [31]. In addition,

the Idaho National Laboratory published control Systems Cyber Security: Defense

in Depth Strategies [32], where a number of cyber security issues, including cyber

attacks and wireless attacks, were presented.

To secure CPSs, game theory, resilient control, attack detection, forensic tech-

niques, and others, have been studied [26, 33–39]. For example, Li et al. [33] pre-

sented a game-theoretic method for sensor attack avoidance. Pasqualetti et al. [34]

proposed a unified framework to analyze the resilience of CPSs against threats. Car-

denas et al. [35] presented a game theoretical model to defend against bad data and

protect the privacy of users in the Smart Grid. Chris et al. [36] presented a number

of game theoretic formulations of attack and defense aspects in CPSs with different

cost and utility functions for the attacker and defender. Zhu et al. [37] presented

a game theoretic based resilient control framework to deal with attacks on cyber

components and faults of actuators with perfect sensors and communication. Jin

et al. [26] applied resilient control techniques in CPSs to deal with component fail-

ures. Mitchell et al. [38] analyzed the effects of intrusion detection and response

on CPSs comprising sensors, actuators, control units, and physical objects for con-

trolling and protecting physical infrastructures.
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3.2 Smart Grid

The development of the Smart Grid has received a renewed attention recently [2,4]

and is an energy-based CPS [40]. The Smart Grid specifies additional intelligence

and bidirectional communication and energy flows to address the efficiency, sta-

bility, and flexibility that plague the grid [3, 18]. McMillin et al. [41] defined the

relationship of power-grid system with the CPS and stated the power grid, power

electronics, and embedded control software form a CPS, whose design is heavily

influenced by fault tolerance, security, decentralized control, and economic/ethical

social aspects. The Smart Grid provides services include a wide-scale integration of

renewable energy sources, provision of real-time pricing information to consumer,

demand response programs involving residential and commercial customers, rapid

outage detection, and granular system health measurement. To enable the Smart

Grid, a number of research efforts have been paid in distributed energy manage-

ment [42,43]. For example, Xie et al. [44] investigated a novel modeling paradigm,

which seamlessly integrates physics-based and data-driven models of distributed

resources for provision of energy storage services in power systems. A number of

research efforts have been made to study factors, requirements, and the effects of

integrating distributed energy resources and energy storage technologies into the

grid [45–53]. For example, Taneja et al. [48] obtained the measurement of the real-

time blend of supplies on the primary California grid and scaled the solar and wind
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assents to a level of penetration. Ilic et al. [49] proposed a novel look-ahead interac-

tive dispatch, which can integrate wind power, price-responsive demand and other

distributed energy resource, internalizes inter-temporal constraints at distributed

energy resources level, and dispatches the results of distributed decisions subject to

spatial security constraints.

Security is one of the active research areas in the Smart Grid [54–56]. For exam-

ple, NIST [3] highlighted the cyber security challenges in the Smart Grid. Patrick et

al. [57] discussed the risks of the security and privacy issues. Adam et al. [58] in-

troduced an access graph based approach to determine the system’s attack exposure

and evaluate the security exposure of large scale the Smart Grid environment. False

data injection attacks against the state estimation of power system were deeply in-

vestigated [5, 59]. For example, Liu et al. [5] proposed that the adversary could

manipulate the state estimate and bypass the traditional bad data detection and

identification algorithms, with the knowledge of network configuration. Stephen et

al. [60] developed an archetypal attack tree approach to model the broad adver-

sary’s goals and attack vectors and guide the evaluators to use grafted tree as a road

map to penetration testing. Lin et al. [61] studied the vulnerability of distributed

energy routing process and investigate novel false data injection attacks against the

energy routing process.
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3.3 Cloud Computing

Generally speaking, cloud computing is a technology that uses the Internet and

central remote servers to provide computation, software, data access, and storage

services, which do not require end-user knowledge of the physical location and con-

figuration of the servers. Most current clouds are built on the top of a modern data

center [62]. Cloud incorporates different service models [63] such as Infrastruc-

ture as a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS)

and so on. Cloud computing is gaining popularity in both academia and industry

and both have been active in the research on cloud computing architectures. For

example, Vecchiola et al. [64] introduced a .NET-based Cloud Computing platform,

which provides a set of APIs that allow developers to build .NET applications that

leverage their computation using the cloud. Huang et al. [65] developed a low-

cost, scalable, and secured platform that enables web-delivery of application-based

services with a set of common business and operational services.

To provide efficient data storage in the cloud, a number of research efforts have

been performed [66–72]. For example, Zeng et al. [66] proposed a layered and

cooperative architecture of the cloud storage system. Abu-Libdeh et al. [67] pro-

posed to apply RAID (Redundant Array of Inexpensive Disks) techniques to store

data across multiple providers, which can reduce the storage switching costs and

achieve a high resilience against outages and failures. Kamara et al. [68] proposed a
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combination of recent and non-standard cryptographic primitives to build a secure

cloud storage on top of a public cloud infrastructure. Harnik et al. [69] investigated

the side channels in a cloud environment. Wu et al. [70] provided a comprehensive

review of the key technologies in cloud computing and cloud storage, the types of

cloud services, and describes the advantages and challenges of cloud storage. Wang

et al. [71] proposed a scheme for confidential data sharing on cloud servers.

To conduct big data analysis, there are a number of research efforts using the

MapReduce framework [73–87]. For example, Jeffrey et al. [73] introduced the

MapReduce programming model and demonstrated how the MapReduce works with

the implementation in a large cluster. Jimmy et al. [74] investigated the MapReduce

algorithm design with a focus on text processing (e.g., natural language processing,

information retrieval, and machine learning). Morken et al. [75] studied the MapRe-

duce model and the frameworks for netflow data processing. Ebrahimi et al. [76]

investigated how to solve linear programs using MapReduce. David et al. [77] in-

vestigated an elastic streaming MapReduce for distributed data stream processing.

Felix et al. [79] designed and implemented a MapReduce based max-flow algorithm

to process large small-world graphs. Osterman et al. [80] investigated the poten-

tial and the usability of cloud computing for the scientific community. Gunarathne

et al. [81] studied the implementation of the MapReduce in the cloud for science
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applications. Shivhare et al. [83] investigated the pros and cons of cloud comput-

ing in storing and processing big data and discussed potential solutions. Chen et

al. [84] evaluated a cloud based security center for traffic data forensic analysis and

proposed a collaborative cyber security management system for data collection and

analysis using a parallel programming paradigm in a cloud computing platform. Liu

et al. [85] leveraged the MapReduce technology to build a highly-scalable system

on top of a scalable cloud. Tan et al. [86] developed a tool namely Kahuna to diag-

nose performance problems in MapReduce systems. Zhang et al. [87] developed a

simple Matlab-to-MapReduce translator for cloud computing, namely M2M, for the

basic numerical computations capable of translating a Matlab code with up to 100

commands to a MapReduce code in just a few seconds.

As an open source software framework and an implementation of MapReduce al-

gorithm, a number of research efforts have been conducted to use Hadoop to process

large scale data sets on large clusters [88–96]. For example, Tom [89] introduced

and demonstrated how to process big data using Hadoop. Dhruba et al. [90] in-

troduced the distributed file system architecture and designs in Hadoop. Shvachko

et al. [92] described the architecture of a Hadoop File system and provided an

implementation report on managing 25 petabytes of enterprise data. Kambatla et

al. [93] investigated the performance of existing solutions in optimally provisioning
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the MapReduce job in the Hadoop File system environment. Xie et al. [94] pro-

posed a data placement scheme, which balances data across nodes before process-

ing the load on a heterogeneous Hadoop MapReduce cluster. Sandholm et al. [95]

proposed a dynamic priority parallel task scheduler for Hadoop. Their scheduler

enables the user to control their allocated capacity and dynamically adjust their

spending based of the current demand for cloud services. Shafer et al. [96] investi-

gated the root causes of Hadoop performance bottleneck and discussed the tradeoffs

between portability and performance in the Hadoop distributed file system.
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Chapter 4

Efficient Energy Resource Management in The Smart Grid

4.1 Overview

The Smart Grid is the integration of cyber communication networks with the phys-

ical power grid in order to create two-way communication in power systems, ex-

tending from power generation nodes through transmission and distribution into

end user premises [3]. With the Smart Grid, utility companies could have near-real-

time information to manage the entire power grid by actively sensing and respond-

ing to changes in energy demands, supplies, and costs [97]. Generally speaking,

the Smart Grid is stated as a fundamental re-engineering of the electricity service

industry and a modernization of the world’s electrical grids.

In the recent past, a massive power failure hit India for a second day running,

leaving more than half the country without power affecting over 600 million peo-

ple. The failure was caused by three regional power grids overdrawing power from

the grid to meet heavy demand [98, 99]. The ever-increasing demand on power

usage brings more concern on stable power supply, which fosters the integration

of distributed renewable energy resources and energy storage technologies into the

grid.

Distributed energy resources and energy storage devices are certain to have a

significant impact on the cost efficiency and service reliability of the power grid.
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Because distributed energy resources have time-dependent and uncertain factors,

it is hard to predict their power generation. Consequently, integrating distributed

energy resources into the traditional power grid will incur service reliability issues,

which needs to be carefully addressed. Therefore, there is a urgent need for the

research, aimed at understanding and quantifying the impact that the massive inte-

gration of distributed energy resources will have on the power system in terms of ef-

ficiency, operational reliability of the power grid and economic consequences [100].

In this chapter, as an example of efficiency energy resource management in the

Smart Grid, we investigate the effectiveness of integrating distributed energy re-

sources in the Smart Grid. To be specific, we first introduce three types of power

grid systems: traditional bulk power grid, power grid integrated with distributed

energy resources, and power grid integrated with both distributed energy resources

and storage device. We then model and analyze the effectiveness of integrating

distributed energy resources and energy storage devices in the Smart Grid based

on the metrics of power cumulative cost and user service reliability. Notice that

the power cumulative cost is defined as the cumulative cost of the power genera-

tion and distribution processes in a time interval and the user service reliability is

defined as the probability that the quantity of user requested power can be met.

Based on the California Independent System Operator Corporation (ISO) data

[101], we conduct simulations using Matlab simulation tool. Our evaluation results
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confirm that the integration of distributed energy resources could increase the grid

service reliability to meet customer demands and reduce the power generation and

distribution cost, and the integration of energy storage devices could effectively

smooth the bulk power generation, mitigate the grid peak load, and reduce the

impact from uncertainty. As examples, in our experimental settings, we can see

that the power cost in generation and distribution process could save about 40,000$

after integrating distributed energy resources. With integrating a 500 MW capacity

energy storage device, the bulk power generation can be stable at 2200 MW that

indicates the storage device could reduce the disturbance from uncertainties.

4.2 Power Grid Systems

In this section, we first give the overview of the Smart Grid. Then, we introduce

three types of power grid systems.

4.2.1 Overview

The Smart Grid is the integration of cyber computer and communication technol-

ogy into the power grid, where each of the key components within the grid is in-

terconnected through a communication network. Its goal is to achieve sustainable

integration and utilization of renewable energy resources, energy efficiency, secu-

rity, reliability, reduction of greenhouse gas emissions, and a sustainable economy

that ensures prosperity for current and future generations [3].
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The Smart Grid is self-healing, self-balancing and self-optimizing. The grid fail-

ures can be automatically detected or even predicted based on the real-time data

analysis. With the advanced metering infrastructure, the two way communication

between the user and utility can be facilitated. With the collected information,

the power demands from users can be accurately forecasted to adapt the power

generation at utility, which could ultimately reduce the power generation cost and

optimize power production.

To reduce the greenhouse gas emission, distributed energy resources will be

widely deployed and used throughout the Smart Grid, which could generate power

instead of relying on fossil fuel as the traditional energy resources. Nonetheless,

how to effectively integrate distributed energy resources (e.g., wind energy, solar

energy, and others) to the grid and have controllable impact on the grid is crucial

for the development of the Smart Grid. To this end, in the following, we introduce

three types of power grid systems.

4.2.2 Traditional Bulk Power Grid

In the traditional bulk power grid, the energy generation and distribution processes

are simple. Users can only obtain the power supply from the bulk power generator.

With lots of uncertainties from user demand, the service reliability in the traditional

bulk power grid is insured through over-provisioned power and excess capacity.

That is, power generators should produce more power than user demand.
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Nonetheless, the ever-increasing demand on energy usage has led to a serious

depletion of fossil-fuel reserves. Therefore, it is likely that the grid will not have

sufficient capacity to meet future demand. According to the North American Elec-

tric Reliability Corporation, forecast demands for electricity may exceed projected

available capacity in the United States by 2015 [102]. Traditional bulk power grid

is an inefficient and environmentally wasteful system. For example, traditional bulk

power generation causes 25.9% of global carbon (CO2) emissions and CO2 emis-

sions [103] from electricity use will grow faster than those from all other sectors

through 2050 [104]. Conclusively, traditional power grid is becoming more fragile,

less reliable, and less efficient.

4.2.3 Power Grid With Distributed Energy Resources

Distributed energy resources such as wind turbines and solar plants are intermittent

by nature and thereby unpredictable. A rapid or unpredicted change in weather

such as the variability in wind speed could cause error in power generation forecast

and seriously limit the capacity of distributed energy resources, posing negative

impact on the grid. Despite these uncertainties, power grid system operator shall

balance user demands and available power supply with appropriate generation re-

sources in real-time.

To effectively integrate distributed energy resources, the power system oper-

ator shall estimate the status of distributed energy resources, which can control
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whether distributed energy resources should be integrated to the grid. To measure

the impact of integrating distributed energy resources and the efficiency of system

operation, we define two metrics as following:

Definition 1: The Power Cumulative Cost is defined as the cumulative cost of the

power generation and distribution processes in a time interval.

The power generation cost can be computed by the marginal cost of power gen-

eration (denoted as Ci) and the quantity of power that generators can supply (de-

noted as Gi j(t)). The power distribution cost can be computed by marginal cost

of the power loss (denoted as Cp) and the quantity of power loss in the distribu-

tion process (denoted as DGi j(t)). Notice that i and j are denoted as the ID of the

generator and user, respectively.

Definition 2: The User Service Reliability is defined as the probability that the

quantity of user requested power can be satisfied, which can be represented as

SR(t). The detailed analysis of these two metrics can be found in Section 4.3.

Unfortunately, integrating renewable energy resources is not an ultimate solu-

tion. The intermittent nature of renewable energy resources and the mismatch of

generated power with peak load conditions pose high pressing challenges to the

effective integration of renewable energy resources into the grid. Explicitly, renew-

able energy resources such as wind turbines and solar plants are intermittent by

nature and unpredictable as they fluctuate randomly and mostly beyond human
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control.

4.2.4 Power Grid With Both Distributed Energy Resources and Energy Storage

Devices

To smooth the bulk power generation and mitigate the intermittency and uncertain-

ties of distributed energy resources, energy storage devices should be integrated to

the grid. Generally speaking, standing as a buffer between end users and power

generators, energy storage devices could store power during times when genera-

tion from bulk power generators exceeds consumption. The stored power could be

used at times when consumption exceeds generation. Otherwise, in traditional bulk

power grid, power generation needs to be drastically scaled up and down to meet

momentary consumption.

By integrating energy storage devices, bulk power generation could be main-

tained at a constant level. In addition, the energy storage will provide backup power

and provide uninterrupted power, which could mitigate power fluctuations and un-

certainties of power generators. For example, grid energy storage devices (e.g.,

battery and plug-in hybrid electric vehicles (PHEVs)) could generate and consume

electric power intelligently, reducing the disturbance caused by peak and non-peak

power usage, and power generation costs.
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4.3 Modeling and Analysis

In this section, we model and analyze the effectiveness of the three systems based

on the metrics of cumulative power cost and user service reliability.

4.3.1 Cumulative Power Cost

4.3.1.1 Traditional Bulk Power Grid

Recall that in Section 4.2.2, in the traditional bulk power grid, we consider a

number of nodes, which request power from the bulk power generation through

energy transmission links. Power loss is the main issue for energy distribution

process, which can be denoted as DGi j(t). When a current flows through the

power line, some of the power is converted to electric heating loss resulted from

transmission resistance. The power loss is mainly caused by power line heating

which can be denoted as DGi j(t) = I2
i j(t) ·Ri j. With Ri j = r li j

S , 8i 2 G, 8 j 2 D and

Gi j(t) = Ii j(t) ·Ui j(t), the power loss can be represented as DGi j(t) = k ·G2
i j(t)li j, 8i2

G, 8 j 2 D,

From this expression, we can infer that there are two options to reduce power

loss: (i) reducing the power line resistance, and (ii) reducing the power line current.

To reduce the resistance of a power line, we consider the resistance of the line as

given by the laws of resistance and can be represented as Ri j = r li j
S , 8i 2 G, 8 j 2

D, where r is the resistivity, and S is the line cross section. Because increasing the
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line cross-sectional area is too costly, we assume all lines cross-sectional area is a

constant value. Hence, the transmission distance is the key factor that determines

power line resistance. To reduce current flow, with a certain demand power of

Gi j(t) = Ii j(t) ·Ui j(t), we need to increase the voltage in order to reduce the current

flow, which is the reason of high-voltage transmission. To simplify our analysis,

we consider that all the power lines have the same high voltage and we define a

parameter k to represent r
S·U2

i j(t)
. Then, the power loss can be represented as

DGi j(t) = k ·G2
i j(t)li j, 8i 2 G, 8 j 2 D, (4.3.1)

where k is r
S·U2

i j(t)
, li j is the line distance between generator i and user j, r is the

resistivity, S is the line cross section, Gi j(t) is power distribution from generator i to

user j, Ii j(t) is power current of the line li j, Ui j(t) is power voltage of the line li j, G

is the set of generators, and D is the set of users.

Hence, the grid power balance equation can be derived by,

Gi j(t)�DGi j(t) = Di j(t), (4.3.2)

where Gi j(t) is the quantity of power that the generator i provides user j and Di j(t)

is the quantity of power that the user j receives from generator i. Then, the cumu-

lative power cost of the traditional bulk power grid can be represented as,
8
>><

>>:

C =Ci · Â
j2D

G j(t)+Cp · Â
j2D

DG j(t),

Gmin  Â
j2D

G j(t) Gmax.
(4.3.3)
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4.3.1.2 Integrating Distributed Energy Resources

Recall that in Section 4.2.3, to integrate distributed energy resources, we shall con-

sider the following constraints: (i) The objective of energy distribution is to min-

imize the cumulative power cost; (ii) The generated power can not exceed the

capacity of the power generator; (iii) The total power generation shall be equal to

the total power demand plus the total power loss; (iv) Each power transmission

line cannot exceed its capacity; (v) The demand power shall be equal to the sum of

power transmitted from different generators; (vi) The power generated by the gen-

erator minus the power loss should not be less than the user demand power from

the generator. Based on the above constraints, we formalize the energy distribution

process as an non-linear optimization problem listed below.
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Objective. Min
�

Ci ·GT (t)+Cp ·DGT (t)
 

(4.3.4)

S.t.
8
>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>:

8i 2 G,8 j 2 D,

Gi j(t) Li j,

Gmin
i  Gi(t) Gmax

i ,

Gi(t) = Â
j2D

Gi j(t),

D j(t) = Â
i2G

Gi j(t)� Â
i2G

DGi j,

DGi j(t) = k ·G2
i j(t)li j,

GT (t) = Â
i2G

Gi(t),

DGT (t) = Â
i2G

Â
j2D

DGi j(t).

Because distributed energy resources are renewable and with low cost, their

generation marginal cost is less than that of bulk power generation. The decrease

of power transmission distance and the quantity of power generation will result in

the decrease of power loss. To meet the user demand, the power supplied from

nearby generators will reduce the power transmission loss and reduce bulk power

generation.

4.3.1.3 Integrating Both Distributed Energy Resources and Energy Storage

Suppose that a storage device that could be discharged or recharged from the grid

in a time interval t. This storage device will discharge or recharge with a power loss

ratio of l . Then, the power discharge and recharge can be derived by Sinput
k (t) = (1�
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l ) Â
i2G

[Gik(t)�DGk j(t)], and Sout put
k (t) = Â

j2D
Gk j(t)/(1�l ), respectively. The status of

storage device can be derived by,

Sk(t) =
Z t

0
(Sinput

k (t)�Sout put
k (t))dx, (4.3.5)

where 0  Sk(t)  Smax
k and Smax

k is maximum capacity of storage device k. When

the storage device is integrated into the power grid, to achieve the minimization of

power cumulative goal, the power distribution can be derived by Equation (4.3.4),

which is represented by,

Objective. Min
�

Ci ·GT (t)+Cp ·DGT (t)
 

(4.3.6)

S.t.
8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

8i 2 G
S

S,8 j 2 D
S

S,8k 2 S,

Gi j(t) Li j,

Gmin
i  Gi(t) Gmax

i ,

Gi(t) = Â
j2D

S
S
Gi j(t),

GT (t) = Â
i2G

S
S
Gi(t),

D j(t) = Â
i2G

S
S
[Gi j(t)�DGi j(t)],

DGT (t) = Â
i2G

S
S

Â
j2D

S
S
DGi j(t)+ Â

k2S
( l

1�l Sinput
k (t)+lSout put

k (t)).

Based on Equation (4.3.6), when GT (t)�DGT (t) > Â
j2D

D j(t) (i.e., the total power

supply to users is more than the total power demand), the storage device should

recharge the power from the grid. When GT (t)�DGT (t) < Â
j2D

D j(t) (i.e., the total

power supply to users can not satisfy the total power demand), the storage device

will discharge to the grid to make up the lack of power in the grid. Notice that,
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in comparison with distributed energy resources without storage devices, the inte-

grated energy storage power grid could make the power generation less than the

user demand.

4.3.2 User Service Reliability

From the cumulative power cost analysis discussed in Section 4.3.1, we know that

the integration of distributed energy resources could reduce the cumulative power

cost. Therefore, it is critical to investigate the impact of the user service reliability

when distributed energy resources are integrated into the grid. Here, we consider

the user service reliability can be affected by two factors: (i) user demand, and

(ii) power generation by distributed energy resources. In the following, we give

Definitions 3 and 4 to define the effect by these two factors.

Definition 3: The Successful Demand Ratio is defined as the probability that with

a certain power supply as threshold, users can get enough power to satisfy their

demands in a time interval, which can be represented as DR(t).

Definition 4: The Effective Generation Ratio is defined as the probability that a

quantity of power supply can be provided by distributed energy resources in a time

interval, represented as RR(t).

Based on these two definitions, the user service reliability can be formalized as

SR(t) = DR(t) ·RR(t).
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In the following, we will analyze the user service reliability in those three sys-

tems, respectively.

4.3.2.1 Traditional Bulk Power Generation

In our preliminary results, we conduct the statistical analysis using Nonparamet-

ric test [105] and Q-Q plot test [106] on real-world historical data and show

that we could approximate the distribution of meter data with a Gaussian distri-

bution. Hence, the user demand could be estimated by a Gaussian distribution

N[µ j(t),s2
j (t)] in a time interval. Based on the Gaussian distribution, the proba-

bility of the total user demand will be N[µ(t),s2(t)], where µ(t) = Â
j2D

µ j(t) and

s2(t) = Â
j2D

s2
j (t).

Recall that in Definition 3, we assume that the user demand cannot be less than

0 and the cumulative probability of user demand from 0 to • will be 1. Assume that

the total power supplied by the traditional power generator is M, if user demand

is less than M, user can successfully get enough power. We assume the total user

demand is D(t). The successful demand ratio can be formulated as

DR(t) =
RM

0 e
� [D(t)�µ(t)]2

2s2(t) d[D(t)]
R •

0 e
� [D(t)�µ(t)]2

2s2(t) d[D(t)]

. (4.3.7)

In a power system, without power generation by distributed energy resources, user

service reliability can be regarded as the successful demand ratio, where SR1(t) =

DR1(t).
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4.3.2.2 Integrated Distributed Power Generation

Recall that in Definition 4, we consider that power generation cannot be less than

0 and the cumulative probability of user demand from 0 to • will be 1. We assume

that the distributed power generation should be N in order to guarantee the grid

demand. Then, when the distributed power generates more than N unit power, the

grid demand will be satisfied. We assume that the total distributed power genera-

tion is G(t). Hence, the effective generation ratio can be represented by

RR(t) =
1�

R N
�• e

� [GT (t)�µ 0(t)]2

2s 02(t) d[G(t)]
R •

0 e
� [G(t)�µ 0(t)]2

2s 02(t) d[G(t)]

. (4.3.8)

Recall that in Definition 2, we assume that distributed power supply is N1 and

traditional power supply is N2. Then, the user service reliability is
8
>>>>>>>>><

>>>>>>>>>:

SR2(t) = DR2(t) ·RR2(t),

DR2(t) =
R N1+N2

0 e
� [D(t)�µ(t)]2

2s2(t) d[D(t)]

R •
0 e

� [D(t)�µ(t)]2
2s2(t) d[D(t)]

,

RR2(t) =
1�

R N1
�• e

� [G(t)�µ 0(t)]2
2s 02(t) d[G(t)]

R •
0 e

� [G(t)�µ 0(t)]2
2s 02(t) d[G(t)]

,

(4.3.9)

Based on Equation (4.3.9), when DR1(t) < DR2(t) ·RR2(t), i.e., DR1(t)
DR2(t)

< RR2(t),

the user service reliability will increase. The increased number of distributed en-

ergy resources will increase the stable power generation µ 0(t) and error variance

s 02(t), where µ 0(t)< µ 00(t) and s 02(t)< s 002(t). With the increase of µ 0(t) and s 02(t),

we know that N1�µ 0(t)
s 02(t) < N1�µ 00(t)

s 002(t) and f [N1�µ 0(t)
s 02(t) ] < f [N1�µ 00(t)

s 002(t) ]. Then, from Equa-

tion (4.3.8), the effective generation ratio will increase, leading to increase of user
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service reliability.

4.3.2.3 Integrating Both Distributed Power Generation and Storage

Recall that in Section 4.2, standing as a buffer between power generators and end

users, the energy storage will provide stability to the power grid. Based on Equa-

tion (4.3.9), when distributed energy resources and storages are integrated, the

user service reliability can be represented as,
8
>>>>>>>>><

>>>>>>>>>:

SR3(t) = DR3(t) ·RR3(t),

DR3(t) =
R N1+N2+S

0 e
� [D(t)�µ(t)]2

2s2(t) d[D(t)]

R •
0 e

� [D(t)�µ(t)]2
2s2(t) d[D(t)]

,

RR3(t) =
[1�

R N1
�• e

� [G(t)�µ 0(t)]2
2s 02(t) d[G(t)]]

R •
0 e

� [G(t)�µ 0(t)]2
2s 02(t) d[G(t)]

,

(4.3.10)

From Equations (4.3.9) and (4.3.10), we can observe that integrating storage

devices do not affect the effective generation ratio. The total power supply capacity

will increase due to the storage device discharging power to the grid, where N1 +

N2 < N1 +N2 +S. As a result, the successful demand ratio will increase, which will

cause the user service reliability to increase as well. From another point of view,

the storage could balance the total power supply in the grid and smooth the bulk

power generated in different time intervals. This makes up the impact of distributed

energy resources on the user service reliability.
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4.4 Performance Evaluation

In this section, we show the evaluation results of the three power grid systems in

terms of cumulative power cost and user service reliability discussed in Sections 4.2

and 4.3.
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W: Wind power generator
S: Solar power generator
D: Energy Storage Device
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Figure 4.1: IEEE 14 Bus Topology

To demonstrate the effectiveness of integrating distributed energy resources into

the power grid, we conduct the performance evaluation based on the IEEE14-Bus

topology as shown in Figure 4.1. In this topology, we deploy one bulk power gen-

erator and storage device at bus 1, wind power generator at bus 2, and solar power

generator at bus 6. The connections between these buses are the power transmis-

sion lines. Notice that such a simplified topology can validate our analysis and show
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Figure 4.2: Total Power Cumulative Cost of Three Systems
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Figure 4.3: Total Power Generation Cost of Three Systems
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the consequences.

In our simulation, we use the data set from California ISO website [101]. We

consider the power line voltage is 400KV . We consider the copper power trans-

mission, whose resistivity is 0.000999ohms and cross section is 2.081 square mil-

limeters [107]. We select 500MW capacity copper hexacyanoferrate battery as an

energy storage device, in which power loss ratio is only 1% in energy transform

process [108]. We consider the marginal generation cost of the bulk generator

is 50$/MWh, and the marginal generation cost of wind and solar generators is

1$/MWh, where the marginal generation cost is defined as the cost of 1MWh per

unit power generation. We assume that the power loss marginal cost is average

energy price of the day, which is 100$/MWh [109].

Recall that we consider the following metrics discussed in Section 4.3 using in

the Matlab simulation: (i) Cumulative Power Cost: It is defined as the total cost of

the power generation and distribution process in a time interval. (ii) User Service

Reliability: It is defined as the probability of user energy demand to be met by the

grid.

Figure 4.2, Figure 4.3, and Figure 4.4 show the change trend of the cumulative

energy cost, power generation cost, and power distribution cost of three systems

we introduce in Section 4.2 in 24 hours. As we can see, with the different time of

the day, the trend of cumulative energy cost is fluctuant. Obviously, the cumulative
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energy cost of the power grid with integrated distributed energy resources is about

4⇥105$ more than that of the bulk power grid, which is because the marginal power

generation cost of the distributed energy resources is low and distributed energy

resources that are nearby users can reduce the power distribution cost. When the

500 MW capacity storage is integrated into the grid, the cumulative energy cost

curve becomes stable at 1.15⇥105$, indicating that the storage device could reduce

fluctuate of the cumulative energy cost and migrate the cumulative energy cost in

peak time to that of no-peak time.

Figure 4.5 illustrates power generation from bulk power generator of three sys-

tems in the time of day. As we can see, the integration of distributed energy re-

sources can help the reduction of bulk power generation and the energy storage

will smooth the trend of bulk power generation that bulk power generation can

be maintained at 2200 MW. The result matches with the analytical result in Sec-

tion 4.3.

Figure 4.6, Figure 4.7, and Figure 4.8 show the user service reliability of three

systems. From Figure 4.6, we observe that, when the bulk power generation ap-

proaches 3000 MW, user service reliability approaches 100%. Comparing with Fig-

ure 4.6, when the bulk power generation is 2000 MW and the distributed power

generation is 1000 MW, the user service reliability in Figure 4.7 is higher than that
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of only 2000 MW bulk power generation in Figure 4.6 because of the increase of to-

tal power generation. In comparison with Figure 4.7, by maintaining the distributed

power generation at 500 MW, and bulk power generation at 2000 MW, Figure 4.8

shows that integrating energy storage could achieve a higher user service reliability.

Figure 4.9 depicts tradeoffs between the user service reliability and the number

of distributed energy resources. As we can see, when we assume that the amount of

the distributed power generation is constant, the more distributed energy resources

are integrated to the grid, the effective generation ratio will increase, leading to the

increase of user service reliability.

In addition, in Figure 4.10, we consider the optimal storage device deployment.

With different storage capacities (e.g., battery based on Li-ion technology (50 MW),

Adiabatic compressed-air energy storage-CAES (100 MW), and Pumped hydroelec-

tric storage-PHS (300 MW)) and serviceability options required, the deployment

decision and the storage device deployment locations are different. The numbers 1

and 0 on the z axis represent the deployment decision: either deployment or no de-

ployment, respectively. When the capacity is 50 MW, to achieve a high serviceability,

more storage devices should be deployed in the power grid. For example, to achieve

98% serviceability with 50 MW storage devices, each bus should be deployed with

a storage device. When the storage capacity is 300 MW, which can achieve high

serviceability, the minimal number of storage devices is 4 and the storage devices
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Figure 4.10: Storage Devices Deployment Location

should be deployed in buses 2, 7, 11, and 13, respectively.

4.5 Summary

In this chapter, we investigated the impact of integrating distributed energy re-

sources and energy storage devices on the bulk power generation in the Smart Grid.

We first introduced three types of power grid systems: traditional bulk power grid,

power grid with distributed energy resources, and power grid with both distributed
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energy resources and storage devices. We then defined metrics and formally ana-

lyzed the effectiveness of integrating distributed energy resources and energy stor-

age devices into the bulk power generation. We conducted extensive simulations.

Our simulation data show that integrating distributed energy resources conjointly

with energy storage devices could reduce the generation costs, smooth the curve of

bulk power generation over time, reduce bulk power generation, and distribution

losses, and provide sustainable user service reliability.
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Chapter 5

Secured Energy Resource Management in The Smart Grid

5.1 Overview

The Smart Grid [3] is expected to achieve a more efficient, reliable, secure, and

resilient system operation and provide better service to customers than traditional

power grids, by leveraging advanced cyber computer and communication technolo-

gies [110]. On the transmission and distribution side, Supervisory Control and

Data Acquisition (SCADA) systems collect real-time information that provides wide

area situational awareness of power grid status. On the user side, more precise

real-time estimates of anticipated usage through Advanced Metering Infrastructure

(AMI) enable demand response controls that could increase the efficiency of energy

use.

While major research efforts have been conducted in improving the operational

efficiency and reliability of power grids through the use of cyberspace computing

and communication technologies, the risks of cyber breach on power grid systems

need to be seriously investigated before the massive deployment of the Smart Grid

technologies. There are growing concerns in the Smart Grid on protection against

the malicious cyber threats [5, 111, 112]. The operation and control of Smart Grid

largely depend on a complex cyberspace of computers, software, and communica-

tion technologies. An adversary has the potential to pose great damage to the grid,
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including extended power outages, destruction of electrical equipment, increased

energy cost and price, etc., if the system is compromised. Because the measure-

ment component supported by smart equipment (e.g., smart meters and sensors)

plays an important role, it can be a target for attacks. Notice that those measur-

ing devices may be connected through the open network interfaces and the lack of

tamper-resistance hardware increases the possibility of being compromised by the

adversary [113, 114]. The adversary may modify data and compromise measur-

ing components through injecting malicious codes into the memory of measuring

components [115].

Nonetheless, developing secured energy resource management in the Smart

Grid is challenging because of the following reasons: First, the Smart Grid is a

highly distributed system, which inherently operates under the presence of various

uncertainties posed by different types of failures and malicious attacks. Attacks can

be from either cyber or physical grid components. It is challenging to quantify the

impact of uncertainties from failures and threats and develop mechanisms to deal

with those uncertainties. Second, Smart Grid is a very large and complicated sys-

tem, which consists of many different functional components [3]. Therefore, how

to investigate systematically the impact of attacks on the energy resource manage-

ment and how to develop effective countermeasures are challenging problems.

To address those problems, in the chapter, we made several contributions. First,
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we systematically explore the space of attacks in the energy management process,

including modules being attacks (e.g., end-user, communication network, system

operations, etc.), attack avenue (e.g., confidentiality, integrity, availability, etc.),

attack strength (e.g., strong, stealthy) and system knowledge (e.g., full, partial).

Specifically, we take the attacks against distributed energy transmission as a case

study to investigate the risk of those attacks. Second, we develop the defense tax-

onomy to secure energy management with three orthogonal dimensions: method-

ology, sources, and domains.

5.2 Threat Taxonomy in the Smart Grid

Monitoring and controlling physical power system through geographically distributed

sensors and actuators have become an important task in the Smart Grid. Nonethe-

less, the Smart Grid may operate in hostile environments and the sensor nodes

lacking tamper-resistance hardware increases the possibility of being compromised

by the adversary [61, 116]. Therefore, the adversary can launch attacks to disrupt

the operation of the Smart Grid through the compromised meters and sensors.

While most existing techniques for protecting the Smart Grid have been de-

signed to ensure system reliability (e.g., against random failures, etc.), recently

there has been growing concerns in the Smart Grid on the protection against ma-

licious cyber attacks [5, 111, 112]. It was found that an adversary may launch
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attacks by compromising meters, hacking communication networks between me-

ters and SCADA systems, and/or breaking into the SCADA system through a control

center office LAN [117]. The adversary can inject false measurement reports to

the controller through the compromised nodes. Therefore, the adversary can inject

false measurement reports to disrupt the Smart Grid operations through compro-

mised meters and sensors. Those false data injection attacks lead to the dangerous

threats to the system. For example, one of the most important reasons for the 2003

Eastern blackout is that the state estimation programs for key areas were abnormal

and failed to provide the system operators with the correct state information [118].

Stuxnet malware found in July 2010 targeted SCADA system in the process control

system raises new questions about power grid security [119]. In addition, Liu et

al. [5] investigated the false data injection attack, which can bypass the existing

bad data detection schemes and arbitrarily manipulate the states of grid system,

causing the control center to make wrong decisions on operating the power-grid

network. Nonetheless, the risk and impact of attacks against energy management

in the Smart Grid have not been studied in the past.

To address this issue, we propose a theoretical framework to explore the space

of attacks, which is illustrated in Figure 5.1. Here, X axis represents modules being

attacks <X1 : end user, X2 : communication network, X3 : system operation>. Y axis

represents attack avenue <Y1 : confidentiality, Y2 : integrity, Y3 : availability>. Z axis
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Figure 5.1: 3D Attack Space

represents attack strength - either <Z1 : strong, Z2 : stealthy> or <Z3 : full system

knowledge, Z4 : partial system knowledge>. In the following, we introduce this

framework in detail.

5.2.1 Target Modules

In dimension X, attacks targeting different functional modules could be systemati-

cally investigated, including end user, communication network, and system opera-

tion.

• End User: AMI is to provide the Smart Grid utilities with real-time energy data
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and enable users to access real-time energy pricing and consequently make in-

formed decisions about the user energy usage. AMI services include real-time

energy measurement, power outage notification, power quality monitoring,

and automated meter reading. AMI is a major component of the modern

electric grid, which requires strong security features to prevent electric grid

disruption. Major security issues are posed by the deployment of smart me-

ters [120], including: (i) energy fraud where meter reading can be manipu-

lated by returning false reading from credit meters or by forging the data in

smart meters leading to economic losses, (ii) privacy attacks where sensitive

and personally identifiable information in smart meter data can be hijacked

or disclosed to unauthorized people to derive habits and behavior of the con-

sumer.

• Communication Network: To achieve its intended goals, the Smart Grid re-

quires a robust, resilient, and efficient communication network. Attacks on

communication networks in the Smart Grid can be vulnerability-driven attacks

that deal with the malfunction of network device or communication channel,

data injection attacks which target the integrity of data exchanged in the net-

work or intentional attacks where the adversary has a full understanding of

the network topology. Using the time synchronization as an example, time

synchronization is a core component of reliable automation, fault analysis and
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recording in the Smart Grid and other critical infrastructure applications. One

possible attack is to break the assumption that the link delay between master

and slave nodes in IEEE1588 is symmetric, in which the random delays in

Sync message from master node and DelayReq message from slave node will

be added [121].

• System Operation: SCADA systems accomplish the management with the real-

time access of local or remote data and channels transmitting the data to con-

trol center. SCADA systems are composed of computers, remote station con-

trol devices used for data acquisition. Nowadays, SCADA highly rely on open

connectivity to corporate network and Internet for advantages in real-time ef-

ficiency and productivity. Therefore, the computerized real-time processes are

subject to malicious attack while SCADA systems take little measures against

these cyber threats. The attacks on SCADA systems have been widely studied

in recent researches [55, 122–125]. The reported attacks are basically cate-

gorized based on several security properties such as timeliness, availability,

integrity, and confidentiality. In particular, the attacks on the implementation

of protocols target on the vulnerabilities in common protocols in SCADA (e.g.,

MODBUS, DNP3). One example is Stuxnet, the first publicly-known malware

to exploit vulnerabilities in SCADA systems [59,126].
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5.2.2 Attack Goals

In the Y dimension, the attack goals in the Smart Grid consists of confidentiality,

integrity, and availability.

• Confidentiality: Confidentiality refers to a set of security rules and measures

that limit and control access to information. To be more explicit, confidential-

ity aims to protect personal privacy and proprietary information by preventing

unauthorized disclosure of information while ensuring that data are accessible

only to authorized personnel. In a scenario of attacks against confidentiality,

the adversary will eavesdrop on communication channel in order to obtain

the needed information. Previously, Li et al. [127] leveraged the information

theory to study the communication capacity under an eavesdropping in the

Smart Grid. Based on the information theory, Sankar et al. [128] developed

the concept of competitive privacy and modeled privacy issues in the Smart

Grid.

• Integrity: Integrity refers to a set of security measures that prevent unau-

thorized modification of data and information. The purpose of integrity is

to provide assurance that information is accurate, consistent, and trustwor-

thy over its entire life cycle. The false data injection attack is one example

of attacks targeting the integrity of the system. In this scenario, the adver-

sary forges or manipulates the data to corrupt critical information exchange
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and impair decision making processes in the Smart Grid. For example, Giani

et al. [129] studied the data integrity of attacks and potential defense tech-

niques against those attacks. Pasqualetti et al. [130] developed a distributed

method for state estimation to counterattack the new trend of false data injec-

tion attacks. Vikovic et al. [131] proposed a network-layer protection schemes

against stealth attacks.

• Availability: Availability is the guarantee that data and information will be ac-

cessible for control and use in a timely and reliable manner. The most common

attack against availability is the denial-of-service (DoS) attacks where the ad-

versary attempts to disrupt, delay, or corrupt the communication network to

significantly degrade its performance. DoS attacks can be launched at differ-

ent layers of the communication network, including physical layer, MAC layer,

network layer, and application layer. For example, at the physical layer, the

common DoS attack is the channel jamming attacks. Various research works

proposed the countermeasures against channel jamming. For example, Liu

et al. [132] have proposed a randomized differential Direct Sequence Spread

Spectrum (DSSS) for Jamming-resistant wireless broadcast communication.

Jin et al. [133] have demonstrated the vulnerability of SCADA systems to DoS

attacks by evaluating the impact of event buffer flooding attack in Distributed

Network Protocol (DPN3) controlled SCADA.
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5.2.3 Attack Venues

Combined with attack dimensions X and Y, attack dimension Z is considered as

well, including stealthy/strong attacks and attacks with full system/semi/zero sys-

tem knowledge. The goal of strong attacks is to inflict maximum damage in the

shortest possible time. A stealthy adversary, in contrast, is more interested in com-

promising the Smart Grid and manipulating data over a long period of time while

avoiding detection. For example, for an attack with a behavior feature, we can

obtain the measure to quantify the behavior, including entropy, statistical mean,

standard derivation, and others. Nonetheless, to avoid being detected by statisti-

cal anomaly detection and other schemes, the adversary may become stealthy and

only marginally change the attack behavior. For example, Dan et al. [134] studied

stealthy false data attacks against state estimators in power systems. Esmalifalak

et al. [135] investigated stealth false data attacks in the Smart Grid without prior

knowledge of the topology. Prior system knowledge is important to the attackers.

For example, with the complete or partial infrastructure information, the attackers

can investigate the optimal strategy to select attack nodes or links in both cyber

network and physical power grid to achieve the maximum damage.
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5.3 Case Study: Attacks against Distributed Energy Transmission

From the point of view of demand response, power systems are made of four essen-

tial components: the supply nodes that provide energy, the demand nodes repre-

senting energy consumers, the bidirectional communication network for data and

information exchange, and the power transmission link lines. Balancing the sup-

ply and demand can be formalized as an optimization problem. An efficient and

comprehensive power balance optimization integrates various constraints. The first

constraint is that the total power input of demand nodes shall be equal to the user

demanded power. Besides that, the total power output of supply nodes cannot ex-

ceed its capacity. In addition, the power flows should not exceed the capacity and

physical characteristics of energy links or power lines.

The false data injection attacks as described in our previous research stud-

ies [61] and shown in Figure 5.2, can be classified as follows: < X1 : end user/X2 :

communication network/X3 : system operation, Y2 : integrity, Z2 : strong/Z4 : full sys-

tem knowledge>. In a false data injection attack scenario, the adversary may alter

the integrity of the demand and response message by forging energy information

or energy link state which will cause a disruption of the energy distribution process

and impair the optimization of power flows. There are the following three different

ways to inject false data:
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Figure 5.2: Attacks against Energy Transmission in 3D Attack Space

• Injecting false energy request: Once the adversary has compromised the de-

mand nodes, a forged energy request that is more than its actual demand will

be sent out. The resulting redundant power generation will lead to more en-

ergy waste partly because the excess power outweighs the limited capacity

of the storage devices. In addition, the redundant power generation will in-

crease the transmission cost and probably cause power outage as the power

flows are distributed to the compromised demand nodes.
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• Injecting false energy demand: In this case, the adversary uses the compro-

mised nodes to forge less power supply than its actual capacity. The conse-

quence will be disrupted power distribution and impaired power flows where

some demand nodes fail to receive the enough power.

• Injecting false link-state: In addition to forging the energy information, the ad-

versary can launch attacks by injecting false energy link-state information into

the energy distribution. The consequence could incur high energy transmis-

sion cost and imbalance of energy supply because power flows will be routed

to invalid energy links. In addition, as some energy links are falsely invalid,

multiple nodes are isolated from the grid.

The graph and optimization theory can be leveraged to model the aforemen-

tioned attacks and to perform the quantitative analysis of their impact on the en-

ergy distribution. To demonstrate the impact of energy deceiving attacks on the

distributed energy routing, we conducted performance evaluation based on the sim-

plified version of the US Smart Grid shown in Figure 5.3. We select one major city

of individual states as a node in the topology. The backbone of the interstate power

delivery is based on the connection between these nodes. The fifty US states are se-

lected as simulation objects, which are divided into five regions during simulations

as shown in Figure 5.3. Notice that such a simplified topology could validate our

ideas and demonstrate the consequences of those attacks.
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Figure 5.3: The US Smart Grid Topology

The data set used for simulations is based on “2009 US Energy Information

Administration State Electricity Profiles" [136]. To access the capacity of power

link, the averaged real-time data per second on each link, is computed based on

the averaged 2009 US interstate power delivery data. The length of the power

link, which represents the distance between two paired nodes, is computed using

the Google map. To evaluate the impact of energy deceiving attacks against the

distributed energy routing, we consider the following attacks discussed in previous:

(i) the false quantity of power that demand-nodes provide, (ii) the false quantity

of power that supply-nodes provide, and (iii) the false states of the power links. In
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Figure 5.4: Increased Cost versus Compromised Demand-Node Rate

addition to the number of compromised nodes, another parameter to measure the

strength of attacks is the quantity of power data to be manipulated. Obviously, the

larger the quantity of power data to be manipulated, the stronger the attack is.

To measure the impact of energy deceiving attacks, we consider the increased

delivery cost, the user outage rate, and supplied power loss as key metrics listed as

follows : (i) Increased delivery cost: It is defined as the increased total power delivery

cost caused by forged power data. (ii) User outage rate: With the manipulated

quantity of power information, the total power supply may not satisfy all requests

from nodes, and some nodes will become outage to ensure reliable power support

of other nodes in the grid. (iii) Supplied energy loss: The forged power requests will
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Figure 5.5: Increased Cost versus Compromised Supply-Node Rate

make the waste of the power supply. Our simulation data focus on these metrics to

evaluate the impact of attacks. All simulations in this paper were conducted using

Matlab 7.0.

Impact on Increased Power Delivery Cost: In this set of simulations, we des-

ignate 22 states of the US as power-demand states. Figure 5.4 shows the impact

of the compromised demand-node rate on the increased power delivery cost. As

we can see, with the increase in the compromised demand-node rate, the power

delivery cost increases almost linearly. The different curves in the figure show the

different quantity of forged power request. Obviously, the larger the quantity of

power request data to be manipulated, the more power delivery cost is increased.
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When all demand nodes are compromised and forged 15 units power request, there

is 19.11$MM cost increase. The result matches with the our analytical result.

When the power-supply nodes are compromised, Figure 5.5 depicts the impact

of the compromised supply node rate on the increased power delivery cost. As we

can see, with the increase in the compromised supply-node rate, the power delivery

cost increases as well. When more quantity of power is manipulated to reduce

power supply, the power delivery cost becomes higher. For example, if 84.6% of

supply-nodes are compromised, and each supply-nodes is manipulated to reduce 10

units supply, the increased power delivery cost approaches 6.6$MM.

For attack forging the false state of power links, Figure 5.6 shows that when the



65

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Compromised Demand−Node Rate

U
se

r 
O

u
ta

g
e

 R
a

te

 

 

Increased 200 Units Energy Demand

Increased 400 Units Energy Demand

Increased 600 Units Energy Demand

Figure 5.7: User Outage Ratio versus Compromised Demand-Node Rate

link is claimed as invalid, the attack impact on the power delivery cost. We can ob-

serve that, when the compromised power link rate is small, the power delivery cost

grows linearly. With the increase in the compromised power link rate, the power

delivery cost declines because of the declined number of power-demand nodes and

power-supply nodes. For example, Figure 5.6 shows that the increased delivery

cost would drop off, when 20% links are compromised. The data “20%" is obtained

through the performance evaluation and it is related to the network setting (e.g.,

topology and others). When all states of links are manipulated as invalid, there

is no energy delivery in the grid, so the energy delivery cost approaches zero. As

shown in Figure 5.6, selecting compromised power links based on capacity leads
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Figure 5.8: User Outage Rate versus Compromised Supply-Node Rate

to more serious effect on the delivery cost than selecting compromised links ran-

domly, because randomly selecting compromised links will not always cause energy

routing changes.

Impact on User Outage Rate: The forged power data will result in imbalance

between power-supply and power-demand nodes. Figure 5.7 depicts the user out-

age rate versus the compromised demand-node rate. As we can see, when the

quantity of power in compromised node is small, the user outage rate is not signif-

icant. When the large power requests caused by the attack, the user outage rate

increases rapidly with the increase in the compromised demand-node rate. When
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Figure 5.9: User Outage Rate versus Compromised Energy Link Rate

all demand-nodes are compromised, 600 units demand is manipulated at each com-

promised node, the user outage rate approaches 36.3%.

Figure 5.8 depicts the impact of user outage rate versus the number of supply-

nodes being compromised. When a small number of supply-nodes are compromised

or the small quantity of power supply is manipulated, the total power supply could

meet the total power demand. Obviously, at the beginning of these curves shown in

the figure, because there is no influence on demand-nodes, the user outage rate is

almost zero. When around 15% supply-node is compromised, the user outage rate

increases rapidly.

Figure 5.9 shows the user outage rate versus the compromised power link rate.
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Figure 5.10: Supplied Energy Loss versus Compromised Demand-Node Rate

As we can see, with the increase in the compromised power link rate, the outage

nodes increases smoothly at the beginning. This indicates that the small number

of the power links claimed as invalid has a little impact on the effectiveness of

energy routing process. Nonetheless, with the increase in the compromised power

link rate, more nodes cannot obtain enough power from the grid, leading to more

nodes to be outage. When the compromised link ratio is around 30%, the user

outage rate grows rapidly. It also shows that selecting compromised power links

based on capacity leads to greater user outage rate than selecting compromised

links randomly.
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Impact on Supplied power Loss: To investigate the impact of attacks on en-

ergy power loss, we show the relationship between the supplied power loss and

the compromised demand-node rate in Figure 5.10. When the forged power re-

quest increases, more energy is supplied to meet these forged power requests. As

we can see, the supplied power loss increases in a linear fashion with the compro-

mised demand-node rate. When the supplied power loss approaches some level,

it will stay in the same value. For example, for 600 units demand manipulated at

each node, when all demand-nodes are compromised, the power supply loss will

be 8400MW , which is the same supplied power loss as the scenario, in which 63.6%

of demand-nodes are compromised. Because the quantity of power requests is ma-

nipulated, more demand-nodes are outage. When compromised demand-nodes be-

come outage, the forged power requests cannot be generated by these nodes.

5.4 Defensive Taxonomy

Based on the explored attack space in the Smart Grid, to defense against the di-

versified threats, as shown in Figure 5.11, we develop a defensive taxonomy in the

Smart Grid, which consists of defensive methodology, defense sources, and defense

domains.
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Figure 5.11: Defensive Taxonomy

5.4.1 Defensive Methodology

For the defensive methodology, we will introduce proactive defense, reactive de-

fense, and predicative defense.

• Proactive Defense: The proactive defense is referred to as preemptive self-

defense actions to interdict and disrupt attacks against the Smart Grid. Many

proactive automatic defense technologies have been developed [137], in which

emergent attack strategies can be anticipated and these insights are incorpo-

rated into the defense designs. The proactive defense takes preemptive self-

defense actions to interdict and disrupt attacks against the Smart Grid. Nu-

merous monitoring and detection tools (e.g., Fuzzing [138], SYSSTAT [139],
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etc.) can be used to discover exploitable vulnerabilities proactively to make

systems robust against cyber-attacks, in addition to anticipating potential causes

of attacks. In addition, various system management and security tools can be

deployed in the Smart Grid to establish a trustworthy architecture.

• Reactive Defense: Proactive defense mechanisms can mitigate and disrupt most

of the known attacks against the Smart Grid. Nonetheless, the new cyber-

attacks can still bypass proactive defense. To deal with new cyber-threats,

reactive defense mechanisms, which consist of effective data attestation and

anomaly detection, can be leveraged to diagnose the behaviors of Smart Grid

systems based on the monitored metrics (e.g., state estimation etc.). For ex-

ample, intrusion detection system can be deployed in the Smart Grid to con-

duct anomaly detection that monitors the characteristics of individual nodes

and the events occurring in nodes for suspicious activities. The threat mon-

itoring software or tools installed on nodes (e.g., smart meters, SCADA sen-

sors) collect suspicious information in real-time from real-time data, system

logs, security logs, application logs, and others, and forwards detection re-

ports to the management node, which further conducts threat analysis and

detection. The monitoring tools monitor suspicious activities on the node, in-

cluding the integrity of system files, dynamic behavior, suspicious processes,

illegal resource accesses, and others.
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• Predicative Defense: Compared with reactive detection in which corrective ac-

tions are taken after an anomaly occurs and might prolong service downtime,

predictive defense can achieve online anomaly prediction and raise advance

anomaly alerts to system administers in a just-in-time fashion, aiming at rais-

ing advance alerts to trigger anomaly prevention. Generally speaking, predic-

tive defense aims to improve the ability of defense systems to predict behav-

iors of new attacks. For example, effective techniques shall be developed to

foresee impeding system anomalies through attacks forecasting.

5.4.2 Defense Sources

As we stated in Section 5.2, the adversary can launch various sophisticated attacks

against Smart Gird to disrupt the system operations by injecting false data to the

working nodes, distributing computational results for the Smart Grid applications.

Therefore, to deal with different types of attacks, we propose our defense tech-

niques in both data and system levels.

• Data Level: In the data level, security can ensure the trustworthy of sens-

ing data such as meter readings. For example, we can develop a pre-defined

data self-correction method to detect and recover the compromised computa-

tional data to achieve proactive defense. In addition, low-cost data attestation

mechanisms can dynamically verify the integrity of data processing results and
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pinpoint malicious nodes when inconsistent results are recognized.

• System Level: In the system level, real-time behaviors of system operations are

examined to ensure that the system is in both operation secure and efficient.

For example, as a proactive defense, we can implement and deploy monitor-

ing and detection tools to discover exploitable vulnerabilities proactively to

make smart gird system robust against cyber-attacks. For reactive defense, ef-

fective anomaly detection techniques need to be developed. One possible way

is to use the behavior based detection approach through machine learning

(e.g., Support Vector Machine, Naive Bayes, etc.) and other statistical based

detection schemes (e.g., hypothesis sequential testing, etc.).

5.4.3 Defense Domains

Targeting the sensing data of the Smart Grid, the adversary can make large changes

to the measurement data in a short period in territory or make small, subtle changes

over a long time interval. To defense these attacks, we consider both spatial-based

and temporal-based defense methods.

• Spatial-based Defense: Recall that in stealthy attacks, the adversary may change

measurements from multiple sensors marginally, such that individual compro-

mised measurements will not be detected by the statistical anomaly detection

discussed above. Spatial-based detection scheme can be used to detect such
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stealthy attacks. When we view all the measurements received at a certain

time as a unity spatially, the accumulated deviation of all the marginally com-

promised measurements will be significant. The measurements are random

which follows a multivariate Gaussian distribution and can be estimated based

on historical data. The use of the Gaussian distribution can be theoretically

justified by assuming that many small, independent effects are additively con-

tributing to each observation. Nonetheless, when false data injection attacks

exist, it must change some specific measurements marginally and the combi-

nation of those measurements will lead to the state variables derived far from

their true values. The deviations of all the measurements can be accumulated

in a vector from their means, and the accumulated deviation can be stood up.

Considering the null hypothesis at a certain false positive rate, a threshold

shall be given to detect the data changes.

• Temporal-based Defense: one of temporal based defense strategies is based

on on-line nonparametric cumulative sum (CUSUM) change detection mech-

anism [54]. In this scheme, the two hypotheses will be defined: H0 (normal

condition) and H1 (being attacked). The CUSUM change detection algorithm

assumes the observation begins with H0, and at time k, it changes to hypothe-

sis H1. The goal of this scheme is to detect such a change as soon as possible.



75

Given a suppressed false positive rate, the CUSUM algorithm tends to min-

imize the time N (N � k), for which the test stops and determines whether

a change occurs. Two metrics are used to measure the effectiveness of the

temporal-based detection: false positive rate and detection time. The false

positive rate is defined as the probability of falsely rejecting the null hypothe-

sis H0 and the detection time is the average time that it takes to detect attacks.

Obviously, the smaller the values of both metrics, the higher the performance

of the detection.

5.5 Integrated Simulation and Emulation Environment

It is worth noting that our developed attack and defense taxonomies can establish

a foundation to further explore possible attacks and defensive mechanisms. Us-

ing orthogonal to mathematical and logical methods, we can derive attack scenar-

ios and defensive schemes based on our proposed taxonomies. To understand the

consequence of attacks and study the effectiveness of countermeasures, we should

develop integrated simulation (co-simulation) and emulation environment. Using

the Smart Grid as an example, an integrated co-simulation platform should be de-

veloped to simulate and emulate both physical components (e.g., smart meters,

inverters, sensors, relays, data acquisition devices, PMU (power management unit),

etc.) and cyber components (e.g., SCADA, AMI, etc.). The high performance servers
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can be deployed to execute a large number of virtual machines to build large-scale

emulation testbed. Simulink, the virtualized software-based PMU, and network

emulator (ns-3) can be integrated into the testbed. In each virtual machine, the

specific software (e.g., powerworld, RTDS, Trilliant, Testbench, etc.) can be de-

ployed to emulate energy-related information. Based on this integrated platform,

a set of use case scenarios derived from our developed taxonomies can be evalu-

ated. In this way, the attack impact on both power grid and cyber networks and the

effectiveness of countermeasures to mitigate attack impact can be evaluated.

5.6 A Unified Theoretical Framework to Investigate the Effectiveness of the

Synergy of Risk Analysis, Threat Detection, and Defense Reactions

Generally speaking, in the Smart Grid, the goal of risk analysis area research is to

assess vulnerabilities and risks. The goal of a detection area is to conduct anticipat-

ing, detecting and analyzing malicious grid system activities. The goal of an agility

area (as one of effective defense reaction) is to undertake agile cyber maneuvers to

thwart and defeat malicious activities. With the synergy of these three areas, we can

develop effective defense of the Smart Grid to increase the cost of launching suc-

cessful attacks from the adversary and/or identifying attacks while achieving high

network performance with sustainable maintenance cost. For example, the maneu-

vers in agility can be assisted to recognize the assets, threats and vulnerabilities
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while conducting risk analysis and threat detection.

Nonetheless, there is no uniform framework to assess risks in the face of un-

known system vulnerabilities. To this end, the control theoretical based framework

shall be studied, enabling dynamical threat monitoring of system to achieve effec-

tive defensive actions. In addition, Markov chains and a game theoretical based

modeling approach shall be investigated to systematically study the tradeoff be-

tween attack strategies and countermeasures.

5.6.1 Control Theory Based Theoretic Foundation

Control theory is an interdisciplinary system of research to study the behavior of

dynamic systems having one or more inputs and outputs. A dynamic control sys-

tem comprises an external input referred to as the reference and a controller that

manipulates or compensates the inputs of the system to obtain the desired effect

on the output. The aim of applying the control theory in the Smart Grid is to

achieve the grid system stability through appropriate actions in the feedback loop

with controller in response to disturbances and deviation from a set point. There

are different types of control systems, including open loop control, closed loop con-

trol, feedback control, and feed-forward control systems. The open loop control

has no feedback, and requires the input to return to zero before the output returns

to zero. The closed loop control is a self-adjusting system and also has feedback.

The feed-forward control is used to limit the deviation from the stability set point
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and prevent disturbances. The feedback control is a reactive control that automati-

cally compensates for disturbances and deviations. In the fast, there are numerous

research efforts on applying control theory to network security [111, 140–142].

For example, Cramer et al. [140] described a concept in network intrusion detec-

tion based on the statistical recognition of an intruder’s control-loop. Cardenas et

al. [111] studied the problem of securing control and characterized the properties

required by a secure control system, and the possible threats.

Figure 5.12: Control Model of Threat Monitoring and Detection Systeme

Different from the previous research efforts, we leverage the control theory

to dynamically monitor and detect the security status of Smart Grid to make it

achieve certain characteristics such as security controllability and observability in

order to achieve rapid defense actions against attacks. As shown in Figure 5.12,

the threat detection data can be collected through the monitoring agents deployed

in the Smart Grid. To enable the fast feedback and threat detection in the feed-

back loop, a cloud based technique can be used to speed up the threat monitoring
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and detection. To effectively detect threats with unknown signatures or features,

dynamic risk assessment schemes are used to support threat identification and de-

velopment of defensive mechanisms. Concurrently, comparing the detection results

with predefined security objectives, the defense reaction (e.g., agility) of the system

is to support the planning and control of a maneuver, such as intrusion detection

deployment, firewall configuration, and filter configuration.

Through the control theory based framework, system stability from the security

and system performance aspects can be studied. Specifically, principled theories

leading to autonomous anticipation and adaptation to threats can be leveraged to

eliminate costly, labor-intensive defensive measures and repairs to the Smart Grid.

As a result, the complexity inherent to security can be significantly reduced and the

impact on the Smart Grid operations can be controlled.

5.6.2 Markov Chains & Game Theoretic Based Approach

As we mentioned in Section 5.4, our proposed control theoretic framework can

detect the deviation from the predefined system security objectives. Nonetheless,

how to effectively adapt and defend strategies to force the adversaries to abandon

their attacks or make those attacks less effective are challenging issues. To this

end, we use the Markov chains and game theory to dynamically adapt detection

and response strategies to deal with various cyber-attacks. In the past, game theory

has been extensively studied in distributed systems and network security [143–
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146]. For example, Alpcan and Basar [145] conducted a game-theoretic analysis

of anomaly detection in access control systems, while Liu et al. [146] applied game

theoretic results to anomaly detection in wireless networks.

Different from the previous research efforts, in-depth data analysis process con-

sists of three levels and is executed in detection and agility components. In particu-

lar, level 1 is to generate security objects and related pedigree information from the

collected data, level 2 is to determine the Smart Grid system security status with

the risk analysis process, and level 3 is to identify the defense strategies related to

the current the Smart Grid system status.

Based on the Smart Grid system status, game theoretical based modeling and

analysis can be useful to study the interaction between the adversary and the de-

fender. In the game theoretical formalization, the four components are considered:

parties, parties’ strategies, outcome of the game, and parties’ objectives. In our sys-

tem, we consider two types of parties: attacker and defender. Recall in Section 5.2,

we explore the attack space and attacks that can be classified as stealthy attacks and

strong attacks. The adversary may have full or partial system knowledge. The ad-

versary’s strategy varies based on specific attacks to be launched, such as privilege

escalation attack, and malware propagation. Recall in Section 5.4, we investigate

effective threat detection schemes. The defenders’ strategies rely on these detection



81

schemes to take corresponding actions, such as intrusion detection system deploy-

ment, firewall configuration, and filter configuration. The strategy combination of

the defender and attacker determines the outcome of the interaction. Several cases

can be considered such as an attack that is launched and not detected; an attack

that is launched and detected; the adversary chooses not to launch the attack, but

no detection alert is issued; and no attack is launched, but a false alarm is issued.

The objectives of adversary are to launch an attack that is hard to be detected and to

choose the strategy that maximizes its expected impact. Oppositely, the objectives

of the defender are to detect as many attacks as possible and to reduce the number

of false positives. Based on the defender’s and the adversary’s strategies and objec-

tives, the interactions between the adversary and the defender and various game

theoretic models can be studied, including static, stochastic, and repeated games.

5.7 Summary

In this chapter, we systematically explored the space of attacks in energy manage-

ment process and take attacks against distributed energy transmission as an exam-

ple to investigate the risk of those attacks. Based on the explored attack space, we

systematically investigated the defense taxonomy to present how to secure energy

management process in the Smart Grid, and proposed defensive strategies. Finally,
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we introduced a unified theoretical framework to study the effectiveness of the syn-

ergy of risk analysis, threat detection, and defense reactions.
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Chapter 6

A Cloud Computing Based Architecture to Improve Efficient and Secured
Smart Grid Operations

6.1 Overview

In the Smart Grid, a large amount of data will be collected from physical and cyber

components and transmitted to the computing core through communication net-

works that enables efficient and secured operations of the Smart Grid [147, 148].

For example, in the Smart Grid, renewable energy sources, distributed energy stor-

age, and generation need to be efficiently integrated and managed through com-

plex and computationally intense models, real-time analysis, and visualization. Col-

lected massive streaming data will be generated from power grid to Energy Man-

agement System (EMS) to enable efficient system operation [149].

In addition, to provide a highly secured the Smart Grid, a threat monitoring and

detection system should be developed to efficiently mitigate cyber-threats against

the Smart Grid. Effectively processing of threat monitoring data from both physical

and cyber components will facilitate the detection of cyber-threats and help security

administrators respond to cyber-threats in a timely manner. Nonetheless, develop-

ing a scalable, reliable and robust defense system for the Smart Grid is a challenging

task. It is challenging to quantify the impact of threats as they may come from vari-

ous sources and to detect threats because the detection system has to inspect various
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data sources, which are always in large-scale with different formats and semantics.

Monitoring the Smart Grid applications (e.g., cyber and physical components) and

threat detection are characterized by very high volume data streams and real-time

processing requirements. Resources in the Smart Grid (e.g., bandwidth, storage,

etc.) are also limited. For example, given a large number of meters in the grid, it

becomes a huge computing workload to analyze data and to provide useful infor-

mation for applications and operators. How to efficiently store and process such

big data to assist secured and efficient operation of the Smart Grid has become a

challenging and urgent issue.

To address the aforementioned challenges, in this chapter, we study cloud com-

puting based techniques to assist secured and efficient Smart Grid operations (e.g.,

energy forecast, distributed energy routing, and others). The proposed system con-

sists of data sources cloud infrastructure, and an operation center. Monitoring sen-

sors can be deployed on devices in the Smart Grid to collect the Smart Grid com-

ponents’ information and transmit the information (e.g., raw data or alerts) to the

cloud. A cloud infrastructure is a distributed system deployed with a number of

servers, providing both storage and computation resources. There are two types of

servers in the cloud: storage servers and application servers. The collected streams

of data will be pushed and stored in storage servers in real time while application

servers will provide data analysis. MapReduce is one type of technique used to
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speed up data processing by separating and processing data streams concurrently.

Operation center plays the intelligence role that can dynamically update the Smart

Grid operation policies and configuration, and monitor the system security.

We leverage the large storage and computing resources in the cloud to conduct

big data processing and computation. We investigate and develop a streaming-

based storage model to minimize transmission latency and computing delay. To ef-

ficiently collect and process large data stream from the Smart Grid components, we

investigate stream processing mechanisms (e.g., MapReduce [150]). The MapRe-

duce usually consists of two functions: Map() function and Reduce() function,

where Map() function performs filtering and sorting operations on the data and

Reduce() function is in charge of summary operation (e.g., finding the number of

occurrences of a given pattern) [151].

6.2 MapReduce Framework in Cloud

Generally speaking, the MapReduce is a parallel programming model primarily de-

signed for batch processing over big data in a distributed computing environment

[74]. Notice the MapReduce is designed using the concept of divide-and-conquer

and follows the master/slave paradigm. The MapReduce can take advantage of the

locality of data, processing data on or near the storage assets to reduce the overhead

of transmitting data. To address the big data issue, a master node will divide the
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Figure 6.1: A MapReduce Framework

task into a number of small subtasks, which are independently executed in parallel

on multiple slave nodes. Slave nodes can be either individual threads, processes,

or individual computers. Intermediate results from slave nodes will be further inte-

grated to obtain the final results.

As shown in Figure 6.1, the MapReduce framework consists of user, master, map

worker, and reduce worker. The user provides a set of data Ai j to the MapReduce

framework for processing. The data set Ai j is then split into n chunks and stored in

the distributed file system. The MapReduce is based on key/value tuples and relies
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on two built-in functions: the map function and the reduce function. The map

and reduce functions can be defined by the user with a set of key/value pairs Ki !

Ai j. The key/vaule pairs can be various data types (e.g. string, integer, etc). For

example, the source IP address and the destination IP address pair can be defined

as the key with string data type and the information related to the source IP address

while the destination IP address pair can be defined as a value. The detail of map

and reduce functions will be introduced next.

6.2.1 Map Function

For the map function, after data is input into the MapReduce framework, the master

will manage and maintain data in the distributed file system. Based on the defined

map function with key/value pairs by users, the master will divide the processing

task into multiple subtasks and distributes them to map workers. After receiving

assigned tasks and data locations, the map worker will read the data from the

distributed file system and process data. Then, the map worker will scan the input

data and perform key matchings to list associated key/value pairs. The map workers

can run subtasks concurrently and the master will keep tracking the progress of

individual subtasks. Subtasks in the waiting queue will then be assigned to the map

workers when they become available. The output of the map worker will be a set of

intermediate key/value pairs Ki ! Ai1 . . .Ai j, which will be output into intermediate

files and stored locally. The intermediate key/value pair is the list of values related
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to defined keys. The locations of intermediate key/value pairs will be feedback to

the master. In the following, we illustrate an example with the three traffic inputs

to the map worker.

1. Oct 16 03:07:38 192.168.1.1 192.168.1.2 80

2. Oct 16 03:07:42 192.168.1.23 192.168.1.40 80

3. Oct 16 03:07:42 192.168.1.5 192.168.1.96 23

We can see that the traffic input 1 and input 2 are from the same port 80.

We define the key as the port number and the value as the recorded information

associated with the selected port number. The aggregated results of intermediate

key/value pairs are listed as follows:

1. 80: ["Oct 16 03:07:38 192.168.1.1 192.168.1.2",

"Oct 16 03:07:42 192.168.1.23 192.168.1.40" ]

2. 23: ["Oct 16 03:07:42 192.168.1.5 192.168.1.96"]

6.2.2 Reduce Function

In the reduce function, prior to the computation, the intermediate results need to

be shuffled or sorted to group the identical intermediate key/value pairs located

in different intermediate files. Based on the key sorting results K1, . . . ,Ki, the mas-

ter will assign different tasks to the reduce workers, along with the intermediate

key/value pair locations. For example, the intermediate key/value pairs with the

key ranging from K1 to Kx will be assigned to one reduce worker and the intermedi-

ate key/value pairs with the key ranging from Kx+1 to Ki will be assigned to another
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reduce worker. The reduce worker will locally or remotely retrieve the intermediate

results and perform the key/value computation. The output of the reduce function

will be returned to the distributed file system and reported to the master. After all

the map and reduce workers complete the assigned subtasks, the master will return

final results to the user.

6.2.3 Apache Hadoop

Generally speaking, Hadoop [89] is an open-source software framework licensed

under the Apache v2 license. As a MapReduce implementation, Hadoop supports

data-intensive distributed applications and can work with a number of computation

independent computers and deal with petabytes of data. In order to perform the

network traffic analysis for cyber security situation awareness, Hadoop consists of

the following functions:

• Network Data Capture: It is responsible for capturing network traffic data.

Once network data is captured, this function computes flows and exports data

to specified collectors. To capture network traffic data, software tool such

as nProbe can be used. The traffic capture can be performed by a high-end

system with dedicated hardware if needed.

• Netflow Collection: It is performed by specific software named collectors such

as nfCapd, which reads the netflow data collected from the network and stores



90

it into binary files.

• Traffic Information Storage: The software tool such as nfdump can be used to

read the netflow data from files and dump them to store as plain-text files.

In Hadoop, there are several important components such as the distributed file

system, the database management system, and the user interface, which all are

important to support the above functions. In the following, we will describe these

components.

• HDFS (Hadoop Distributed File System): It is responsible for data management

and manipulation. HDFS provides a reliable storage of both input and output

data required by MapReduce tasks. In HDFS, data is stored as files that can

be split and distributed across multiple nodes. Unlike other distributed file

systems, HDFS is explicitly designed for applications with large datasets. It

features a high fault-tolerance through data replication, concurrent access to

files, cross platform portability, and low cost deployment.

• Hbase: It is an open source, non-relational, distributed, and column-oriented

database management system that runs on top of HDFS. To enable scalable

parallel processing of data, Hadoop integrates a tool named Cloudera Impala,

an open source Massively Parallel Processing (MPP) query engine. Cloudera

Impala enables the capability for users to issue low-latency SQL queries to
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the data stored in HDFS and Apache Hbase without the physically moving or

transforming the data.

• Pig and Hive: To interact with users, HDFS provides two non-programmatic

interfaces Pig and Hive to process queries from users and present datasets in

a standardized way. Pig and Hive receive queries from users, compile queries,

and execute them on nodes. HiveQL is a query language provided by the

hive interface. Similar to the well-known Structured Query Language (SQL),

HiveQL presents data as tables to perform the basic SQL operations such as

select, join, insert, and etc.

6.3 System Architecture

In this section, we first show the system architecture, which consists of several key

components: data sources, cloud infrastructure, and an operation center.

Data Sources: The components in the Smart Grid consists of physical devices

(e.g., smart meter, storage devices, and others), end hosts (e.g. computers, mo-

bile devices, and others) and network devices (e.g., routers, firewalls, and others).

As the resources of components are limited, they lack the computation ability and

storage capacity in comparison with high performance computers. The cloud in-

frastructure will provide a huge storage capacity and computation power to per-

form efficient and secured energy management. Hence, the data from distributed
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the Smart Grid devices are continuously streamed up to the cloud infrastructure

for monitoring and analysis purposes. For example, for the Smart Grid security

management, various logs (e.g., system logs, security logs, application logs, and

etc.) on physical devices and computers can be used to perform both static and

dynamic behavior analysis of malware on the Smart Grid components [152]. With

the help of network devices (e.g., routers, firewalls, sniffers, etc.), the Smart Grid

network traffic data (e.g. the number of scans from designated sources and desti-

nations, etc.) can be collected and used to detect attacks. To provide an efficient

and fast data retrieval with processing for threat detection, the collected data shall

be normalized in a specific format.

Cloud Infrastructure: The cloud computing infrastructure is composed of mul-

tiple distributed servers, which are responsible for provisioning storage and com-

puting resources to cyber security applications. Pushing storage, computation and

analysis to the cloud will not only resolve the issue of the limited resources on an

Smart Grid device, but also significantly improve the efficient and secured energy

management through the fast data retrieval and processing. More importantly, the

implementation of a large data processing technique such as the MapReduce will

make the system more efficient through eliminating operation delays and enabling

real-time processing of data streams. In addition, the reliability of the system can

be improved as servers in the cloud infrastructure are immune to the single node of
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failure.

Operation Center: In the Smart Grid, the operation center can hold the intel-

ligent role and be responsible for analyzing the stream data stored in the cloud to

perform efficient and secured energy management. The operation center interacts

with distributed grid devices and cloud servers by pushing cyber operation poli-

cies and configuration to the monitored end-user devices and cloud servers. To

compound this system, the data visualization will provide the operation center to

real time power consumption situations and conduct the cyber security situation

awareness to deal with emergent and dangerous cyber threats.

6.4 A Cloud Computing Based Architecture to Improve Efficient Smart Grid

Operations

To make the system efficient, we then introduce the two key function modules in

our system: data storage module and task scheduling module.

6.4.1 Data Storage Module

In the Smart Grid, the data streams can be collected from the Smart Grid compo-

nents for the efficient and secured energy management. However, to meet real-time

requirements posed by the efficient and secured energy management, there are sev-

eral challenges. First, a large number of monitoring data streams, including both
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host-based and network-based data, is collected from the Smart Grid devices dis-

tributed over the network and streamed to the central database for detection and

analysis purposes. The mounting volume of data stored in the central database

and the continuously increasing storage capacity incur a high cost and can signif-

icantly slow data extraction and the overall performance of the system. Second,

the real-time data processing to generate useful information is time critical and the

latency should be kept at a minimum in order to assure the effectiveness of energy

management.

To address these challenges, we can leverage the large storage and computa-

tional resources in the cloud to conduct the efficient and secured energy manage-

ment. To do so, a streaming-based storage model is developed in order to reduce

the storage processing time. The cloud infrastructure consists of a number of cloud

servers distributed across multiple locations to accommodate threat monitoring and

detection on dispersed end user devices in the enterprise network. The cloud stor-

age server provides bi-directional data synchronization capability to distributed de-

vices, reducing the time needed for storage, and avoiding a potential bottleneck of

a centralized system. Additionally, the streaming-based storage model should con-

sider the tradeoff between transmission delay incurred by the available bandwidth,

and the propagation delay incurred by the distance between user devices and the

storage servers.
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In the cloud infrastructure, a number of cloud storage servers are distributed

across multiple locations. The data stream can be transmitted to the storage server

based on an optimal route, reducing the time needed for storage. Distributed cloud

storage servers can store data based on the locations of end-user devices over time.

With the contiguous data stream stored in the cloud, the status of storage server

can be formulated as

Z tn+1

tn
B j(x)dx+Q j(tn) = Q j(tn+1), (6.4.1)

where 0 5 Q j(tn+1)5 d ·Qmax
j , d is alert threshold and Qmax

j is the maximum capac-

ity of storage server j. When the Q j(tn+1) > d ·Qmax
j , the alert will be issued and

broadcasted to the application servers if there is a little storage space on server j.

To rapidly and efficiently store a large amount of data and minimize the delay

of storage process, we need to consider the following constraints: (i) The delay for

the big data storage mainly consists of a data propagation delay and a transmission

delay; (ii) The data propagation delay is affected by the distance Li j(t)) between

the end-user device i (i 2 [1,m]) and the cloud storage server j ( j 2 [1,n]; (iii) The

data transmission delay relies on the available link bandwidth Bi j(t); (iv) The sum

of supported bandwidth to each device cannot exceed the total available link band-

width B j on the storage server; (v) The size of data in the storage server j cannot

exceed the maximum storage capacity; (vi) The dataset from a user device i shall
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be split at least Si chunks and stored in different storage servers; (vii) All the dis-

tributed stored data chunks associated with the user device i can restore the whole

dataset associated with the user device i.

Based on the above constraints, we formalize the optimal data storage process

as an optimization problem, which is listed as follows:

Objective. Min

8
<

: Â
i2[1,m]

(T 1
i +T 2

i )

9
=

; (6.4.2)

S.t.
8
>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>:

8i 2 [1,m],8 j 2 [1,n],

Â
j2[1,n]

(a ·Li j · xi j) = T 1
i ,

Â
j2[1,n]

(
di j
Bi j

· xi j) = T 2
i ,

Â
i2[1,m]

(xi j ·Bi j) B j,

Â
i2[1,m]

(xi j ·di j)+Q j(t) Qmax
j ,

Â
i2[1,m]

xi j � Si,xi j 2 {0,1},

Â
j2[1,n]

(xi j ·di j) = di,

where a is constants, di is the size of data collected from user device i, and di j is the

data chunk size of user device i. When the network traffic is low, few data streams

share the bandwidth concurrently, so that the propagation delay T 1
i plays a key role

in the total delay of the storage process. Hence, using the shortest path to route

the traffic can incur the smallest propagation delay because Li j is the main factor.

When the network traffic is higher, the transmission delay incurs a larger impact
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on the total delay of the storage process in comparison with the prorogation delay.

The idle or not fully loaded storage server will be selected to receive data in order

to reduce the delay in the data transmission process. Hence, the storage server

selection should be determined by the available bandwidth Bi j to the user device.

Nonetheless, the computation overhead for the optimization increases rapidly

as the increase in scale of cloud. To overcome this, we consider dividing the large

network into multiple regions based on the locations of the Smart Grid components.

The optimal data storage process can be performed in each region and then the

optimal data storage process can be performed across multiple regions.

6.4.2 Task Scheduling Module

When there is a large amount of data stored in the cloud, how to effectively sched-

ule the data processing is a challenging issue. To this end, an optimal task schedul-

ing model should be developed to assign tasks optimally to slave nodes with an

objective of achieving the shortest data processing time. To minimize the data pro-

cessing time, all the tasks shall be balanced to different servers that perform the

computation. In an ideal condition, when all the servers concurrently complete

the computations of tasks, the time taken to process all tasks shall be the short-

est. Nonetheless, in reality, all the servers cannot complete all tasks computations

simultaneously.

As such, the problem of the optimal task scheduling can be formalized with
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considering the following constraints: (i) The objective is to minimize the variance

of data processing time on all servers; (ii) The data processing time of each server

is affected by the server computation speed, data set size, and available bandwidth

of the server; (iv) The server computation speed is related to the status of CPU and

memory; (v) Each data shall be processed in one server. With the aforementioned

constraints, the optimal task scheduling model can be formalized as follows:

Objective. Min

8
<

:Max{ Â
s2[1,z]

(Ts �T )2}

9
=

; (6.4.3)

S.t.
8
>>>>>>>>>>><

>>>>>>>>>>>:

8k 2 [1,w],8s 2 [1,z],

Â
s2[1,z]

Ts · 1
z = T ,

Â
k2[1,w]

[xks · (dk
vs
+ dk

Bs
)] = Ts,

w1Ms +w2Cs = vs,

Â
s2[1,z]

xks = 1,xks 2 {0,1},

where w is the number of tasks, z is the number of servers, Ts is the data processing

time on the server s, T is the average data processing time on all servers, dk is

the data size of the task k, Bs is the available bandwidth of the server s, vs is the

computation speed of the server s, Ms is the memory status of the server s, Cs is

the CPU status of the server s, and w1 and w2 are the weight coefficients. Based

on the modeling, we can see that when T = T1 = T2 . . . = Tz, the objective function

can be minimized such that all the servers and all the tasks can be computed in the
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shortest time.

6.5 A Cloud Computing Based Architecture to Improve Smart Grid Security

In this section, we will introduce the cloud based threat detection and then discuss

the scene investigation based on the system architecture we proposed.

6.5.1 Threat Detection

To improve the operational efficiency and reliability of power grids through the use

of cyber computing and communication technologies, the risks of cyberspace breach

on power grid systems need to be seriously studied before massively deploying the

Smart Grid technologies. There have been growing concerns in the Smart Grid on

protection against malicious cyber threats. The operation and control of the Smart

Grid depend on a complex cyberspace of computers, software, and communication

technologies. Because the measurement component supported by smart equipment

(e.g., smart meters and sensors) plays an important role, it can be a target for

attacks. Because those measuring devices may be connected through open network

interfaces and lacking tamper-resistance hardware increases the possibility to be

compromised by the adversary. The adversary may modify data and compromise

measuring components by injecting malicious codes into the memory of measuring

components
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To address the challenging issue of detecting cyber threats through a large num-

ber of data streams in the Smart Grid, we investigate the cloud based threat de-

tection using parallel computing techniques. As an example, signature-based threat

detection relies on a set of rules that are used to match packets. Rules can be used to

represent characteristics of known attacks, such as the protocol type, port number,

packet size, packet content (both strings and regular expressions), and the posi-

tion of the suspicious content. Both signature-based detection and anomaly-based

detection will be integrated to systematically examine system logs, configurations,

and traffic logs stored in the cloud.

The cloud based threat detection consists of two sub-components: a parallel

signature-based detection module and an anomaly-based detection module. First,

the parallel signature-based detection will be used at the front-end of the cloud to

detect known external threats through the signatures string matching on captured

threat information. A traffic splitter balances and distributes workload to MapRe-

duce slave servers. Each MapReduce slave server will conduct the string matching

on threat signatures and report the result. Second, the anomaly-based detection

module conducts anomalies analysis on logs stored in the cloud to uncover poten-

tial intrusion, misuse, and abnormal behaviors.

To improve detection efficiency, we will develop a MapReduce based machine

learning scheme to deal with big threat monitoring data efficiently. The main idea
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is to speed up the machine learning process using cloud computing and MapReduce.

The first step is to collect the characteristics of threat monitoring data from threat

monitors in the Smart Grid. To accurately and rapidly detect anomalies, techniques

(e.g., MapRduce based machine learning (MML) schemes, etc.) can be used to

profile the dynamic characteristics of collected threat monitoring data and then

used to detect anomalies. In this way, the computational burden of the learning

process is spread across multiple machines and the learned computational results

from multiple machines are then integrated into one single learned classifier. Lastly,

the learned classifier will be used to recognize whether a new observed data is

normal or abnormal.

6.5.2 Attack Scene Analysis

To improve the Smart Grid security, it is critical to determine the temporal and

spatial characteristics associated with attacks. To this end, we can conduct attack

scene analysis in both temporal and spatial domains to understand the attack intent

and behaviors. The identified attack information will be visualized to provide useful

information to the human analyst.

The spatiotemporal correlation technique can be adopted to correlate events

across both spatial and temporal domains, and identify aggregated abnormal event

patterns and security status of monitored end user devices. Generally speaking,

correlation is defined as establishing or finding a relationship between entities. It is
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a recognized technique in cyber security to improve the effectiveness of threat de-

tection and analysis process by combining information from multiple sources. The

spatiotemporal correlation technique can enable the capture of abnormal patterns

and malicious behavior by analyzing a sequence of events that occur in different

time sequences and locations across multiple segments in the network. An event is

a sequence of actions that, directly or indirectly, cause the security state of end user

devices to transit from one to another. A number of salient features should be con-

sidered in the system such as identifying the origins of attacks, circumscribing the

location and the region of occurrence, identifying potential compromised devices

based on their proximity to the regions under attack, predicting the magnitude of

the attack, and predicting future attacks.

In addition, to visualize the threat data and provide more meaningful informa-

tion, we can develop visualization features, including 1D, 2D and 3D (geolocation-

based and Google map-based) displays. To effectively detect attacks, both the dis-

crete wavelet transform (DWT) based approach and the traffic volume based ap-

proach can be used to transform the real-world information in IP addresses and

other detection features into images and investigate the patterns of threats. The

large number of IP addresses to retrieve the results for display will incur a high

computation overhead. Hence, the MapReduce paradigm can help map the data

into multiple tasks based on the time sequence and/or network regions and assign
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each task to an individual slave server. Slave servers will then compute the visual-

ization of a partial system and pass the results back to the master server, where the

information will be further aggregated and stacked to produce a global visualiza-

tion.

6.6 Implementation

Figure 6.2: System Testbed

We implemented the cloud computing based system for efficient and secured

energy management, which consists of one master node and four slave nodes, as

shown in Figure 6.2. The slave node can support both the map worker and reduce

workers. In each node, DELL Optiplex 9010 computer with Intel Core i7 3.40GHZ
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Figure 6.3: Ranking Workflow

8 processors and 16GB RAM and 2TB hard drive is used. We use the Cloudare Man-

ager as a single and central interface to carry out the configuration, management,

and monitoring of the designed system.

We downloaded the cloudera-manager-installer.bin from the Cloudera website.

We configure it with the executable permission by the command “chmod u+x cloudera-

manager-installer.bin" and the installer can be executed with the command “sudo

./cloudera-manager-installer.bin" to install the Cloudera Manager. The server is set

on port 7180. To install Cloudera Manager on hosts in the cloud, the Cloudera

Manager Admin Console is used to install and configure CDH (Cloudera Distribution

including Apache Hadoop). It is worth noting that CDH is an open source, powerful

management, and automation tool to deploy Apache Hadoop widely.

Our developed system workflow consists of four steps: data collection, data
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normalization, data computation, and data visualization. We use the scenario of

analyzing network traffic data to find anomalous behavior as an example to show

how our developed prototypical system performs cyber security management in the

Smart Grid and use the scenarios of analyzing energy consumption to demonstrate

the efficiency of energy management improvement.

• Step 1: Data Collection: The agent is distributed in the network to collect the

useful data and monitor the activities from distributed devices. It is worth

noting that the collected data is unstructured and unreadable, which needs to

be normalized. For example, the collected traffic data is stored in the network

traffic trace files with the PCAP format, which is binary and not readable.

• Step 2: Data Normalization: The collected data is normalized and stored in

HDFS. To filter out the useless information and normalize the collected data,

we use a tool called tshark, which is a wireshark network analyzer, which inte-

grates the packet capture function and the PCAP format data reading function.

tshark normalizes the unstructured data into the structured data with a spe-

cific format. For example, the network traffic data can be normalized based on

the characteristics of frame number, source IP address, destination IP address,

and port number.

• Step 3: Data Computation: In this step, the normalized data is computed using

the MapReduce framework.
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• Step 4: Data Visualization: To help the Smart Grid administrator to detect

anomalies in the network and present useful information to defend against

cyber attacks, the data visualization is implemented to transform the data

such as IP addresses and other features (e.g. time, ports, and others) into

images, which can better present the attack consequence and scenes.

6.7 Performance Evaluation

In this section, we will present the effectiveness of cloud computing architecture to

assist efficient energy management and security in the Smart Grid.

6.7.1 Improving Efficiency of Energy Management

Table 6.1: Data Range and Time Scale

Data Type Range

ID of Houses 1-283
Time Interval Hourly

Time Span Approximately 200 days
Number of Data Points Approximately 4800 (one per hour)

Table 6.2: Data Fields

Max_Temp Mean_Temp Min_Temp
Max_WindSpeed Mean_WindSpeed ID

Day-of-Year Hour Electricity Consumption

To improve efficient energy management, we take a scenario of analyzing en-

ergy consumption of each house in a time interval. We use the real-world data set
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Table 6.3: Sample of House Information

ID Building Rent Year Const. Size

1001 Townhouse, duplex or row house Rent 2004 92.90-139.35 sq. meters
1002 Single Family Detached House Own 1992 185.81-232.37 sq. meters

Figure 6.4: Energy Consumption Result (House ID, Energy Usage)

from Stanford University, which consists of meter readings from 283 houses over

200 days (between February 2010 and October 2010) [153]. The size of this data

set is 46.3MB. To demonstrate the effectiveness of cloud computing in the Smart

Grid, we duplicate the data set to create multiple data sets with different data sizes

(e.g., 30GB, 60GB, 90GB, and 120GB). An example of meter reading is shown in

Table 6.1. From the table, each house is assigned an ID. The meter reading data for

energy usage is measured hourly. The fields contained in the data set are shown
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in Table 6.2, which consists of the house ID , time, energy usage, the maximum,

mean, and minimum value of temperature, and maximum and mean value of wind

speeds. The house size (i.e., the area) is included as well. As an example, the in-

formation shown in Table 6.3 is the data associated with house 1001 that is for a

rented townhouse, built in 2004, with 92.90�139.35 sq. meters.
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Figure 6.5: The Processing Time versus The Size of Data

Figure 6.4 shows the result of energy consumption for each house in 200 days.

For example, the house ID 1001 totally consumes 5751.4785KWh in 200 days.

As shown in Figure 6.5, comparing the computation of energy consumption with

MapReduce and without MapReduce, we can see that MapReduce can achieve fast

and efficient data process. The processing time increases with the increase of data
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Figure 6.6: The Processing Time versus The Number of Nodes

size. When more slave nodes are applied in the computation process, as shown in

Figure 6.6, the processing time will significantly decrease.

6.7.2 Improving Security in the Smart Grid

To evaluate the effectiveness of cloud computing to improve cyber security in the

Smart Grid, we use the network traffic data from http://www.caida.org/home/ to

perform experiments. The data consists of a 160.8 GB data file and split into 3 GB

per chunk. In our evaluation, we consider two representative scenarios: ranking

and aggregation, as examples to demonstrate the effectiveness of our developed

system.
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To identify whether or not distributed devices have high scan traffic rates, we

implemented the ranking primitive, which has been widely used for security man-

agement. Figure 6.3 illustrates the workflow of the ranking primitive implemen-

tation in the MapReduce framework, where the host IP address and destination IP

address pair is defined as the key and the count as value. Users define the map

function to list the count for the key and the reduce function to rank the count.

Based on the map function and the reduce function defined by users, the master

will schedule tasks to the map worker and track the status of tasks. With the as-

signed tasks, the map worker will read the data from the distributed file system and

match the data to the defined key when the count is recorded. The shuffling and

sorting operation will group all counts with the same key in intermediate results

and the sort results are based on the key. Then, the reduce worker will count the

ranking results to identify the host IP addresses, which have the high scan traffic

rate. Figure 6.7 illustrates the result for conducting port ranking. As we can see,

the port 80 is most scanned, which is about 138 millions.

In cyber security management in the Smart Grid, the aggregation is another im-

portant primitive, which can be used to consolidate the analyze results and conduct

statistical analysis, as a critical part of intrusion detection. The traffic data features

(e.g., time, source address, destination address, port number, etc.) can be used as

the key to perform the aggregation. Using the port number as the aggregation key,
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Figure 6.7: Ports Ranking Result

the information related to the key will be defined as the value, which presents the

volume of data associated with the designated port. The workflow of traffic aggre-

gation is similar to the ranking in the MapReduce framework. The large amount of

network traffic data will be split and assigned to the map worker. The map worker

finds the information related to the port number and lists them. The reduce worker

will then aggregate all the related information with the same key and then generate

the final aggregation results.

Figure 6.8 shows an screenshot of the ranking in the MapReduce framework

evaluation result. We summarize all the evaluation results in Table 6.4. We can see

that in order to process 160.8 GB of data, the processing speed of the ranking and
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Table 6.4: Time versus The Size of Data

Processing Time (s)
Ranking Ranking Aggregation Aggregation

with without with without
MapReduce MapReduce MapReduce MapReduce

Data
Size
(GB)

39.8 280 1401.76 205.44 1047.53
63.1 433 2222.382 333.46 1660.79
87.9 598 3095.8 460.35 2313.5
112.3 741 3930.5 588.14 2955.7
139.2 913 4902.6 728.02 3663.7
160.8 1043 5663.4 842.15 4232.2

Table 6.5: Time versus The Number of Slave Nodes

Processing Time (s)
Ranking with MapReduce Aggregation with MapReduce

The
Number of
Slave
Nodes

1 4200 3346.7
2 2061 1644.69
3 1364 1094.21
4 1043 842.15

the aggregation can be improved after the MapReduce framework is introduced.

With the increase of data size, the time for processing data will increase as well.

Table 6.5 presents the relationship between the processing time and the number

of slave nodes. As we can see, with more slave nodes used in the system, more

computation resources can be applied to process data, leading to a declined trend

of data processing time. For example, to process 160.8 GB of data for the ranking

and the aggregation using four slave nodes, the processing time are 1043 seconds

and 842.15 seconds, respectively.
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Figure 6.8: Result Screenshot

To present useful information to security administrators, we also implemented

the network traffic visualization using the MapReduce framework as shown in Fig-

ure 6.9. Here, the horizontal axis represents the source IP address and the verti-

cal axis represents the destination IP address. The data point in this figure repre-

sents the communication density of a pair of nodes. As we can see, the address

0.3.143.223 has a high scan traffic and is highly likely to be a worm propagation

host.

6.8 Summary

In this chapter, we investigated a cloud computing based system for CPS operations

to increase the capacity for large data. Using the MapReduce framework, we de-

signed and implemented a system consisting of data sources, cloud infrastructure,

and an operation center. To make our proposed system efficient, we introduced

two key function modules of our system: data storage module and task scheduling

module. We performed the MapReduce implementation using the Apache Hadoop

and the implemented system consists of data collection, data normalization, data
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Figure 6.9: Visualization

computation, and data visualization. Using ranking and aggregation as examples of

primitive functions for security management and energy consumption computation

for energy management, we carried out experiments and our data shows that our

system can efficiently analyze a large amount of data.
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Chapter 7

Concluding Remarks

In this dissertation, we developed a framework to enable efficient and secured en-

ergy based CPS. To be specific, we first developed schemes to distribute energy

resources as well as storage devices and developed schemes to address the un-

certainty from both cyber and physical components. We established a uniformed

framework to model and analyze the effectiveness of those schemes and consider

the interactions between cyber and physical components. We then systematically

explored the space of attacks in the energy management and investigated the risk of

those attacks. We also discussed countermeasures (e.g., prevention, detection and

response) against those attacks. Finally, we proposed a uniformed cloud computing

based architecture to assist assist efficient and secured the Smart Grid operations.

In the near future and beyond, I plan to research other CPSs and big data prob-

lems that I believe are novel, challenging, important, and impactive to the com-

munity, such as efficiency and security in intelligent transportation systems, and

security in big data. My current research provides me with a solid and unique

foundation to carry out my proposed future research.
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