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Chapter 1
Introduction

1.1 Healthcare System in the United States

The healthcare system in the United States is a highly decentralized system influenced

by many stakeholders such as governments, insurance companies, provider organiza-

tions, and patients and families. In this system, providing quality care, improving health

outcomes, and reducing overall healthcare costs have been persistent, yet hard-to-reach

goals.1 The system was even characterized as "the world’s most expensive, yet least ef-

fective (health system) compared with other nations".2

In 2011, nearly 18% of the gross domestic product (GDP) was spent on healthcare

alone; this percentage is expected to increase to 20% by 2020.3 Centers for Medicare &

Medicaid (CMS) reported that in 2012, $2.8 trillion, or $8,915 per person was spent on

healthcare alone.4 This continued annual increase in health expenditures underline the

urgency of improving healthcare productivity and preventing waste, fraud, and abuse.

Although there are plenty of research studies, and plans developed to reduce costs in dif-

ferent aspects of healthcare,5–7 such as diabetes and comorbid mental health disorders,8

teriary psychiatric service,9 bariatric surgery,10 and so on; there is still a large amount of

room for reducing healthcare costs.11 If such an unsustainable trend continues, every-

body in the society will suffer dire consequences because there will be limited access to
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affordable and quality care.12

In addition to the high costs, healthcare quality and safety are constant concerns:13–16

Medical mistakes are unacceptable in modern medicine17 because they threaten our lives

and interfere with our social and productive endeavors.18 In the last two decades, health-

care quality and safety have become the first concern among different organizations.19

Such as United Nation’s World Health Organization,20 European Union,21 and other re-

gions.20 Most certainly, healthcare quality and safety draw attention from healthcare pro-

fessionals, patients and their families, researchers, payers, planners and educators in the

US as well.22

1.2 Crucial Role of Data in Healthcare

The day-to-day use and analysis of quality healthcare data holds tremendous potentials

to alleviate some of the operational and decision making problems in the US health care

system.23 Health data is used for various purposes such as paying reimbursement claims,

treating patients at the point of care, discovering the patterns and trends for diseases,

health, and well-being,24 finding and tracking policy violators,25 identifying the effective

treatments and best practices,26 and detecting fraud and abuse.27

Consistent with Moore’s and Kryder’s laws of exponential increase of computational

power and information storage, healthcare data has seen a rapid growth.28 In addition,

with better methods of extracting information, translating information to knowledge, and

deriving appropriate actions, the value of healthcare data is expected to increase even

more rapidly in the near future.29

For example, the substantial increase in the use of electronic health records (EHRs) in

the last decade resulted in an accumulation of health data which presents opportunities to

provide better care.30 EHRs are valuable tools in documenting the patient health history

and communicate it to the care teams.31 Healthcare data solutions that provide clinical
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decision support were shown to provide positive results in providing better care.32 For

example, using data stored in EHRs can potentially help providers with early recognition

of medication errors, avoid potential drug-drug interactions, receive and examine lab

results early, and provide recommended care based on accepted clinical guidelines.33

With the emerging technologies, there are also other kinds of health-related data col-

lected from multiple sources such as sensors, images, and text such as the scientific lit-

erature.34 As a result, the dimension, complexity, and magnitude of healthcare data are

increasing.

1.3 Big Problem: Poor Data Quality

Scope of the Problem: As noted, health data analytics present important potentials. Gen-

erally, in healthcare, early detection and intervention of negative trends is key to provide

better care, improve outcomes, save lives, and lower the healthcare costs.35–37 However, a

basic requirement in all cases is readily available high-quality data.37–39 Only through the

common and routine use of high quality healthcare data, can we reliably detect problems

and intervene in developing threats such as the lead poisoning cases in Flint, Michigan,40

the pill-mill pharmacies in West Virginia,41 or the sudden HIV outbreaks in Indiana.42

Healthcare data also have served as a useful resource for a various healthcare research

activities such as population health research, disease control, healthcare improvement,

patient and provider action study, and so on.

However, as the use of information system in healthcare increases, data problems are

encountered at an increasing rate in healthcare organizations.43 Despite the availability

of a large volume of complex healthcare administrative data currently maintained by

healthcare payers, providers, and governments, there are substantial wrong data items,

i.e., inadequacies for intended purposes, which reduce the financial value that can be

driven from data and constitute barriers to effectively leveraging it to improve health.44–47
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In many instances,48 the deficiencies in the data, due to lack of documentation,49, 50

lack of user training,51, 52 or delays in system updates,53 decreased the quality of data and

increased the difficulty of utilizing data effectively and efficiently. It has been stated that

clinical data does not receive the same care of research data receives when it is recorded,54

which is generally accepted as a norm because of the differences in priorities between

clinical and research settings. Introduction of HIT like EHRs has not led to any improve-

ment in the quality of the data being recorded, but, according to some, it rather led to the

recording of a greater quantity of bad data.55 Concerns specifically against the reuse of

clinical data for research were expressed due to quality problems.56

Generally, a lack of data quality can result in imprecise, useless, or even misleading

results which detract from the quality of reports produced and decisions made.57, 58 The

deficiencies in health data often increase the difficulty in obtaining useful results.48 For

example, according to a study from oracle, healthcare providers lose on average of $70.2

million annually, or 15% of additional revenue per hospital, because they cannot interpret

and translate the information into actionable insight due to the poor quality and garan-

tuan size of data they collect.59

A motivating real life example: A specific example is the poor quality of the data

stored in the Medicaid Management Information Systems (MMISs) adopted by the states.

Typically, an MMIS deployed in one of the states in the US helps manage an integrated

group of procedures and computer processing operations (subsystems) developed at the

general design level to meet principal objectives. MMIS objectives include the Title XIX

program60 control and administrative costs; service to recipients, providers and inquiries;

operations of claims control and computer capabilities; and management reporting for

planning and control.

MMIS data has been utilized successfully in a small number of studies, such as im-

proving the quality of myocardial infarction care,61 as a resource for epidemiologic stud-

ies,62 and estimating prevalence and medical care costs for diseases.63 However, these
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uses have been limited compared to the large amount of data stored in MMIS. Unfortu-

nately, there are substantial problems with the quality of the existing data in the MMIS

which reduces its usefulness for various data analytic purposes.

The reasons behind poor data quality are both accidental and essential problems that

are rooted in software development, maintenance, evolution, and adoption phases which

take place over decades in an organization. For example, the MMIS in one state has

a user interface for data management with no data validation feature in the system. The

manually inputting operation of MMIS increases the potential incorrect values in it. There

could be provider service begin dates be later than provider service end dates, which

would cause difficulty in identifying provider service valid period. In addition, there

could be some empty cells of procedure code missing in Procedure subsystem, which is

not only a required code, but also the primary key of Procedure subsystem. Furthermore,

mismatches may happen between address information of healthcare providers, i.e., zip

code, state code, county code, etc.

A straight forward example is that one of the provider has a county code belongs to

one state but his/her state code indicates another state. If data problems are not corrected,

it will cause bias when, for example, a heat map of healthcare providers in the state is

produced. In this particular case, the deficiencies in the Medicaid data tremendously

increased the difficulty of achieving useful results. Thus, effective data maintenance and

cleaning becomes crucial to improve the quality of data in the subsystems of Medicaid

Management Information Systems.

Both accidental and essential problems: It is highly important to note that acciden-

tal problems are, in fact, easier to deal with compared to the essential problems. Some

accidental data quality problems can be reduced by adopting better data capturing mech-

anisms.64 On the other hand, the essential problems are related to various other factors

associated with successful systems and software evolution tied to the policy changes,65

and the subsequent changes in software requirements and software tools,66 and acciden-
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tal problems,67, 68 particularly in big data.

Therefore, in the current state of health organizations, it is important to develop strate-

gies to help improve data quality in an effective and efficient manner to reduce defects in

data. In this context, a data defect refers to a discrepancy between actual and expected

states of data item which requires a corrective change. Higher numbers of data defects are

associated with poor data quality, and the lower numbers of data defects are associated

with high data quality.

Due to the inherently difficult and human-intensive nature of understanding and re-

solving data defects, the most feasible approach for improving data quality seems to be

about creating systematic, effective, and efficient organizational processes supported by

tools. For this purpose, it is important to understand the actors, tasks, information needs,

and information flows.

1.4 Knowledge Gap in Addressing Health Data Quality Is-

sues

While healthcare and health data are uniquely complex, with an increased use of data in

various domains, there is an increasing attention paid to data quality problems. There

are some research studies defining the dimension of data quality,69–71 and exploring the

impact of data quality.72–74 And there are a number of studies75–82 about how to detect

anomalies in data and improve data quality.

So far, there has been no systematic solution proposed by researchers or adopted by

practitioners for data quality improvement in real life healthcare organizations.

In day-to-day operations, many health systems collect data from disparate systems

often updated with hastly designed software patches and user interfaces; or from no soft-

ware other than spreadsheets.83–86 When data quality improvement is concerned, the

first issue is how to understand the adopted business rules should place constraints on
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the data (e.g., all providers licensed after 2012 cannot be associated with a certain pro-

cedure code removed in 2012). The storage, versioning, and the utilization of business

rules are also problematic.87 In addition, methods and processes for data defect detection

on large datasets should be developed.86, 88 Furthermore, tracking and resolving the de-

tected data defects require orchestrating the activities among multiple actors who should

collaborate towards improving data quality.88–90 Research in these areas are seriously

lacking, resulting in a big knowledge gap to address health data quality issues effectively

and efficiently.

Under these circumstances, for example, a healthcare expert in a state office who need

to analyze existing data about teenage pregnancy rates in an urban neighborhood finds

that data quality needs improvement because the addresses are either mal-formatted, or

missing, or wrong. The data of interest can be retrieved from a single source or from

multiple data sources to be imported in system. This health expert, perhaps lacking

technical knowledge, could only write the business rule narratives about the collection

and use of the data along with the constraints that can be verbally described. But then,

a problem arises: Who will interpret this constraint at a programmatic level that can

be further implemented to fix data problems? A systematic organizational approach is

needed to improve the poor quality of data, which should govern extracting data from

data sources, detecting data defects in an efficient manner, correcting wrong data, check-

ing whether corrected data is indeed correct (validation), and manage different versions

of data dumps, among other important activities.

Currently, in most health organizations, there is no such systematic approach. Fur-

thermore, data quality improvement requires different levels of health or IT professional

knowledge, different roles should take charge of these processes in the usecases. Hence,

systematic solutions are needed to help, for example, (i) Documenting and versioning

data constraints at different abstraction levels from business rule narratives to structured

business rules, and to formal data specifications;91 (ii) Automatically detecting data de-
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fects based on the data specifications in an accurate and fast manner;92 (iii) Monitoring

and documenting the improvements achieved in data quality in a continuous fashion

while also versioning the data.93

1.5 Research Objectives

The overarching goal of this research is to contribute to the body of knowledge by devel-

oping a novel approach to data quality improvement. It has three interconnected aims:

1. Identifying a taxonomy of data defects;

2. Understanding the requirements for improving data quality in a collaborative fash-

ion in healthcare organizations and developing a novel approach to respond to those

requirements;

3. Implementing the approach and refining it through various assessments

The research was applied and interdisciplinary in nature, and it collected and ana-

lyzed qualitative data from the human subjects in a real health organization. The re-

searchers obtained an Institutional Review Board approval from the university and the

health organization to conduct this research. The data subject to the quality measurement

in the health organization is Medicaid data collected from the actual healthcare providers,

Medicaid billing managers, as well as the organization itself.

The research also included various software development activities. These develop-

ment activities resulted in a fully functional software prototype. This prototype is a multi-

user client-server software toolkit, called Data Quality Toolkit (DQT). DQT played a crit-

ical role in the implementation and refinement of requirements.
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1.6 Research Context and Methods

Many health data agencies are struggling with bad quality of health day-to-day. For ex-

ample, a state agency in health organization makes reports about population health by

analyzing the data from this organization. One day, when he is asked to create a new re-

port about surgery in last five years, he discovers a number of suspicious entries entered

by data operators of this health data system and verifies the problem spans back many

years. For instance, the surgery codes in some entries are not valid since 2005, which ap-

pears in records of provider who registered after 2010. These issues obstacle the agency

to produce a accurate and convictive report and must be fixed. However, the agency does

not have all constraints between surgery code and registration date. Moreover, he needs

a efficient way to find all invalid records in past-five-year data. With certain difficulties

intercepted, the invalid data cannot be fixed in a short time and the report is not produced

on time.

Considering about and facing the problem described above, three aims of this research

was achieved in three phases. (i) A comprehensive and refined taxonomy of data qual-

ity was constructed via literature review as well as document analysis and descriptive

analysis conducted on the real-life artifacts and data, respectively. (ii) An approach for

data quality improvement was developed by using the taxonomy as the base knowledge.

The development of this approach involves (a) identifying the organizational needs, such

as the challenges and opportunities, through qualitative research (b) developing an ap-

proach and fully functional client-server software tool, DQT, to support the approach

in which multiple actors play a role. (iii) The approach was implemented in an edu-

cational setting through continuous assessments of perceivable advantages provided to

users, problems and their resolutions, usage data, and measurable improvements in data

quality. Rather than create a generalizable model to be adopted in various types of data,

this research leveraged qualitative approach for an in-depth investigation of data quality

issues and solutions in educational settings.
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1.7 Research Contributions

Overall, the evidence obtained in this research shows that the approach to data quality

improvement was successful and met important needs and priorities for data quality im-

provement. By developing an approach and accompanying DQT, the research created a

blueprint which can inform data quality improvement initiatives in healthcare organiza-

tions.

Following this blueprint in a health organization will facilitate checking and improv-

ing the quality of data, communicating among multiple units, and tracking data problems

to their resolution. DQT, which is the toolkit automating these high level business pro-

cesses is an important enabler. Using the approach and DQT created in this research, the

data quality improvement initiatives will potentially achieve higher degrees of effective-

ness and efficiency. As a result, there may be potentially smoother operations in health

organizations providing a number of benefits such as a smaller number of denials for

rightful reimbursement claims, avoiding the loss of profits, and preventing accidents in

healthcare. In addition to operational benefits, better quality data will improve the ac-

curacy of the decisions made as a result of various data analytics and mining activities.

Therefore, improving the data quality will help health organizations to increase profits,

produce a better healthcare for patients, and the most important, improve the result of

healthcare.

The research was carried out by a competent PhD student who has a professional

background and experience in the HIT domain as well as academic knowledge of research

and its rigor. The student has a wealth of experience applying the research methods and

techniques in prior work specifically in health data cleansing. In the following sections

of this doctoral thesis, methods and results of three aims will be presented. After that,

limitations and conclusions of this research will be discussed. Finally, details about the

research are listed in appendix.
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Chapter 2
Background

2.1 Related Work

A process67 was developed for data quality improvement with five phases shown in fig-

ure 2.1: data analysis, definition of transformation workflow and mapping rules, verifi-

cation, transformation, and backflow of cleaned data. As the most of research about data

quality improvement emphasis on data cleansing, data cleansing methods was studies

and categorized in statistical, clustering, and association rules.

2.1.1 Statistical

A method for automatically detecting anomalies and outliers in data is statistical ap-

proach, which assume that data or its features can form statistical distributions.

An application75 adopted statistical approach by using mean, standard deviation or

range of records values to analyze data, and detect outliers and anomalies which are

beyond confidence intervals. In one of the experiment, fields were constructed by using

mean and standard deviation as µi+εσi, in which µi and σi indicate mean and standard

deviation of ith record correspondingly, and ε is defined as confidence interval of ith field,

which can be set using Chebyshev’s theorem or manually. Those detected outliers and

anomalies can then be indicated as invalid tuples or error data.

11



Figure 2.1: Data Quality Improvement Process

Outliers and anomalies were analyzed76 in data set before produce data analysis pro-

cessing in their work. Instread of using conficdence interval, theysphere the data set by

global mean and Monte Carlo method to determin a threshold value.

About dirty data,94 three techniques were developed for the query processing of these

tools. The first is the similarity based operator. This was created because of the selection

and the join operators. In the indice part,to process entity similarity search and join effi-
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ciently, Fgram-Tree and bi-layer prefix indices were designed for entity similarity search

and entity similarity join, respectively. The last part was query optimization.

Other research95 addresses different methods available for treating and analyzing

missing values. The complete case analysis uses only the data of variables observed at

each time point for analysis after removing all missing values. this is used for smaller

data sets. The available case analysis deals with the data available at each analysis. The

sample size for this is larger than the complete data analysis. The last method used is

Imputation analysis which involves replacing missing values with substituted values ob-

tained from a statistical analysis to produce a complete data set without missing values

for analysis. For determining outliers, the distance between a data point and the center

of all data points is measured.

A paper concentrates on data quality96 studies effective methods for improving both

data consistency and accuracy. They employ a class of conditional functional dependen-

cies (CFDs) proposed in to specify the consistency of the data, which are able to capture

inconsistencies and errors beyond what their traditional counterparts can catch. To im-

prove the consistency of the data, the authors propose two algorithms: one for automati-

cally computing a repair that satisfies a given set of CFDs, and the other for incrementally

finding a repair in response to updates to a clean database. They show that both prob-

lems are intractable. Although our algorithms are necessarily heuristic, the authors ex-

perimentally verify that the methods are effective and efficient. Moreover, they develop

a statistical method that guarantees that the repairs found by the algorithms are accurate

above a predefined rate without incurring excessive user interaction.

Data quality evaluation97 uses two sets of methods to determine and improve the

quality in files and group of files. The first method is data editing that verifies that data

values satisfy predetermined restraints. The second method is record linkage that is based

on a statistical model due to Fellegi and Sunter.
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2.1.2 Clustering

Unlike statistical approach above, the pattern based approaches were assumed data are

forming patterns instead of statistical distributions.

Using identification procedures to identified patterns inside data, and the record be-

yond patterns’ field are identified as outliers and anomalies.

Several pattern recognition algorithms are test in a research.75 A combination of mul-

tiple group-average clustering algorithm77 is tested, and consider Euclidean distance be-

tween each record in data set. The constructed clusters are generated in terms of certain

similarity or connection. Therefore, it is high likely for the algorithm generated clusters

forming patterns.

And in several experiments,75 according to the distinguishing features of tested data,

the Hamming distance is introduced to deal with the similarity measurement of strings

elements inside records, and shows highly efficient. However, since group-average clus-

tering algorithms are not performance globally but a fixed size cluster contained selected

samples. and size of cluster should be manually setup previously. This prior information

is hardly can be estimated and the selection of parameters is empirical. Therefore, it has

high computation complexity deal to its high quantity of records selection combination,

and it has difficult implement issues in terms of its empirical parameters selection.

Another pattern based algorithm is tested is k-means algorithm.78 In the experiments,

equal distance as initial condition. Hamming distance for strings tuples in record is con-

sidered as well. In this case, initial parameters set for the algorithm is important. the

number of clusters must be estimated priory.

2.1.3 Association Rules

Associate rules approach forms a subset from original data set in which samples follow a

certain rule, in this case, records which are not follow the rules are considered as outliers

and anomalies.
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The association rules approach was first introduced79 into data mining, and other re-

searchers80 describe studies cover various topics in mining association rules approaches

area. The most popular approaches includes: quantitative association rules,81 which

build categorical events from the quantitative data by considering range of values in

records, the ratio-rules,82 which build categorical events based on the values in records

inside certain value intervals, and ordinal association rules,75, 80 which considers items in

each record have same numerical domain, and exist relationship between items in their

domain.

Stream data cleansing,98 adopt anomaly detection as a method to find the incorrect

data in the data set. The overall steps is to first input the data, then detect the error and

process to the cleaning.

The baseline algorithm99 was also introduced. The first phase of the algorithm is ini-

tialization where a matrix is generated with the location of each tagged object. Update

generates a neighbouring state by applying uniform distribution. In the selection state,

probability is used to find out if the neighbouring state is accepted or not.

Rule collector,100 the tool collects user specified rules like deduplication for example.

Then in the core the rule compiler is used to compile heterogeneous rules into homo-

geneous constructs to enable the development of a default complete data cleaning algo-

rithms; and the metadata management and Data quality dashboard modules deal with

maintaining and querying various metadata for data errors and their possible fixes.

Steps101 taken were also discussed. In insertion, batch computation talks about tu-

ple comparison in horizontal partitioning, or shipping tuples in vertical partitioning. In

incremental computation, data is shipped in vertical computation but not in horizontal

computation. Then there is the deletion process where violations are found and deleted.

This paper establishes the complexity bounds and provides efficient algorithms for in-

crementally detecting the violations of CFDs in fragmented and distributed data, either

vertically or horizontally.
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2.1.4 Duplicate Data Treatment

Bigdancing102 consists of five logical operators strong enough to clean a large amount of

data. Scope removes the unrelated data and outputs. It allows data units to be replicated

but only outputs the data based on the rule given. Block groups the data that has the

same blocking key. It helps narrow down the data on which the violation might occur.

Iterate defines a rule to combine the data that performed a violation and puts them in sets

of two. Detect finds the sets from iterate that are not exactly identical. GenFix computes

couple fixes for each set.

A semantic querying for duplicate data103 was proposed. They suggest a rewriting

technique for a large class of select-project-join queries and the answer of the queries

are collected in a table according to the semantics that they defined for dirty data. Then

a method is proposed find the probability of potential duplicates. Using real data the

authors argue that argue that the computed probabilities have an intuitive semantics and

can be computed efficiently.

2.1.5 Pre-process Data before Sorting

A research about EHR data quality104 was conducted in four general practices participat-

ing in the Fairfield neighborhood electronic Practice Based Research Network (ePBRN).

Data were extracted from their clinical information systems and summarised as a SDQR

(structured data quality report) to guide feedback to practice principals and managers at

0, 4, 8 and 12 months. SDQR data was deployed by Microsoft SQL Server. Its query out-

put was cross-checked with IBM SPSS Statistics V20. Data quality (DQ) metrics included

completeness, correctness, consistency and duplication of patient records. Information

on data recording practices, data quality improvement, and utility of SDQRs was col-

lected at the feedback sessions at the practices. The main outcome measure was change

in the recording of clinical information and level of meeting Royal Australian College of

General Practice (RACGP) targets.
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Inconsistent database105 was applied by a logical characterization of consistent query

answers in relational databases that may be inconsistent with the given integrity con-

straints. Intuitively, an answer to a query posed to a database that violates the integrity

constraints will be consistent in a precise sense: It should be the same as the answer ob-

tained from any minimally repaired version of the original database. they also provide

a method for computing such answers and prove its properties. On the basis of a query

Q, the. method computes, using an iterative procedure, a new query Tw(Q) whose eval-

uation in an arbitrary, consistent or inconsistent, database returns the set of consistent

answers to the original query Q.

2.2 Comparison of Tool

Currently, there are some existing tools for data quality improvement. Some of the tools

are free and some are commercial tools which only provide a tutorial video online. To

compare the existing tool with DQT going to be developed, researcher did a tool review

before the development begins.

Following are some tools used for data cleansing and the specifics of what each of

them are used for. All these tools have a common goal which is to make sure that all the

companies using data in their daily activities have a clean data in a limited amount of

time if not systematically.

Acme data is a data cleansing tool used for used to clean data, find the addresses,

remove duplicates records from the batch in real time. Trifacta is a tool used to prepare

data for analysis. This tool is designed to enable analyst to explore, transform and enrich

raw data. Openrefine is a tool installed on a desktop for data cleanup and data transfor-

mation into other formats. Paxata is a tool used to combine data from different sources

and makes sure that the data does not have any duplicates. Alteryx Analytics provides

analysts with the unique ability to easily prep, blend and analyze all of their data using a
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repeatable workflow, then deploy and share analytics at scale for deeper insights in hours,

not weeks.

Trifacta was a research project from the Stanford/Berkeley visualization group. The

tool was designed to save companies time from manipulating and preparing the data. The

tools allows the users to export data for use in excel, R or Tableau. This tool is interactive

with a visual representation of what the user is working on. For example when a user

select things, they have visually represented options of what they could do with the data

selected. Every wrangling step by the user is tracked and and automatically compiled

down into the appropriate processing framework without the user having to worry about

every step.

DataWatch is a data preparation tool used for handling unstandardized and inconsis-

tent data. The data can be automatically extracted from webpages and other forms. This

tool does Data analysis, Creating an intuitive workflow, Validation, transformation, and

backflow of cleaned data.

ActiveClean is a tool created by students who collaborated from the University of

Berkeley, Columbia university and Simon Fraser University. The tool is mainly based on

machine learning algorithm because they believe that some mistakes will be reduced by

taking out humans out of the equation.

Overall, these products have more pattern repository than DQT but none of it has

semantic validation feature. Rules in DQT rely on user customization, which provide a

more flexibility to detect more types of data defects in certain domain. And the semantic

validation in DQT give user the ability to detect data defects across columns, that no other

tool has it.

To have a better comparison of DQT with other tools, figure 2.2 listed several impor-

tant criteria of data quality improvement, and check function completeness of DQT and

selected tools.

There are 11 criteria, In the figure 2.2, which are unique validation, syntax validation,
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Figure 2.2: Feature Comparison of DQT and Other Selected Tools for Data Quality Im-
provement
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semantic validation, rule customization, split data, business rule versioning, data ver-

sioning and comparison, text correction, defect metadata storing, defects grouping, and

quality profile generation. Here is detailed description of these criteria:

1. Unique validation is the function to check whether all data tuples are unique in

dataset, i.e., if there is any duplicates in dataset. Most of tools has this function.

2. Syntax validation is to check the whether the data follow the rule of itself. In other

words, it is the function to check syntax violation that will be mentioned later. Every

software has this function. Most of tools check only syntax rules for contact infor-

mation, such as format of address, telephone number, zip code, and so on. Some

tools check other rules of data; for example, range of heart rate.

3. Semantic validation is to check whether data follow the logic of its own meaning.

In other words, it is the function to check semantic violation in the taxonomy iden-

tified. Tools that this function applies to support to check inconsistencies between

geographic information such as whether address and zip code matches.

4. Rule customization is the function to give user the access to modify the rule to detect

violations. Less than half of the tools have this function. Those tools give user only

the ability to change parameter in constraints, but not any constraint that user need.

While in DQT, user can set any constraint or rule that can be performed by SQlite or

regular expression, which enlarge and enhance the scope of detection.

5. Split data is the function to split large data set into pieces and process data pieces in

parallel to reduce time of execution. DQT is the only one tool having this function,

which allow DQT to process dataset with large number of columns and records.

6. Business rule versioning is the function to manage different versions of business

rules. Only three tools including DQT provide this function. The function give user

the availability to use business rule already set up and to check the change history
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of each business rule. Only three tools including DQT have this function. Other

tools only provide instant business rule setting and using.

7. Data versioning and comparison is the function to keep track of different versions

of data during the correction process. With this function, user could roll back and

forth to get newer or older version of data in a long term of data dump correction

process. This function also allow user to compare two different versions of data to

check whether corrected part is as expected.

8. Text correction function is to make change to data dump in the tool, and export

changed data out as a new version. This is the only function that DQT is missing

compared with other tools. The reason of this function not being developed is that

DQT will still put data on user’s side to keep high security of data to minimize risk

of corrupt data dump in the system.

9. Defect metadata storing is the funtion to keep information of defects, which includes

value of defects and the location of defects. With this function, DQT can provide a

more intuitional review of data defects, and this function also facilitate the grouping

function.

10. Defects grouping function is to get a group of defects from a large amount of it by a

certain filter. This function give user a better approach to increase efficiency when

they correcrt data defects becasue in this method they can focuse on a certain type

of error.

11. Quality profile generation is to generate a quality report of data to give user an

overview of data in multiple criteria. For example, in Data Cleaner, it will generate

the percentage of missing data in each column, percentage of duplicated data in

each column, and so on. This function is useful because through an over look, the

user will get an idea about whether the data dump has enough good quality to be

used for analyzing.
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2.3 Scientific Knowledge Gap

Although statistical approach provides a solution in a relatively interpretable fashion for

detecting some problems with data, it is not a sufficient method to understand and solve

problems of data quality. For example, it is time-consuming to find optimal workflows

simply by looking at the statistics obtained from the data subject to quality improvement.

When there is no distribution in data that can be detected by statistical approaches, clus-

tering is a good alternative because in this unsupervised approach, data can be clustered

to observe discrepancies. However, result of clustering is hard to interpret because there

is no variable set in data could explain the result. Association rules is implemented by

setting rules to data. Data follow the rules are normal data and data does not follow the

rules will be recognized as anomalies. With rules are set, precises result can be high as

long as constraints are exact and complete. But result will miss anomalies with no rules

are set of found. This approach cannot be used when rules can not be collected completely

in data.

So far, no study has addressed the problem of developing a collaborative approach to

data quality improvement supported by effective workflows and software solutions. The

related work presented in this chapter only deals with some of the sub problems of this

large problem, and with limited effectiveness and efficiency.
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Chapter 3
Aim 1: Taxonomy of Data Defects

Identification

To identify a taxonomy of data defects, this study classified and detected data defects in

the Procedure and Provider subsystems of a Medicaid Management Information System

(MMIS), adopted and maintained by one of the states in the US in order to support the

principal objectives of the Medicaid program. In this context, a data defect refers to a dis-

crepancy between the actual and expected values of the related healthcare administration

data.

The objectives were (i) Developing a comprehensive taxonomy for data defects; (ii)

Develop and examine a program toolkit that facilitates and automates data defect detec-

tion based on the taxonomy.

Consequently, the study provides the most comprehensive taxonomy for data defects

reported so far in the literature. The program successfully identified a large number of

defects in various categories of this taxonomy, which underlines a substantial need for

quality improvement in Medicaid data as a prerequisite for utilizing it for better decision

support. The findings also suggest that augmenting data governance policies with an

emphasis on data quality is likely to provide useful results.
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3.1 Methods

This study first identified a taxonomy of Medicaid data defects and then developed the

program to detect data defects automatically in an efficient and accurate manner, finally

defects in data of Procedure and Provider subsystems were checked by using the pro-

gram.

3.1.1 Identifying a Defect Taxonomy for Medicaid Data

Identifying a taxonomy contributes to the knowledge about data defects in this particular

problem domain. In addition, the taxonomy facilitates the tasks related to implementing

the program tools for automatic defect detection. For this purpose, all available docu-

ments related to data were examined. Some documents define certain constraints on data

items were concluded as business rules for defect detection. Then, a descriptive analysis

was performed to observe common data trends and abnormalities in order to discover

existing and potential violations in data. This process resulted in a basic taxonomy with

different types of violations. Finally, the data defect taxonomy was supplemented and

completed by conducting a comprehensive literature review.

Reviewing Related Documents and Understanding Data

Table 3.1 shows the basic information about Procedure and Provider subsystems in Med-

icaid datasets. The subsystem, table name, number of columns, and number of rows

for each data table are shown. Other documents such as user guides and value descrip-

tion files were collected and reviewed to understand the data and the associated busi-

ness rules. The user guides helped us obtain information about the column descriptions

and with three display screens for Procedure subsystem and seven display screens for

Provider subsystem. Value description files consist of information about the full names

and valid values about the variables in the datasets. Knowledge about business rules and
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Table 3.1: Basic Information about the Medicaid Datasets Studied
Subsystem Table Name Number of Columns Number of Rows

Procedure Claim Type 3 242
Procedure Coverage Group 3 67,465
Procedure Master 55 35,076
Procedure Modifier 3 184,378
Procedure Place of Service 3 38,564
Procedure Price 8 371,177
Procedure Provider Type 3 39,093
Procedure Specialty 3 2,052
Provider Address 9 241,875
Provider Category of Service 12 375,541
Provider Enrollment Period 4 342,877
Provider Group 6 113,723
Provider Lab Classification 5 18,408
Provider Master 97 165,036
Provider Receiver 7 26,812
Provider Specialty 6 189,100
Provider Supplement 4 79,151
Total 2,290,570

valid values are extracted and concluded from these documents.

Performing a Descriptive Analysis to Identify a Taxonomy of Data Defects

Data tables were imported into the statistical environment, R,106 by paying close attention

to the data format. After importing the data, descriptive results were generated for each

table which included the number of rows, number of missing values, number of unique

values, lowest values, and highest values.

Each variable in the dataset was examined to identify potential violations by recog-

nizing no-value (NA); unexpected symbols, such as a comma or a period in name field;

and deviant values, such as "01/01/1901" or "12/31/9999" in date field. From the obser-

vations of potential violations, it can be concluded that one column can have multiple

types of data discrepancies. What’s more, some rules between multiple columns could

also be discovered. For example, begin date must be earlier than end date in a date pair,
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previous provider number must be different with new provider numbers, and so on. This

examination refined the types of violations in Medicaid data and resulted in a basic data

defect taxonomy.

Conducting a Literature Review to Supplement Categories of Taxonomy

Researchers have tackled several problems in data quality, some of which include, dealing

with missing data, erroneous data,107 duplicate dataset,67, 107–110 quality of metadata,111

and data repair.112–114 Research has also been conducted to build data quality framework

and data quality principles,71, 115–117 solve the problem of merging multiple databases,

and eliminate redundancy in data.118

In order to achieve a more comprehensive categorization of data defects, a litera-

ture review was conducted by searching relevant keywords including data quality, data

cleansing, dirty data, data defect, data profiling, and data repair. Combining knowledge

obtained from this literature review and descriptive analysis, a taxonomy of defects with

six major categories and seventeen subcategories was created.

3.1.2 Developing a Program for Automatic Defect Detection

The next stage of research was to develop the program to detect defects within the iden-

tified categories automatically in an effective and efficient manner. The program was

mainly developed using the Tool Command Language (Tcl)119 and stores the data in the

SQLite database.120 Rules identified in document review were coded into the program,

the operation of detection can be informed by the defect taxonomy identified.

For performance improvement, threads were adopted to process the data in parallel,

which substantially decreases the running times. The program includes functions of de-

tection that could be invoked through both command line and the graphical user interface

(GUI). Data about each defect is stored in a database for reporting and visualization pur-

poses. The program performs in an efficient and intuitive way to detect defects in MMIS
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data, which provides the necessary first step to improve data quality.

3.1.3 Detecting Data Defects in Procedure and Provider Subsystems

Tables in Procedure and Provider subsystems were imported into a SQLite database by

the program as a data quality improvement initiative. Every column associated with a

rule was detected based on the type of data defect. The program stored information about

each data defects in a defect table within database, which includes table name, column

name, defect value, data defect type, and row number. The defect table can be queried to

collect statistical information of data defects in Procedure and Provider subsystems.

3.2 Results

3.2.1 Taxonomy for Medicaid Data Defects

Figure 3.1 shows six categories and seventeen subcategories of the taxonomy created for

Medicaid data defects in the form of a tree structure. The square symbol and triangle sym-

bol mark the subcategories discovered in document and descriptive analysis and from

literature review, by which should be noted that conditional required value missing and

multiple attribute value are contemporary subcategories discovered from this study.

Missingness67, 121–125 indicates absence of fields in the columns which are supposed

to be filled. There are some columns which must not be empty under any circumstances,

such as provider base number, provider number, and columns which are primary keys

in dataset. Records not presented in such mandatory filled columns are referred as re-

quired value missing.67, 121–125 Conditional required value missing subcategory refers to

the absence of values in such columns whether values should be filled or not depending

on values in other columns. For example, Health Maintenance Organization (HMO) type

must be filled when provider type is "HMO" and provider location is "00" in same record.
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Figure 3.1: Taxonomy Tree for Medicaid Data Defects

Dummy entry67, 125 is the value with no actual meaning. For example, the presence of

value "000000000" in provider social security number field.

Incorrectness67, 121–123, 125 is about values that are not identical with real record val-

ues. Implausible value67, 121, 122, 124 indicates values are very high or very low compared

with normal value, such as "1901-01-01" in provider service begin date, which is obvi-

ously inconsequence. Misspelling is the value with spelling errors or typos. Misfielded

value67, 108, 122, 123, 125 means value shifted to other columns by input mistake or program-

ming bug. And there are also values not included in any of the subcategories above

but do not match the real record, this type of error is value that not conform to real en-

tity.122, 124, 126

Syntax Violation121, 122, 124 refers to a deviation from the required data form. Some

columns should follow a list of valid value, values entered beyond this list will be invalid

value.67, 108, 110, 112 For example, in provider state code, there are 50 valid codes for 50

states, but the presence of "OO" in this column is invalid because it does not present any

state in the US. Type mismatch122–125, 127 refers to value does not fulfill requirement of

data type, such as numeric appears in provider name column, which is suppose to be text
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only. Some columns also have constraints about number of digits and combination of

alphabet and numeric, the value violates those constraints are format mismatch.122–124, 127

For example, provider base number must be seven digits, but provider base numbers

with five digits, four digits, or even three digits were found in dataset.

Semantic Violation67, 107, 113, 114, 121, 124, 127 is related to the inconsistencies of informa-

tion within and across columns. Outside domain range subcategory67, 114, 121, 122, 124–127

indicates that the value is not in the value range restrained by other columns. Such as

each provider specialty code determines a group of valid value of provider type, there-

fore, provider type will be restricted by provider specialty code in one record. There are

other types of outside domain range cases. For example, there are provider service start

dates later than provider service end dates in same records in provider enrollment period

table. In these two example, two columns are restricted to each other and the rules be-

tween them are violated. The computational error124 refers to the value does not follow

the computational relationship with other columns.

Duplicity67, 108, 122–124, 127 indicates same or near same (approximate) values for two

or more records in a dataset. Unique value duplicate67, 108, 108, 122–124, 126, 127 subcategory

refers to duplicate rows or duplicate primary keys, which are supposed to be unique in

dataset. Multiple attribute value means same value in multiple columns of one same at-

tribute. For example, in provider category of service table, there are eight columns for

provider category of service code because each provider can provide at least one and at

most eight categories of service. Thus, values in these eight columns must be unique.

Also, for a particular record, approximately same values in all the columns across ta-

bles can be referred as approximate value.67, 108, 110 The approximate can be few alphabet

missing or mismatch, or alphabet case problem.

Ambiguity108, 113, 123–125 is the value without accurate description or unclear meaning.

Approximate values67, 108, 122, 125 are data with similar contents. Ambiguous abbrevia-

tion67, 108, 123–125 refers to misleading abbreviation such as "Dr", which could be interpreted
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as both "doctor" or "drive". Another example can be a misleading context such as "Miami",

which does not indicate whether it is in Ohio or Florida. Undefined unit67, 108, 109, 122, 125

indicates numeric in a measurement column without a measurement unit.

3.2.2 Detecting Data Defects by Developing and Using the Program

Rules of Medicaid data investigated from documents and description analysis were ap-

plied in the program for detection. Table 3.2 shows number of rules associated with dif-

ferent data defect types in each table. As one column can violate one or multiple type of

rules, the number of rules in each table can be more than the number of column.

Table 3.2: Distribute of Different Type of Rules in Each Table

Table Name Missingness Incorrectness Syntax Semantic Duplicity Total
Violation Violation

Procedure Claim Type 3 1 2 0 1 7
Procedure Coverage Group 3 1 2 0 1 7
Procedure Master 5 3 33 3 1 45
Procedure Modifier 3 1 2 0 1 7
Procedure Place of Service 3 1 2 0 1 7
Procedure Price 5 2 1 1 1 10
Procedure Provider Type 2 1 2 1 1 7
Procedure Specialty Code 3 1 2 0 1 7
Provider Address 6 1 4 2 1 15
Provider Category of Service 3 2 1 9 2 17
Provider Enrollment Period 2 1 2 0 1 7
Provider Group 3 2 1 1 1 9
Provider Lab Classification 4 2 2 0 1 10
Provider Master 19 16 27 9 2 74
Provider Receiver 1 2 1 1 1 7
Provider Specialty 4 1 2 0 1 9
Provider Supplement 2 2 1 0 1 7
Total 71 40 87 27 18 243

The program detects data defects in Medicaid data by performing regular expression

and SQLite query. A domain specific language (DSL) was created in the program to op-
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erate data defect detection by a "detect" function, followed by parameters such as type of

data defect, table name, and column name. The DSL not only support detection in com-

mand line operation, also can be invoked by program to facilitate a GUI operation. The

adoption of threads reduces execution time by 0.956% in maximum.

3.2.3 Defects Detected in Procedure and Provider Subsystems

Table ?? shows the number of defects detected by the categories outlined in the taxonomy.

Feature to detect Ambiguity in the program is under developing therefore it is not shown

in the table. The total number of defects is more than two million, which indicates the

needs for a substantial quality improvement effort to be performed for the Procedure and

Provider subsystems.

3.3 Discussion

It can be discovered that some tables have defects more than the number of records. Es-

pecially in procedure master table each record violates 4.86 rules and in provider master

table, each record violates 5.24 rules. That is because in these two tables, there is a large

use of Medicaid codes, which can cause misuse, inconsistencies and errors. Provider cat-

egory of service table, with eight out of twelve columns as provider category of service

code, which is one of the Medicaid code, also hold more than one violations on each

record.

In total, 2,086,628 data defects were detected, i.e., on average 0.91 defect types per

record violates in the Provider and Procedure subsystem among 2,290,328 records. This

defect rate revealed the severity of quality in Medicaid data and emphasizes the necessity

of improving quality of Medicaid data.

The results obtained through the use of the program show that most of data defects

fall into the Syntax Violation. Syntax Violation takes about 64% of defects, it happened
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because of the misuse of Medicaid codes and Medicaid indicators. It should be noted that

all provider remittance media codes, all record codes, and more than 99.8% of Medicare

part codes in provider master table are wrong, which is appalling because the misuse of

Medicaid codes. There are 57 columns related to Medicaid codes and Medicaid indicators

in procedure and provider datasets. Each column has a list of valid values, the number

of values in the list varies from 2 to more than 100. Since there is no validating feature in

MMIS, there is a high possibility that user input wrong values.

Nearly 21% of data defects are Semantic Violation, which mostly occurred due to the

presence of mismatch of address information (zip code, county code, state code, out

of state code, etc) in provider address table and provider master table, and mismatch

between Medicaid codes. For example, each provider type code has a group of valid

provider category of service codes. In this case, the provider type and provider service

code not only need to follow the syntax rule, but also need to match with each other in a

semantic manner. Usually, a value has Syntax Violation would also violates semantic rule

if it is correlated with a value in another column.

About 11% of data defects fall in Missingness. Most of of Missingnesses belongs to a

unique category of data defects – conditional required value missing. The violate cases are

69,856 missing provider specialty certificate number, which is required if there provider

specialty certificate date is entered; and 100,811 missing procedure code modifier, which

should be filled if procedure modifier indicator is filled. Other Missingnesses are dummy

entries of numeric columns such as social security numbers, telephone numbers, and

provider certificate numbers. There are also two missing procedure short names in pro-

cedure master table, which is a required value.

Incorrectness takes about 3% of defects due to a large number of implausible values.

For example, there are many dates as "01/01/1901" or "12/31/9999", which are not accept-

able. This could happen because those two dates were entered when user left start date

and end date empty, or user entered it in system intentionally as "01/01/1901" indicates
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"no start date" and "12/31/9999" indicates "no end date", in other words, "indefinite".

Less than 1% of defects are Duplicities. Most of Duplicities are records with same

primary keys in procedure master table. Other duplicities are duplicate previous provider

number and new provider number in provider master table. There is one rule applies to

multiple attribute value subcategory, which is the eight columns of provider category of

service code should not be equivalent with each other. Although there is no defects found

in this rule, the discovery of this new data defects type can contribute to future Medicaid

data quality improvement process.

Feature to detect Ambiguity is under developing phase, Ambiguity records or values

can be detected in future work. Overall, the data quality problem of Provider and proce-

dure subsystems in MMIS is sever and needs to be solved urgently. Syntax Violations in

Medicaid code caused by lack of documentation, lack of user training, or delays in system

updates required attention to eliminate data defects in an efficient manner. By identify-

ing the problem and location of data defects, users of MMIS can correct and clean it in the

system more easily.

3.4 Limitations

The research achieved its objectives, but there were few limitations. It is possible that

few data defect categories are still left undetected. Since the documentations for MMIS

data are limited and not sufficient, business rules collected from user guide and value

description file only cover a portion of overall Medicaid code constraints. However, de-

riving the data defects both from data and literature review helped us obtain a sufficiently

comprehensive coverage.

Also, data collected from different sources varies in quality and format, which requires

pre-processing before it is ready for analysis. For example, if date format in all tables

are not consistent, they need to be transferred and unitized before imported in to the
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program. In this research, format of each column has been identified and conformed to

make result more reliable.

3.5 Conclusion

This research provides detailed knowledge about the categories for data defects and the

methods to detect them. A comprehensive taxonomy of defects was created as a result of

descriptive analysis and literature review, which categorizes data defects into six major

categories and seventeen subcategories and is comprehensive enough and generalizable

to other dataset. Conditional required value missing and multiple attribute value du-

plicates are unusual data defect types discovered in this research, which have not been

mentioned in other study. The program was developed in an intuitive manner to identify

data defects, based on the defect categories, which can be operated easily by data agen-

cies in healthcare organization. The program detected more than two million data defects

in Procedure and Provider subsystem of the Medicaid data examined.

Data quality is a vital problem to be considered. Improvement of data quality can be

useful in many areas in healthcare from decision support to fraud detection. Data shar-

ing policies of healthcare organizations can be revised to include steps to draw attention

to data defects and to encourage organizations to reduce them as much as possible to

achieve higher levels of data quality and utilization.
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Chapter 4
Aim 2: Understanding the Requirements

for Data Quality Improvement and

Software Toolkit Development

Based on the taxonomy of data defects created, requirements should be collected by un-

derstanding challenges and opportunities of data quality improvement in healthcare or-

ganization. Rich contextual data about the challenges and opportunities of data quality

improvement were collected from a qualitative study in order to design the high level

business process. After that, a fully functional software prototype, DQT, which is a client-

server solution with GUI was developed based on the requirements driven from the pro-

cess. DQT supports multi-user operation on large datasets and performs in a fast and

efficient manner.

4.1 Methods

A qualitative research approach was taken in understanding the challenges and oppor-

tunities for organizational data quality improvement. To identify that, human experi-

ences and observations are important, therefore, qualitative research was chosen to col-
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lect subject materials. Nine semi-structured phone interviews were conducted with the

health professionals who take charge of data governance in health organizations. Health

professionals who take charge of data governance are a group of people managing and

manipulating healthcare data in their daily life, who are the best objective to be inter-

viewed. Questions designed according to established system analysis strategies128 were

asked, and each interview was recorded and transcribed verbatim to ensure accuracy.

Framework method,129–131 was adopted for data analysis, which is flexible to analyze

quantitative data and extract conceptual result.

The design of high level business process and the development of DQT adopted cus-

tom development, which provides the necessary flexibility in developing uniquely needed

features in this particular problem domain. DQT development involved various tasks

such as architecture, program, data, and user interface design, programming, testing, and

documentation. The development ended-up with a fully functional client-server multi-

user software.

4.1.1 Collecting Software Requirements

Data Collection

To comprehend the requirements of data quality improvement software, researcher needs

to identify:

1. Roles that will perform action and make contribution to data quality improvement;

2. Desired and effective high level business process for data quality improvement.

The latter can be best articulated by understanding the challenges and opportunities

of data quality improvement in an organizational setting. For this purpose, interviews

were used as it provide detailed information about personal experiences and opinions,

and meaningful responses from further questions asked.
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Interview Design

The qualitative process at this stage was conducted via semi-structured interviews,132

which helps researcher to develop a keen understanding of topic interest. The questions

and guide of semi-structured interview can be prepared in advance, which allow inter-

viewees to get prepared and provide a more reliable and prepared answers. Furthermore,

the open-ended questions in semi-structured interviews let interviewers follow relevant

topic and meaningful interest of research, which help the interview to be consisted by

structured and strong relevant questions.

This research has been reviewed for the protection of human subjects and approved by

the institutional review board (IRB) of the University of Maryland, Baltimore County. The

IRB protocol number is Y17GK12046. The IRB was obtained before any data collection.

The combination of expert sampling133 and convenience sampling134 was adopted as a

sampling strategy to get easiest accessible experts in this knowledge domain.

As there is a lack of observational evidence in data quality improvement in health

organizations, candidates of interviews are in a position of data management in health

organizations. Furthermore, it is not easy to get in touch with those professions in a short

time; thus, participants of interview are suggested by MMIS professionals. The inter-

view questions is in Appendix A. Questions were based on a number of well-established

system analysis concepts and techniques, which are problem analysis, activity duration

analysis,135–137 activity based costing,138–140 outcome analyis,141–143 and technology anal-

ysis.

Systems analysis strategies144 guided the research activities and investigation tech-

niques to uncover valuable information that address the research questions mentioned

above. Such strategies include: Interview questions and term definitions included in Ap-

pendix B were attached in the invitation emails, which was sent out to each participants

individually. For those who give positive reply to participant in the study, more emails

were exchanged to ensure an interview time. For those who do not reply, a further en-
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couraged email was sent out, till they give a either positive or negative reply.

Each interview involved one participants. Participation in the study was voluntary

and involved no incentives. The interviews were conducted over the phone, recorded,

and transcribed verbatim to ensure accuracy. On average, each interview lasted for an

hour. Participants were asked to figure out the status of data quality in MMIS, describe

the data quality management activities they apply routinely, and talk about challenges

in data quality improvement. Each participants answered questions related to their own

experiences and give cases they have been encountered with.

This study followed the Framework129–131 method, which has been used in many ar-

eas,145–148 including health research. Data analysis was an ongoing and iterative pro-

cess; this helped inform the researcher and better align the research activities. The frame-

work method was used to analyze the evidence. Researchers129 describe the framework

method as "a matrix based method for analyzing qualitative data". It facilitates data man-

agement such that all the stages involved in the analytic hierarchy can be conducted. This

method involved constructing a conceptual framework from which data was tagged ac-

cordingly. After tagging data elements with the appropriate tags or concepts, thematic

charts were created to sort and synthesize the data. Categorization of the data elements

followed where data is represented at a higher abstraction level. Typologies were created

in which data elements or constructs fall into mutually exclusive sections. It is expected

that as a result a central chart of data was generated and from which clusters and their

associations may be unveiled leading to explanatory accounts and explanations.

The analysis adopted inductive approach149 to explore perspectives of data quality

improvements in the healthcare organization as there has been no study about it before.

The Framework method summarize data during charting, which means, researchers from

different expert domain can be engaged to provide their perspectives during analysis.

What’s more, summarized results are kept in a broader range of context, thus, enables a

wider and deeper thinking of meaning and understanding. Besides, Framework methods
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are flexible and easy to identify relevant concepts extracted from data. Finally, there is a

clear flow in Framework method to convert original raw data to a well-structured and

flexible final concept.

To ensure validity and relevance of the evidence, the following measures were in-

corporated into the research activities.150 Respondent validation or member-checks was

adopted better validation of data-collected and exclude researchers predispositions. Two

researchers were analyzing the qualitative data to ensure mutual understanding from

both the researcher and the participants.

4.1.2 Process Design and Tool Development

The design of process adopted custom development,144 an appropriate strategy to re-

spond to specific and unique requirements in novel systems, for this problem in a sustinct

domain. Adopting process and supporting tools from other domains such as finance may

not respond to the unique requirements in our research. Custom development provides

a flexible development environment to create a system and solve problems, which maxi-

mized the requirement completion collected in previous phase. The custom development

enabled a collaborative process for data quality improvement within the health organiza-

tion, which facilitated the communication between different units and work efficiency. In

addition, the custom development also would be more convenient to change the compo-

nents and functions in the process of refinement.

The design included workflow design, program design, data storage design, architec-

ture design, and user interface design. The workflow design is to identify the main func-

tions and roles of usecases based on the requirement collection from interviews. Program

design is the process moving from logical to physical implementation, accomplished by

modeling the structure chart and exploring the programming specifications, and pro-

gramming. The data storage design consists the design of data structure, determining

the data flow within the system, and optimizing the data storage strategies. Architecture
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design is the process to determine which architecture should be applied to the process,

and apply the architecture development from programming design phase. Finally, the

user interface design consists use scenario development, interface structure design, inter-

face design prototyping, and interface evaluation. At the end, the process ended in a tool

that improve the data quality in an efficient and effective manner that can be used by both

command line and user interface.

This step resulted in a fully-functional software solution, DQT, which is a multi-user

client-server software solution to support organizational process. In the development of

DQT, special attention was devoted to detecting defects in large data sets in a fast man-

ner by developing multi-threaded programs. The development involved the use of Tool

Command Language (TCL), C programming to write TCL extensions when appropriate,

and the SQLITE3 database. All of these tools are acknowledged to be useful tools in de-

veloping programs optimized for space and time complexity.

4.2 Results

4.2.1 Challenges and Opportunities of Data Quality Improvement

Analytical Hierarchy of Concept

The result identified from this stage was shown in table 4.1. There are five main concepts:

demographics, problem attribute, current solution, challenge, and opportunity. Under

those concepts subcategories are also listed.

Thematic Chart Summary

a. Demographics

Roles of participants include Health Policy Analyst, Medicare Program Specialist, Data

Policy Supervisor, Claim Adjuster, and Compliance Policy Analyst. The department they
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Table 4.1: Challenges and Opportunities of Data Quality Improvement in Healthcare Or-
ganization

Main Concept Subconcept Detailed Description

Demographics Role The role that participant acts
in data quality improvement

Department The department that participant
works in

Work The daily work that participant does
for data quality improvement

Problem Multiple defect types Types of data quality problem that
Attribute participant faced

Data quality problem is severe The severe degree of data quality
problem that participant faced

Disclosure How did participant realized the
problem of data quality

Improve data quality is important How does participant think the
importance of data quality

Bad consequence The consequence occurred because of
bad data quality in the organization

Current Manual check Checking if record in system matches
Solution with paper based original record

Adhoc approaches Adopting adhoc approaches such as
MS Access, Excel, or SQL

Dictionary matrix Checking if data violates the
constraints in dictionary matrix

Request form Correct data by requirements listed
on requests form from other group

Challenge Difficulty of communication The communications between different
systems or groups are difficult

Legacy system MMIS is lack of advanced features to
prevent and check defective entry

Lack of documentation Documentation of data and quality of
data is not sufficient

Different data standard Difficult to unify different data
standards among all multiple systems

Weak data accessibility Difficult to obtain data pieces
other groups or systems

Opportunity Data catalog A data catalog to describe each element
in data to facilitate understanding

Accessible system A system to make all data pieces
accessible for all person in the organization

42



work for also varies from policy compliance division, behavioral health division, office of

health services, and long term services and supports administration. Their daily works

are checking claim payments and Provider enrollment, reporting analysis, checking data

consistency within and across systems, long-term services management, research of po-

tential frauds. As one participant noted, “I work in the policy compliance division under health

IT in the business intelligence data governance."

b. Problem Attribute

Participants encountered with different types of defects in their dataset, it can be infor-

mation mismatch, or typo in the system: “For example, provider’s name is typed wrong, or

their billing address is wrong." All of the types they described can fall in with one subcate-

gory in the taxonomy of data defect.

As for degree of data quality problem they faces, most of participants agree that data

quality problem they deal with is major because it requires communication with other

people and other system: “Sometimes it’s pretty major and requires you know system update or

review of the communication between MMIS and external system." Only one of them think it

is minor and can be corrected by simple fixes. The difference occurs because they adopt

different approaches to improve quality of data as they face different problems.

The disclosures happened when they use data for reporting or claiming a payment: “I

realize there are problems when I actually need to use the data to answer some of questions I need to

answer.", look at one specific record, or interact with external people such as providers. All

interviewees hold the opinion that data quality improvement is very important to their

daily work as bad data quality will result in bad consequences, which can be problem

in decision making about public health, fraudulent activities, wrong payment activities,

sluggish in daily operations, or mis-communication. One interviewee stated: “The quality

of data is not there. And that will affect billing. It will affect claims. It will affect a mess."

c. Current Solution

Some participants improve data quality by adhoc approaches: “We are just deciding should
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we use excel, should we use access. Sometime MMIS system is the most like accessible." while

others just check manually or process data according to a request form: “... what I do is

just like people send me the request. And our team processes this request. And we check

this request again with guidelines."

d. Challenge

Communication is the largest challenge for data quality improvement. A participant

mentioned: “You know I commonly ask for reports that I believe are clear but when I get the data

it doesn’t answer my question." The next challenge is documentation of data pieces: “If we

don’t have good documentation, we may end up denying someone falsely." Some participants

think the lack of knowledge is also the challenge: “Usually the key error is lack of under-

standing or knowledge of why it’s important, what fields are important depending upon which

provider criteria."

Different data standards cause difficulties for them to improve quality of data. One

participant stated: “... the federal and the state also have their own requirements which don’t

exactly match." Some of them also complained the accessibility of data pieces that can

facilitate data quality improvement is limited. One of them noted: “... sometimes I just

don’t really capture the full picture of you know what’s going on beyond this building, all you have

is the data that you have on your side." The legacy system, which is MMIS, they operates

for data management, introduced more bad data and prevents data quality improvement

efficiently: “So if we can not completely upgrade the system, and the current system cannot take

the improvement."

e. Opportunity

A necessity of data catalog for data quality improvement raised from the interview: “And

I wish there would be a more prompt thing like how would this report be used and what do you

want the end product to look like something like that, or what do you expect to the result to look

like..." The catalog should maintain information about the description and usage of each

data element, such as a table or a column, with which user can understand the correlation
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and meaning of data better.

Participants also mentioned an accessible system will also make data quality im-

provement more efficiently and effectively. One interviewee stated: “... they receive up-

dates from us once a week. Sometimes it will more beneficial if they can receive it everyday, but

you know there are a lot of patients, sort of like that." The accessibility to other pieces of data

can enhance the verification of data defects and improve the accuracy of data defect cor-

rections.

Typologies

Typologies were resulted from different type of work of data quality improvement peo-

ple dealing with. People dealing with single data item focus more on details of cells in

records, they manually check and correct data for quality improvement when there is a

requirement of checking or correction. They claimed resources for them are limited and

it prevents them to improve data quality efficiently.

People checking validity of a group of data adopt ad-hoc approaches with business

rule matrix and data change request form to correct data, they encountered with problems

of training people to understand these resources as the policy of data always changes,

comprehending one material requires pre-acknowledgment of other related materials.

Healthcare professionals who are interacting with external systems care more about

communication problem and data standard. Communication with external people out-

side the system is in low-efficiency and time consuming. Different data standards in

different systems introduced more potential data defects in MMIS as well as increased

the difficulty of data quality improvement.

4.2.2 Data Quality Toolkit Development

The development of DQT started with designing collaborative activities for the health-

care organization considering about the challenges and opportunities analyzed from in-
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terviews. After that, DQT was developed with certain features to achieve operation of

high level business process in a collaborative manner. The main features include busi-

ness rule management, data defect detection, versioning control, collaborative commu-

nications, and auto updates. The fully functioning features supports DQT detects and

manages data quality improvement initiatives in a efficiently and effectively, users are

able to maintain a data quality with a better communication with it.

Collaborative Process Design

Processes were designed along the guidelines of data governance by identifying roles that

will perform actions and processes that will help improve data quality issues and cus-

tomize business rules while transmitting information between officials. Four operational

roles were identified as part of data governance process for DQT in healthcare organi-

zations namely health expert, data steward, data custodian and data operators. These

roles and their processes unanimously lead to a collaborative contribution towards data

quality improvement. The scenario of each role can be found in Appendix C. Figure 4.1

demonstrates both internal and external entities interact with DQT.

In DQT, a health expert can evaluate organizational policies and start creating business

rules by creating a narrative as per requirement. Officials who have knowledge about or-

ganizational data implementation from business as well as more granular level point of

view serve the role of data steward. A data steward can create structured business rules

under the narratives that have been created, they can also import data and detect defects

using DQT functionalities, prioritize defects for correction, assign tasks for data correc-

tion by creating tickets, compare versions of old and new data when corrected data is

received from MMIS. Data custodians are the core technical personnels or programmers

who assign queries or regular expressions to business rules in the form of creating formal

specifications. These specifications add onto the business rule narrative and structured

rule definitions and are used to scrutinize if the data abides by these organizational con-
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straints. Data operators are MMIS front-end users who operates the system, the metadata

about defects detected is sent to them for revision. Concepts like defect detection, busi-

ness rules components such as narrative, structured rules, formal specifications will be

explained in section ??. The high level business processes are presented in figure 4.2, the

cooperation and interactions between different roles are also shown.

Data Quality Toolkit Development

a. Business Rule Management

Business rule management is a major functionality of DQT. It enables users to edit the

business rules associated to data fields. With the frequent changes in business policies,

business rule management turned out to be immensely useful in changing business rules

for the associated data fields. The business rule management functionality was designed

in such a manner that, a user who is operating on DQT can be considered as unaware

of technical or programming knowledge. The business rules in DQT are designed in

three levels of management: business rule narratives, structured business rules and for-

mal specifications.

The first level is narrative, a business rule initiative. Narratives are created as a first

step for users to enter more textual descriptions about a business rule. Narratives are

more friendly for officials who are more familiar with heathcare policies and have not

much technical expertise.

The second level are structured rules, which are created by users who have more in-

tricate knowledge about the rule’s operations to supply information such as associated

file and column names, column value, etc. The concept of structured rules was created to

allow officials who have more knowledge about the implications and the data associated

with it, in this manner, the narrative in the first level can be interpreted to a specific data

table and data column.

Following the chain of narrative and structured rule, the third level of formal speci-
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fications are created. It holds deeper technical information and specifications about the

business rules such as SQL queries or regular expressions. Formal Specifications are en-

tered by officials who have programming or technical expertise to add more definition to

the business rule by tying queries or regular expressions to it. Formal specifications as

third level of business rule establishes a link between the healthcare data and business

rules created to govern the data. Information entered in the third level is directly used to

check the compliance of the data to the organizational policies.

The user interface catering to business rules customization follows CRUD paradigm.

CRUD in programming technology describes the elemental functions of create, read, up-

date, or delete. The third programming level specification rule can be directly selected

and utilized for data defect detection. With business rule management, a contextual de-

scription can be interpreted as a part of executable programming code and executed to

detect data defects.

b. Data Defect Detection

The data governance processes enables users to improve the quality of the data used in

healthcare organizations by importing data, performing processes to detect anomalies

in the data, grouping detected data defects, and assigning them to other users to cor-

rect it. Data defect detection component of DQT automatically and efficiently identifies

anomalies and discrepancies in data. An user is able to examine the quality of data files

start with importing them into the application as part of a quality improvement initiative.

Metadata about data defects such as location, value, and measurement is obtained by de-

tection from selecting specific column from a table and applying a specific business rule

to it. Defects detected are recorded and the required personnels are notified by using the

ticket system. Finally the files are dispatched to the MMIS users for correction.

The data files imported into DQT can large, importing and performing defect detec-

tion processes on large data sets are time consuming. DQT hosts a splitting operation

which breaks up the data file into smaller pages and performs parallel data processing
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for defect detection. This function reduces the time required to obtain the files and oper-

ate on them. A grouping functionality in DQT categorizes data defects by four strategies

of identified defects, allowing users to return to the system anytime and check all the

defects that have been found by selecting the required strategy. DQT is efficient in detect-

ing defects in large data sets promptly by developing multi-threaded programs, which

is the mechanism of a central processing unit (CPU) to execute multiple processes or

threads concurrently appropriately supported by the operating system. Multi-threaded

programs lead to faster overall execution. By splitting data into pages and process data

pages in threads, the performance can increase the speed by 47 times. DQT optimizes the

users experience using these above features.

c. Collaborative Communication

The ticketing feature allows users to assign data correction task to officials. The person

who detects the data defects, groups those defects and creates a ticket for the correction

of those defects. Tickets can be assigned to certain assignees that users assigned, with

an optional attached files. The status of a ticket can be new, in progress or completed.

Once the assignees receive the email about the ticket, they can start working on data

correction task and accordingly update the ticket status. Users also receives emails when

the business rule they worked on get edited. All the users involved in a ticket receives an

email whenever there is any change or update made to the ticket.

d. Version Control

DQT maintains a versioning system for both business rules and data which helps track

their change over the time and maintain records of all the history versions. Any change

in the business rules creates a new version of the rule which over the time helps track

the changes that have occurred in the healthcare organizational policies. Uses are able to

check drive any version of a business rule and check how did it changed over the period

of time. The versioning control for business rule also enabled users who need to use

different queries when they have different points of view, which resolve the problem of
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conflict of use and interpretation of business rules.

In case of data versioning, DQT maintains only the current version of data as that

reduces the demand for space. A diffing mechanism was adopted in DQT to compare

the existing data with new version of data that is imported into the system. The new

data dump does not replace the existing data if there is no change. After importing and

only the latest data is kept, user can regenerate older versions of data and compare them

between each other. Users can visualize the difference of any two versions of data by

viewing two versions of data side-by-side, with differences marked by colors. Informa-

tion about version of data is maintained in the database where the business rules version

is also maintained.

4.3 Limitation

This research achieved its objectives by developing and enhancing DQT with collabo-

rative activities of data quality improvement and business rule customization features.

However, there are still several limitations in this research. For requirement collection,

qualitative research is not immediate generalizable compared with quantitative research.

But this research leveraged interviews for a deep investigation of data quality issues and

solutions in real-life settings in health organization, thus alleviated the problem of quali-

tative research.

For DQT development, GUI needs to be improved and mechanism of business rule

inputting can be simplified. Main functions are listed in menu bar on main working

window, in which some of more important and more frequent used functions can be pre-

sented in a tool bar. However, the usages of each function needs to be collected from

software deployment phase, and the development of tool bar should based on the usage

in deployment. Management of business rules according to users based on their knowl-

edge of health data policies, data structure, and programming language, which increased
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the dependency of data quality checking on users.

4.4 Conclusion

It is a big concern that the update of information management systems falls behind of the

changes of policies and lows at the state and federal levels. Data maintained in such sys-

tem does not reach the expected level of quality. Efficient communication and documen-

tation of data elements are demanded in healthcare organizations to facilitate functions

in daily operation. Smooth automated high level business processes of data quality im-

provement in healthcare organizations is needed. The interview investigated the topic of

data quality improvement in a in-practice fashion with collaboration with a state agency,

which has not been done by in other data quality research. Health organizations will ben-

efit from collaborative activities with fully functional multi-user client-server software

developed for data quality improvement.

It is striking that, the lack of data quality is considerably affecting the daily operations

such as dealing with rejected reimbursement claims detecting fraud, waste, and abuse,

and making payments to vendors. The currently employed practices fall short in effec-

tively and efficiently improving the quality of data. There is a clear need for systematic

approaches and accompanying tools to address the challenges and opportunities identi-

fied in interview.

This research adopted qualitative methods and various software development activi-

ties to collect requirements and enhance DQT. First, the architecture of DQT was designed

to define a collection of hardware and software components, and interfaces to implement

the framework. Next, features such as operation design, business rule customization,

data defect detection, ticketing system, and data version management are determined,

constructed, and developed. Finally, the an advanced version of DQT was developed as

a multi-user concurrent software with client-server mode. Users can work on and share a
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global business rule repository for tracking of business rule change and detection of data

defect.

Healthcare organizations will benefit from the collaborative processes developed for

data quality improvement. Data quality checking, improving, and communication be-

tween multiple units can be tracked, managed, and maintained in an effective automated

activities. Different roles in the healthcare organization will have a better understanding

of each function in processes. A fully functional multi-user client-server software solution

developed to support the associated activities will be a highly unique and novel contribu-

tion. Consequently, the data quality improvement initiatives will achieve higher degrees

of effectiveness and efficiency.

54



Chapter 5
Aim 3: Implementation, Assessment, and

Refinement

The refinement of the data quality improvement approach realized through its software

prototype, DQT, was achieved by implementing DQT in an educational setting. In this

context, implementation refers to installing DQT and putting it into use by data quality

improvement teams.

5.1 Methods

Both qualitative and quantitative data were collected to assess whether DQT provides

advantages; this assessment provided a basis for further refinements. At this stage, data

quality reports, software usage logs, and detailed information of errors given by the soft-

ware during its execution were collected during the implementation phase. In addition,

the users reported their opinions and various issues they observed during the implemen-

tation in the form of tickets collected in a web-based repository made available to them.

After that, focus groups were conducted to collect opinions and suggestions about the

perceived usability and usefulness of the tool. Based on the results, DQT was refined by

fixing its bugs and adding new features.
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5.1.1 Assessment Settings

Due to its feasibility, the implementation of DQT took place in an educational setting.

Student participants conducted month-long data-quality improvement projects within

groups, each working on a different simulated homecare readmission dataset.

Participant Sampling

Convenience sampling was used to recruit 24 participants, who were among the graduate

students of the Department of Information Systems. In terms of their general background

and knowledge, these graduate students resemble the professionals who may be assigned

to work on data quality improvement problems in the industrial settings. Therefore, their

recruitment as participants in this study was appropriate.

Demographic data was collected from the participants through an online survey which

aided the formation of homogeneous groups with the maximum within-group diversity

according to a set of criteria that can affect their effectiveness and efficiency in eval-

uating DQT.151 The criteria included background in statistics, programming language,

databases, prior usability courses, GPA, and course load in the semester.

Data Simulation and Defect Injection

The student groups worked on the simulated datasets with defects injected in them. For

simulation, based on the metadata of a real homecare re-admission dataset, 33 features

were selected to be the columns. The column names and descriptions are provided in

Appendix D. The researchers made assumptions about the distributional characteristics

of the variables represented in the columns such as age. In addition, a correlation matrix

with 33 dimensions was created to impose certain relationships between columns. These

distributions and relationships were predetermined by the researchers based on the ap-

proximations that come from their experiences. This research does not include analyzing

the data sets, therefore it is not affected by the assumptions made about the distributional
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Table 5.1: Number of Records and Defects in Each Readmission Data Set
Group Number of Records Number of Unique Defects

A 99,539 8,201
B 99,615 7,980
C 99,546 9,865
D 99,592 6,849
Total 398,292 32,895

characteristics of the variables or the relationships among them. However, employing

these predetermined assumptions made the data sets very similar to actual data sets. The

simstudy package152 in R was used for generating the simulated datasets based on the

assumptions.

Next, data defects of different types were injected into dataset by randomly selecting

cells. The defect types were missing data, dummy values, implausible values, invalid

values, type mismatch, outside domain range, and duplicity. Overall, for each data sets,

around 10 percent of the observations were injected with defects. There have been no

published benchmarks or standards about the number of defects in real data sets. There-

fore, 10 percent was used as reasonable assumption about defect density for this type of

data. In our experience, as shown in Table 3.3, the defect density in actual healthcare

administration data sets can actually be much higher. Table 5.1 represents the number of

records created and number of unique defects injected foreach readmission data set.

5.1.2 Assessment of Perceivable Advantages

Perceived relative advantages of using DQT and its perceived complexity, the two factors

that will play an important role in its diffusion,153 were assessed throughout its imple-

mentation by conducting qualitative research to obtain rich contextual opinions, which

would be infeasible to obtain by using a quantitative approach. Knowledge workers’

intention to use new ideas and software solutions increase as they see higher perceived

relative advantage and decrease as they see higher levels of complexity. For this purpose,
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five focus groups were performed with each one of the focus groups which used DQT for

data quality improvement for one month.

Adopting focus groups154 was useful because it provides consolidated opinions and

help better flash out answers compared with other qualitative research methods. It can

help discover the differences of opinions among the individuals, and gather detailed in-

formation about both personal and group feelings and perceptions. Focus group could

also provide a broader range of information from each participants while offering the op-

portunity to clarify the results. Conducting one-to-one interviews with the cohort of 24

available subjects would take longer, and the group conclusion would be missing. Focus

groups allowed researchers to elicit the opinions which were analyzed and categorized

as improvement requirements in the process of DQT refinement.

Focus Group Design

Each of the five focus groups lasted for approximately two and a half hours with the first

half of discussing usefulness to understand the perceived relative advantages of DQT, and

the second half discussing the usability issues to understand the perceived complexity of

DQT. The facilitator conducted the discussion according to a facilitator guide, provided

in Appendix E. Two group discussions were audio-recorded, and the main discussion

topics were written on the board. The group facilitator also wrote down main concepts

of each topic on a board. The audio recordings were transcribed and the transcripts were

analyzed along with the notes. The focus group questions on perceived usefulness and

usability of can be seen in Appendix F.

Data Analysis for Focus Group Data

The data analysis methods followed the the Framework method129–131 which was dis-

cussed in Section 4.1.1, as it is a more flexible approach to identify the ideas and findings

among context, and enables different perspectives and understanding to be merged to-
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gether, which helps researcher make a in-depth investigation about the usability and use-

fulness about DQT. This method has been used by numerous researchers in the analysis

of qualitative data collected via focus groups. The inductive approach guided new view-

points of DQT to be discovered, which confirmed the comprehensiveness of the result

and cognition of the usage of DQT.

Triangulation

To ensure the validity and relevance of the evidence, triangulation through two other

source of data was also collected and analyzed, which are issues reported in ticketing

repository and direct opinions.

An online ticketing system was made available to users for on going reporting of prob-

lems and tracking them to resolution. The ticketing system enables user to publish issues

encountered while using DQT. Through this online ticketing system beyond DQT, re-

searcher can get issue reports on time and give resolution in a timely manner. Messages

were exchanged between user and researcher in the ticketing system, which promote the

communication on the issues of DQT. By collecting data of issues posted in ticketing sys-

tem, the researcher can evaluate whether DQT performs as expected.155, 156 In addition,

the full documentation in ticketing system engaged DQT with more features that was not

designed at the beginning, which fulfilled the inadequacy of functions in DQT.

Other than focus group and ticketing system, the participants also provided direct

opinions in a group report. The contextual data from focus group, ticketing system, and

direct opinions were leveraged to understand perceivable advantage of DQT.

5.1.3 Usage Characteristics

Usage characteristics of software systems need to be understood and improved in order

to provide a better user experience.

59



Execution Profile

We implemented features to create a detailed runtime history by recording each operation

performed by the users of DQT. As a result, the relative usage of the specific operations

and functions was studied. By analyzing data from logs, the use frequency and use pref-

erences of each function was identified which explained how DQT was utilized.157–159

Those logs helped in prioritizing the refinement efforts. Functions used most frequently

should be paid more attention for improvement and optimization.

Error Logs

The logs recorded detailed information of each error happened during execution, making

it possible to perform further refinement and debugging more easily. Errors that occurred

most frequently would be resolved first after implementation.

Defect Validation

Data quality reports were collected from participants. Data quality report includes loca-

tion of each defective cell participants detected, which is also the unique row number of

each defective cell in each column. There was one report collected from each group, as one

report from one dataset. The result of report are consent from within the group. If there

was any different points of view among group members, they would reach a consensus

by discussions. As a result, comparing injected cells with detected cells, the usefulness

of data quality improvement can be explored and investigated to evaluate the benefits of

the approach.
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5.2 Results and Discussions

5.2.1 Assessment of Perceivable Advantages

In total about ten hours of recordings were saved, 95 tickets were created in ticket reposi-

tory, and direct opinions from 24 participants were assembled for the qualitative analysis,

four themes with relative subthemes were emerged as the result of analysis.

Analytical Hierarchy of Concept

Hierarchy of concept is shown in table 5.2. There are four main concepts: usefulness,

usability, issues, and suggestions. Under those concepts subthemes are also listed.

Thematic Chart Summary

Usefulness

For rule management, some user think it is is very useful and smooth because it provides

the ability for non-technical users operate on DQT: “The speration between narratives, rules

and specifications makes working with the system easier as both non-technical and technical people

can participate ". What’s more, business rule management make tracking operation his-

tory possible. But most of them stated structured rule and specification can be merged:

“I think rule and specification can be merged because they serve the same purpose". That is be-

cause all participants are from technical background, they know both data structure and

programmings, so they hold the opinion that user can create a specification from a de-

scriptive narrative. However, in the environment of healthcare organizations with less

technicians, it is not the case.

Some participants noted detection provides accurate and consistent result about the

location of each defect, it is easy to operate. The grouping function can merge similar type

of defects together, which makes cleansing easier. One participant said “It is very useful

that the defects can be grouped according to taxonomy". But sometimes it shows empty result
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Table 5.2: Perceivable Advantages and Required Improvements of DQT

Main Concept Subconcept Detailed Description

Usefulness Rule is useful and friendly Usefulness business rule management and
to non-technical users three-layer concept of business rule
Detection is useful Usefulness of data defect detection feature
Collaborative operation Usefulness of the collaborative operation
can be improved features
Versioning is helpful Usefulness of version management of data
for tracking history and business rule

Usability Good performance Performance of DQT such as GUI operation
data processing

Accurate result Accuracy of the result DQT provides
Efficient Efficiency of data quality improvement

and usage of DQT
Easy to use after learning Ease of use of DQT
Has advantages compared Differences of DQT and other tools
with other tools for data quality improvement

Issue Complex navigation Navigation of features and functionalities
No result exporting Exporting results to a file
Layout needs redesign Aesthetics and widget layout of DQT
Terms are hard to understand Terminologies in DQT is difficult

for technical users
Only ID shown in list In list program only show ID of users

or rules

Suggestion Needs proper notification Showing proper notification to user
if there is any mistake in oepration

Better tutorial Providing an easy to learn tutorial
GUI needs improvement GUI needs improvement to make DQT

not out-of-date
Function for data dependency Data dependency is required to be

presented and managed
Function for data cleansing A feature of data cleansing in DQT can

facilitate data quality improvement
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window instead of notifying user "no defect detected".

Participants all agree that the collaborative operation make everyone see each others

query and utilize that, which facilitate the communication and learning from each other

“One rule created for one project, can be reused for other projects also". However, some of them

claimed the ticketing system should be improved to be more user friendly as they said

“The current ticketing system does not facilitate the tracking of task update". Some participants

even stated ticketing system is useless so they adopted other tools for communication.

They also have the same opinion that versioning of data and business rule is very useful

to check mistake in business rule, track history of business rule, and check difference

between two versions of data. One participant stated “Versioning allows to work with same

rules and allows to tarck previous versions"

Usability

One participant said the threading improved the performance of data defect detection on

large dataset. But some others said the performance is decreased because multi-task on

DQT is not enabled: “...no multi-tasking is possible, like one window needs to be closed before

another can be opened". Some participants think the accuracy of DQT is good in terms of

easy query was executed: “Defect result is accurate when query is not complex", while others

noted the results need to be double checked with Excel.160

Features such as business rule management and GUI operation improve the efficiency.

And DQT is less time consuming compared with other tools. Participants state that DQT

is difficult to use at first, but easy in operation after users learn it. A participant noted

“It was difficult at first, but easy to understand after you learn it". As there is no program-

ming required, it is also friendly to non-technical users: “...provide skeleton for less technical

background".

Participants would like to use Python,161 R, SQL,162 SAS,163 and Excel if there is no tool

like DQT provided. Comparing with these tools, DQT provides a more intuitive GUI for

user other than programming languages. DQT is more non-technical friendly, provides
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more features to track history and progress of data quality improvement. Stated by one

participant, “...no way of version comparison in other tools... no collaboration operations among

technical people and non-technical people". Although other tools provide more functionality

than DQT, it requires user to coding and keep the record of codes by themselves.

Issue

Almost all participants claimed navigation of DQT needs to be improved as there are too

many windows pop up for each feature: “...taking too many steps to creating narrative, rule,

and specification". And in result window, user was not able to export result into a file.

They have to copy and paste results to a file created by themselves, when result is huge,

it takes a lot of space on memory and the program will be suspended. Participants said

“When I tried to copy a large amount of defect detection result using ctrl+a, ctrl+c, and ctrl+v,

I found that DQT halts. I also tried shift+click to copy some portion of the result but I couldn’t

select results in that way. So I think it would be convenient if DQT has a function that allows a

user to export defect detection results in a csv file. One participant also noted the layout of

DQT is confusing users: In some cases the transition are not smooth, and buttons are not placed

at consistent places.

Some participants also stated the terminologies in DQT is confusing for technical

users. DQT is designed for both technical users and non-technical users, some technical

terminologies are transferred to some non-technical words. However, it becomes confus-

ing for technical users: “The name of indicator is the primary key in database, it will be more

understandable and more clear for me if it is shown as primary key". Participants also noted in

some lists, user have to remember ID of an item such as business rule or a user instead of

showing name to user. A participant claimed “In ticketing system the user name should be

there instead of id".

Suggestion

In DQT, if there is any error happen, a generalized message will pop up to tell user an

error happened. There is not no detailed information provided further to user to tell them
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which operation caused the error. Participants were noted that more proper notification

should be provided to user to reduce anxiety: “...there were too many unexpected errors

happened, like log in issue, session timeout and other errors". The help manual was helpful for

several participants, but most of them claimed it was not sufficient. They suggested to

have a more understandable tutorial such as a video tutorial for user to make them learn

DQT faster. One participant said “The help manual in DQT is useful, but is a tutorial video

will be more helpful to teach new users".

Participants noted GUI improvement is very necessary: “The UI is vary basic and out-

to-date, it need enhancement because it looks like a software from ancient times". One partici-

pant said a data dependency feature would also enhance DQT for business rule and data

management: “There should be an approval by administrator before business rules are actually

published".

Some participants expect to have a data cleansing feature in DQT. One of them noted

“I have to rely on others tools for cleaning after detection using DQT. If there is a data cleaning

option it will be better". However, considering about the confidentiality and security of

healthcare data, data should only be modified in the original system. Thus, DQT will not

include this feature to cause and confusing and insecurity.

5.2.2 Usage Characteristics

Execution Profile

Figure 5.1 shows the number of access to each functionality in the implementation. The

most accessed function is rule management, the first step of defect detection in DQT,

three-layer of business rule needs to be edited to accomplish an executable specification

which can be utilized by detection. It is accessed most because participants needed to

learn and give tries to each rule to make it valid for checking. It determines rule manage-

ment is the most important functionality to obtain accurate result of data defect detection.
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Figure 5.1: Execution Profile

Followed with rule management, data defect detection is the next function that been

accessed most, only fall 7% behind rule management. Detection provides the core result

in DQT for data quality improvement, which causes user access detection for more than

40% to detect defects and verify the validity of each specification. Rule management and

data defect detection take 90% of usage of DQT, which reveals that these two function

should be paid more attention to improve users satisfactory in terms of usability, perfor-

mance, and accuracy.

Tickets and diffs are accessed less because features of these two are more simple, and

users did not have too many requirements of cleaned dataset verification. As the conclu-

sion of focus group, ticketing function provided a lower user experience, that also could

be a reason of it is accessed least. Thus, user experience and more usability of diffs and

ticketing should be provided and developed.
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Figure 5.2: Failure Analysis

Error Logs

Figure 5.2 shows the number of distinct failures occurred and its number of occurrence

during implementation. There are 60 different type of failures, database failure and GUI

failure took 25 of each. Most types of database error are caused by empty entries, which

can be prevented by bringing a friendly notification to user. Most of GUI failures are

conflicts between windows that user opened. The six file access failures can also be pre-

vented by notifying user about failure to access the file or missing of the file. Network

failures and other failures can be caused by unexpected network problem and errors.

In terms of number of occurrence, GUI failure is more than database failures even

though the number of failure types are same for them. The reason can be there are more

GUI operation on DQT than database operation, and users will try to give more clicks

on GUI to resolve the failure, however, in the contrast, it usually added more failures.

Most occurred database failures is because user imported data files that are not accepted
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Table 5.3: Percentage of Data Defect Detected by DQT

Group Defective Cells Seeded Defective Cells Detected Detection Rate

A 8,201 7,311 89.15%
B 7,980 5,718 71.65%
C 9,865 8,631 87.49%
D 6,849 5,448 79.54%
Total 32,895 27,108 82.41%

by DQT, a notification can also be created for this type of failure to ask user change the

format of imported data. There are 101 failures of file access, most of them are caused

by wrong operation when user imported data. A more smooth process of data importing

can be developed to improve.

Defect Validation

Table 5.3 shows the percentage of data defect detected by DQT. Group A, C, and D discov-

ered and detected more than 79% of defects, while group B is below performance as they

did not investigate enough business rules in their dataset. Since DQT is not built a pre-

dictive model, rather is built as a deterministic mechanism and rely on people making the

right rules, the result highly depend on the decision and apprehending of defect of users.

In total 75.83% of defects were detected by DQT, which indicates that DQT is performing

in the desired way to provide accurate result for data defect detection efficiently.

5.2.3 Refinement

After implementation and analysis of data, bugs were fixed and four improvements were

made on DQT.
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Result Exporting

One exporting button was added on data defect result window, user can save results as

a self-named csv file as tab separated dataset. Instead of copying and paste results to

another file by taking memory space of computer, exporting results feature saves result

in a better format as well as saving time by improving the performance and minimizing

user efforts.

Data Dependency

Data dependency is a feature to show dependency of business rules and users who are op-

erating on them. A tree structure is is showing to demonstrate the relations and hierarchy

of business rules in terms of narrative, structured rule, and rule specification. Users who

modified the rule is also shown to user to inform them about the dependency between

users and rules. Besides, creation of each rule requires approval from data steward. Only

rule approved by data steward can be utilized for data defect detection and visualized by

other users. The data dependency make it possible for user to have an authenticate mech-

anism to manage business rule and prevent the repository of business rule get polluted.

Data Dictionary

Data dictionary is able to let user editing the description of each data element from do-

main, entity, and filed, which can also be interpreted as system, table, and column. By

editing and viewing the description, constraint, and relationship of data elements, users

can have a better understanding of data pieces and be more efficient on data quality im-

provement.

GUI Improvement

Based on suggestions and opinions collected, GUI of DQT was improved. Operation

panel of business rule management was changed to a more easy to navigated format,
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user can edit any layer of business rule on a panel by operating on a tree structure, which

provides a visualization of relationship between business rules. Each function only pops

up with one window, user switch by tabs for different features, instead of popping up

with multiple windows. Widgets are settled on window in a more standard manner,

which makes DQT more user friendly.

5.3 Limitations

The interview participants were all students from Department of Information Systems

and Department of Computer Science, all of them know programming above average

level, some of them are very skillful in regular expressions and SQL. It caused the problem

of underestimating the usefulness of three-layer of business rule, some of them hold the

opinion that directly writing program to check for data defects is better than operation on

GUI, which will be a hard task for agencies in healthcare organization. However, writing

programs to check defects is not able to track the history of business rule as policy of data

changes.

Although in the simulated dataset defects were injected and kept in log, and descrip-

tion of each column are provided to participants at the beginning of implementation, par-

ticipants usually misinterpret or overinterpret the relationship between columns. Some

rules they created were should not be a constraint for data, and some constraints are

undiscovered and defects were not found. It caused some bias in defects validation. But

the result of defect validation still proves the DQT can serve the objective of improving

quality of data efficiently.

5.4 Conclusion

Functions in DQT such as business rule management, data defect detection, collaborative

work, and versioning are useful for efficient data quality improvement. The ticketing
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system needs improvement with more simple and easy operations to facilitate commu-

nication between users. Overall DQT is easy to use after users learn how to use it. A

better tutorial provided can improve user’s motivation and reduce the time consuming

in learning. DQT is especially friendly and easy to use for non-technical users. With

GUI operation and contextual description of business rules, non-technical users are able

work on DQT and contribute to data quality improvement. The GUI of DQT needs im-

provement to make it looks more professional other than only be professional in core

functionality.

Compared with programming/scripting languages that can be used for data quality

improvement such as Python, R, Excel, SQL, and SAS, DQT performs much faster due

to its multicore custom programmed defect detection and data versioning algorithms. It

allows users to create constraints in the form of business narratives, structured rules, and

specifications to be applied on data. The versioning of data constraints can allow the users

to track the history and changes of a business rule, while versioning of data can track the

improvements on dataset. Although other tools provide more features in statistics, they

requires programming, and the scripts cannot be tracked for previous version. On Excel,

user can also operated on GUI to check defects, but the output is only the result, in which

the process of detection operations are missing. DQT is also good at managing business

rule and data quality in a collaborative manner, that other tools cannot provide.

Business rule management and defect detection are most accessed functions, more ef-

forts should be put on these two functions to provide a better user experience and more

accurate results. Over datasets in four groups, 72.12% of defects were detected by par-

ticipants, therefore, DQT is testify to be a efficient tool to provide accurate data defect

detection results.

Finally DQT was refined by bug fixing and four new features added. The data de-

pendency feature enables users to check dependent relation between different level of

business rules and users. It also make rule creation with user authentication, which pro-
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tect business rule repository in a healthy environment. The data dictionary helps users

to edit and comprehend the usage and restrict of each data element, largely expedite the

understanding of data and improvement of data quality improvement. The result export

function make it easier for user to save results and do second study on it as long as im-

prove the performance of program. Improvement of GUI make navigation more logical

and widget more coherent. A more professional look of DQT can motivate user to use the

tool and conduct them process data intelligently.
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Chapter 6
Conclusion

With the increasing importance and needs of data analysis in healthcare organizations,

data quality is be basic requirement for useful and high-quality results. To invest the core

problem of data quality, investigate the challenges and opportunities of data quality in

healthcare organizations, and develop collaborate processed and DQT for data quality

improvement, three studies were conducted in this research to provide a solution to im-

prove data quality in healthcare organizations. The research was based and testified in

real-life and educational settings, which confirmed that the processes and DQT developed

are efficient and effective for data quality improvement in a collaborative environment.

By conducting documentation analysis, descriptive analysis, and literature review, a

taxonomy of data defects with six main categories and seventeen subcategories was iden-

tified, which can help the understanding and categorization of root problems of data

defects. Conditional required value missing and multiple attribute value duplicates in

the taxonomy have not been mentioned and discovered in other study. Medicaid data in

Provider and Procedure subsystems are detected with the taxonomy, in total more than

two million data defects were detected, indicating that data quality in the MMIS system

needs to be examined and improved. The most occurred defect type is syntax violation,

which should be paid more attention to prevent in the future.

From the analysis of interviews, in healthcare organizations, lack of data quality is
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troubling data managers with their daily work. All participants hold the opinion that data

quality is very important and needs to be resolved in their organization as it can cause

time and money lost. Poor data quality can caused by mis-communication, legacy sys-

tem, lack of documentation, different data standards, and limit data accessibility. How-

ever, there is no systematic solution provided to them for collaborative data quality im-

provement. A data catalog and an accessible system to data would benefit the healthcare

organization.

Based on the result of interview, DQT was developed to implement a efficient and ef-

fective tool for healthcare organizations for data quality improvement. Main features of

DQT including business rule management, data defect detection, collaborative communi-

cation, and version control. The tool has GUI operation and process data in a fast manner

by embedding threading functions.

Finally, DQT was implemented in an educational setting. Participants was selected to

use DQT to improve quality of a dataset for one month. A focus group was conducted

to investigate the perceivable advantages and objective assessment of DQT. Overall DQT

serves the purpose of data quality improvement and provides accurate results. However,

GUI and ticketing system needs to be improved for a better user experience and collab-

orative communication. Three features was developed to refine DQT: result exporting,

data dependency, and data dictionary.

The overall research furnished in-depth studies of data quality improvement for health-

care organizations. With the data defect taxonomy and DQT, healthcare organizations are

able to improve quality of data by identifying, checking, correction, and communication

between different roles across the organizations. High quality of data obtained by using

DQT will benefit healthcare organizations to prevent resource lost, ease and simplify the

operation, improve the profits, and quality of healthcare results.

74



Appendix A
Interview Questions

1. A data defect refers to a discrepancy between the actual and expected correct values

for a data item. To start with, could you give an example of a data defect from your

context?

2. Defects detract from the quality of data. Higher number of data defects are associ-

ated with lower data quality. Through which mechanisms and how do you realize

or know about data quality problems, i.e., high number of defects in your data?

3. Data quality improvement is identifying data defects and tracking them to their

resolution to ensure that data is corrected. To what extent do you think data quality

improvement is necessary in your opinion? Why? Would your organization need

data quality improvement?

4. How do you currently perform data quality improvement? What are the approaches,

steps, and tools?

5. What are the most important and recurring day-to-day problems associated with

data quality improvement according to your experiences? What causes these prob-

lems?

6. What are the most time consuming tasks in data quality improvement? Why?
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7. What are the most costly tasks in data quality improvement? Why?

8. What are the communication or collaboration difficulties in data quality improve-

ment activities? Can you give examples?

9. In data quality improvement, what current activities can be possibly eliminated or

possibly merged? Why would this be useful?

10. Are there other similar organizations you know with better data quality improve-

ment mechanisms? If so, why are they better? What should your organization learn

from them? How can such learning be facilitated?
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Appendix B
Term Definition

1. Data Defect: Data defect refers to a discrepancy between the actual and expected

correct values for a data item which requires a corrective change.

2. Data Quality: Defect detract from the quality of data. Higher number of data de-

fects are associated with lower data quality.

3. Data Quality Improvement:Data quality improvement is identifying data defects

and tracking them to their resolution to ensure that data is corrected.

4. Collaborative Data Quality Improvement: Collaborative data quality improve-

ment is a practice of data quality improvement across functional and individual

boundaries.

5. Collaborative Data Quality management Toolkit: A collaborative data quality man-

agement toolkit is a toolkit with full features of data quality management to improve

quality of data.

6. Business Rule: Business rules are rules that define or constraint data and always

resolve to either true or false, which are intended to assert data structure or value.

7. Structured Business Rule: Structured business rule is a rule that specify a certain

constraint on data with format, structure, type or value.
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8. Business Rule Specifications: Business rule specification is a command or section

of command that specify and implement a business rule constraint on programming

level.

9. Data Versioning: Data versioning indicates the action of saving new version and

metadata of data when it is changed so it can be roll back and retrieve specific ver-

sions of data.

10. Business Rule Versioning: Business rule versioning means the action of saving new

version and metadata of business rule when it is changed so it can be roll back and

retrieve a specific version of business rule to be applied.
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Appendix C
Scenarios of Roles

C.1 Health Quality and Performance Specialist

Your work involves carrying out policies and making decisions based on the analysis of

healthcare data in this organization. One day, you receive a new policy document which

defines a new series of codes for provider type. The change further divide "RX" which

indicates to "pharmacy" into three new codes for provider types. To implement this policy

change, you need to identify providers whose service type are pharmacy in the system,

correct them with new codes, and generate a new disease distribution report. However,

current codes have been applied for more than ten years, which produced millions of

records that need to be corrected. This work will take huge effort because you could only

search and check records one by one on the system with current features.

C.2 Data Steward

Your work involves making monthly payments to a Medicaid provider. One day, you

discover overlaps among execution time of several procedures while looking over the

monthly claims data submitted by the vendor. The problem spans back many months,

and now, the leadership asks you to identify all suspicious claims for the past five years.

79



However, your investigation first reveals that the data accumulated is inconsistent and

filled with invalid values. For example, the values in the column of start time for pro-

cedure are not only in different formats but many of them are plain wrong, some even

include nonsensible values such as "headache". You do not know how to find all records

with this specific inconsistency in the records, and even after you find it, you do not know

how to correct them in a systematic way because a huge number of records exhibit in this

problem.

C.3 Data Custodian

Your work involves describing standards for data in system, such as data value format of

one value and affiliation relationships between two attributes. One day, you notice there

is a bug in one of the standards, which should restrict provider base number in seven dig-

its. But your description validate provider base number not less than seven digits. This

description has been applied to system for several months but the constraint is wrong,

which means provider base number with more than seven digits are also entered in sys-

tem. You want to correct it but you are afraid that the modification would breakdown the

system, and the system could not roll back to the current status neither.

C.4 Data Operator

Your work involves entering healthcare claims into an electronic health system. One day,

your leadership who makes decision from analysis of data in this system tells you that he

could not extract active provider after 01/01/2015 because provider service begin date is

empty in most of records. You know you had never put service begin date and service

end date in system because they were not used in the previous operations or data analysis.

This practice has been in place for many years, and the other colleagues also follow the

same practice. Now, you need to identify the records without this value and correct them.
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Appendix D
Simulated Data Feature Descriptions

1. age

2. gender

• male

• female

3. race

• African Americans (AFA)

• European Americans (EUA)

• Hispanic and Latino Americans (HLA)

• Asian Americans (ASA)

• Other (OTH)

4. marital status

• single

• married/partner

• divorced/separated

• widowed

• other/unknown

5. area

• rural

• urban

6. income
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7. education

• high school

• undergrad

• graduated

• other

8. mortality score

9. patient got better at walking or moving around

10. patient got better at getting in and out of bed

11. patient got better at bathing

12. patient had less pain when moving around

13. patient’s breathing improved

14. patient’s wounds improved or healed after an operation

15. patient got better at taking their drugs correctly by mouth

16. adverse events

• adverse events (AEs)

• adverse reactions (ARs)

• serious adverse events (SAEs)

• suspected serious adverse reactions (SSARs)

• suspected unexpected serious adverse reactions (SUSARs)

17. drug users

18. alcohol users

19. the home health team began their patient’s care in a timely manner

20. the home health team taught patient (or their family caregivers) about their drugs

21. the home health team checked patient’s risk of falling

22. the home health team checked patient for depression

23. the home health team made sure that their patient has received a flu shot for the
current flu season

24. the home health team made sure that their patient has received a pneumococcal
vaccine (pneumonia shot)
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25. for patient with diabetes, the home health team got doctor’s orders, gave foot care,
and taught patient about foot care

26. the home health team gave care in a professional way9. the home health team com-
municated with patient well

27. home health team discussed medicines, pain, and home safety with patient

28. home health patient had to be admitted to the hospital

29. patient receiving home health care needed any urgent, unplanned care in the hospi-
tal emergency room - without being admitted to the hospital

30. home health patient, who have had a recent hospital stay, had to be re-admitted to
the hospital

31. home health patient, who have had a recent hospital stay, received care in the hos-
pital emergency room without being re-admitted to the hospital

32. length of stay
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Appendix E
Focus Group Facilitator Guide

Welcome

Hello to everyone, welcome and thank you again for agreeing to be part of our discussion

today on Data Quality Toolkit (DQT).

Introductions

First of all, let me introduce our team here today: I’m (name of facilitator), the facilitator of this

group.

We are interested in hearing about DQT. The focus will always be on usefulness and us-

ability. We will divide the discussion into 2 sections.

You’ve been invited here today to give your opinion as a person who may have multiple

roles in data quality improvement process within a group. We know you may have used

and experienced all features of DQT in your group for this class, but today we would like

your views as a person who works in a health care organization and may not have too

much knowledge about technical or programming, rather than a master student from de-

partment of CS or IS who is skillful in SQL query and other programming language. We

value your opinion and want you to know that we hope to use the information to learn

more about needs of refinement in DQT regards to data quality improvement.
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Ground rules

Before we begin, let me mention a few things about how we usually conduct these dis-

cussions:

1. I will be the facilitator for the group. My role is to ask the questions we have for the

group, and to encourage everyone to participate. I won’t be doing much talking,

but may ask you to explain more or to give an example. Also, it’s my job to see that

everyone has a chance to voice their opinions, as well as to keep us moving along

so that we have time to discuss all of the questions. So, at times, it might seem as

though I am cutting you off, and this is not meant to be rude but rather to make

sure that we have time to hear from everyone on each question. You’ll also have the

opportunity to continue this discussion online via a private forum.

Since we only have until 7:00 PM today, we may not have time to hear many details

of each person’s perspective. We know that you have each been through your own

experience and sharing your experience with others can be helpful. We hope you’ll

understand that for these next two and half hours we will ask you to focus on the

questions asked. You can take extra time after the group is finished to talk more

with each other if you wish.

We want to thank each of you for being here, so please know that we value your

ideas and comments

2. You have been divided into (X) groups for IS 777. We kindly ask that you remain

with your group. You will be sharing your opinions and thoughts in your smaller

groups and sharing summaries with the larger group.

Each person will be handed a set of index cards. In each session a specific question
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will ask you to write your comments and thoughts on these index cards first and

then use them to guide your discussion in your respective groups. We will be col-

lecting these cards at the end of each session, so please ensure that you’re writing as

legibly as possible. After the time is up, we’ll ask a representative from each group

to share the main points of their discussion with the larger group.

We have a volunteer student scribe with each group that will help take notes on the

easel for you when you discuss in the group.

3. Each scribe has a short form we kindly ask everybody to fill it out. It asks for de-

mographic information for description purposes. No personal information that will

identify you or jeopardize your identity. We use this for research sample character-

istics.

4. It’s really important that everyone hear this: THERE ARE NO RIGHT OR WRONG

ANSWERS, only differing points of view. Each person’s experiences and opinions

are valid, and we want to hear a wide range of opinions on the questions we’ll be

asking. You don’t need to agree with others, but you must listen respectfully as

others share their views. So, please speak up, whether you agree or disagree with

what’s being said, and let us know what you think. One person talks at a time for

recording purposes.

5. Sometimes participants bring up private issues during these discussions, and we

want to be sure that everyone agrees before we begin the group that anything of a

private or personal nature that is mentioned in this room will NOT be repeated to

others outside of this discussion group. Can I see a nod from everyone showing me

that you agree with this confidentiality ground rule? (If anyone is not willing to give

their consent to confidentiality, they may be excused from the group.)

6. Let me tell you about our recording process. As you can see, we have a recording
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devices today using our smart phones and tablets. We usually record these focus

groups because we want to get everything that all of you say, and we simply can’t

write fast enough to get it all down. We use first names only in the transcript, and

when we put together the results from all the groups, we don’t include any names.

It is VERY IMPORTANT that we speak ONE AT A TIME, so that we have a good

quality recording. So, now that you know what our process is, is everyone OK with

being recorded? Can I see a nod from everyone showing me that you agree.(Start

Recording)

7. Let me mention before we start, that we plan to be finished with our discussion on

this topic by 7:00PM.

Closing

Is there anything we’ve missed? Anything else we should know?

Thanks so much for being here today and for sharing your time and thoughts with us!

We hope you continue this great discussion online via email and fossil repository.
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Appendix F
Focus Group Questions

Question List

Usefulness

Usefulness is an individual’s perception of using an IT system will enhance job perfor-

mance.

1. What was your experience of using DQT?

2. What kind of problem will you face in your data if there is no DQT?

3. What approach would you like to use for data quality improvement if there is no

DQT?

4. What are some ways that approaches mentioned above are different than DQT?

5. How much DQT can facilitate data quality improvement?

6. How do you feel about the results from DQT in terms of:

• Accuracy

• Completeness

• Consistency
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7. Are results obtained from DQT likely to be biased by any level of business rule?

8. What do you think about the usefulness of listed features:

• Business rule management

• Data defect detection

• Collaborative communication and management

• Data and business rule version control

9. Which feature in DQT is useless?

• Is three-layer business rule structure useful in collaborative data quality im-

provement?

• Is versioning control for data or business rule helpful in data governance?

• Does ticketing system facilitate the communication within groups?

10. Which functionality would you like to add in DQT?

Usability

Usability is the ease of use and learnability of a human-made object such as a tool or

device. In software engineering, usability is the degree to which a software can be used

by specified consumers to achieve quantified objectives with effectiveness, efficiency, and

satisfaction in a quantified context of use.

1. How easy is it to use DQT? (How much effort/time you need to pay to use DQT?)

2. How easy is it to learn DQT? (How much effort/time do you need to pay to learn

DQT?)

3. How did you learn DQT?

4. What do you feel about the ease of learning by information provided in DQT?
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5. How understandable of listed aspects in DQT?

• Use of each widget

• Concept of three-layer business rule

• Purpose of each feature

6. How do you feel about design of DQT in terms of:

• layout

• content awareness

• aesthetics

• user experience

• consistency

• minimize user effort

• navigation

7. How do you feel about listed features:

• Business rule management

• Data defect detection

• Collaborative communication and management

• Data and business rule version control

8. What are deficiencies of DQT in terms of:

• layout

• content awareness

• aesthetics

• user experience
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• consistency

• minimize user effort

• navigation

9. What problem do you see in:

• Business rule management

• Data defect detection

• Collaborative communication and management

• Data and business rule version control

10. What feature would you like to add to improve DQT?
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