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The Heisenberg uncertainty relations are among the most interesting peculiarities
of quantum mechanics. They express the intrinsic duality between particle and
wave aspects of quantum-mechanical objects [1]. Unlike for the uncertainty relation
for position and momentum, ∆x∆p ≥ ~/2 [2, 3, 4], the proper foundation and
interpretation of the relation for energy and time, ∆E∆t ≥ ~/2, has been a delicate
issue (see Ref. [5] for a review). The main problem can be traced back to the fact
that generally time is only a parameter in quantum theory and that there is not one
well-defined ’time’-operator. For example, Aharonov and Bohm have shown that,
contrary to common belief, ∆E cannot be regarded as the minimum dispersion of an
energy measurement of duration ∆t [6]. Rather, ∆t corresponds to the minimum time
interval that quantum systems with constant energy and initial energy spread ∆E
need to evolve between two orthogonal states [7, 8, 9, 10]. The quantity τQSL ≃ ~/∆E
thus defines the so-called quantum speed limit time of a system. The first rigorous
derivation of the quantum speed limit time goes back to Mandelstam and Tamm [11]
(see also Refs. [12, 13]). They have established that, for an undriven quantum system,
τMT = π~/2∆E, where ∆E = (〈H〉2−〈H2〉)1/2. More recently, Margolus and Levitin
have obtained another bound on the quantum evolution time, τML = π~/2E, in terms
of the initial mean energy of the system, E = 〈H〉 − Eg, with respect to the ground
state [14]. The energy-time uncertainty relation for time-independent systems has
been further extended by Giovannetti, Lloyd, and Maccone [15, 16], who determined
the quantum speed limit time for general mixed states, not necessarily orthogonal, as
a function of their geometrical angle given by the Bures length [17].

The purpose of the present paper is to generalize the energy-time uncertainty
relation to driven closed quantum systems. Specifically, we derive the quantum
speed limit time for generic mixed states with arbitrary angle and for arbitrary time-
dependent unitary driving. We obtain both Mandelstam-Tamm and Margolus-Levitin
type uncertainty relations. To this end, we extend the geometric approach put forward
by Jones and Kok for time-independent systems and orthogonal states [18] (see also
Refs. [7]). Early work on time-dependent systems can be found in Refs. [19, 20, 21].
The quantum speed limit time gives the fundamental limit on the rate of evolution
of quantum systems [20, 21, 22]. As such it plays a crucial role in the determination
of the maximum rate of quantum communication [25], quantum computation [26],
quantum metrology [23, 24] and nonequilibrium quantum entropy production [27]. It
also sets the inherent speed limit of quantum optimal control algorithms [28, 29]. As
we show below, the quantum speed limit strongly depends on the external driving.

Geometric concepts are essential tools in physics, not only in general relativity,
but also in quantum theory [30]. The angle in Hilbert space between two pure states
(or wave vectors), |ψ0〉 and |ψτ 〉, is given by [30],

ℓ (ψ0, ψτ ) = arccos

(
∫

dx
√

P0 (x) Pτ (x)
)

, (1)

with the probability distributions P0(x) = |ψ0(x)|2 and Pτ (x) = |ψτ (x)|2. Wootters
has shown that the geodesic distance, ℓ (ψ0, ψτ ) = ℓ (P0,Pτ ), is equal to the number
of distinguishable distributions between P0 and Pτ along a given line in parameter
space, for example time [31] – two distributions are here said to be distinguishable
if their separation is larger than their widths. Wootters’ statistical distance is the
only Riemannian metric, up to a constant factor, which is invariant under all unitary
transformations. The notion of distinguishability is often quantified with the help of
the Fisher information [32]. Let us consider the infinitesimal distance dℓ between two
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probability distributions Pt and Pt + dPt. Since the distribution Pt depends on the
single parameter t, we obtain from Eq. (1),

(dt ℓ)
2 =

∫

dx
(dt Pt(x))2

Pt(x)
=

∫

dxPt(x)(dt lnPt(x))2 . (2)

The expression on the right-hand side defines the Fisher information ft [32]. It is
given by the variance of the logarithmic derivative of the distribution with respect to
the parameter t and, hence, quantifies its sensitivity to a change of the latter. The
Fisher information for a Gaussian distribution, Pt(x) = Nt exp[−(x − µt)

2/(2σ2
t )] is

equal to the inverse of its width, ft = 1/σ2
t . As a result, we have ℓ =

∫

dt/σt.
The angle between two density operators ρ0 and ρτ is given by the Bures length

(or Bures angle) [17, 33],

L (ρ0, ρτ ) = arccos
(

√

F (ρ0, ρτ )
)

, (3)

where F (ρ0, ρτ ) is the quantum fidelity [34, 35, 36], a mixed-state generalization of
the usual overlap of two wave vectors. The Bures length (3) has been shown to be a
natural generalization of Wootters’ statistical distance for arbitrary mixed quantum
states [37]. The quantum fidelity is defined as [34, 35, 36],

F (ρ0, ρτ ) =

[

tr

{

√√
ρ0 ρτ

√
ρ0

}]2

. (4)

For pure states, ρ0 = |ψ0〉〈ψ0| and ρτ = |ψτ 〉〈ψτ |, it reduces to their overlap,
F (ρ0, ρτ ) = tr {ρ0ρτ} = |〈ψ0|ψτ 〉|2. In this case, L reduces to ℓ. Due to the square
roots in Eq. (4), the fidelity is in general complicated to handle. In the following,
we consider quantum systems whose Hamiltonians Ht are driven by arbitrary time-
dependent parameters during time τ . We shall obtain generalizations of the energy-
time uncertainty relation by deriving upper bounds for the dynamical velocity, dt L,
defined as the derivative of the Bures length with respect to the parameter t [7].

1. Mandelstam-Tamm bound

We begin with a derivation of a Mandelstam-Tamm type uncertainty relation. For
that purpose, we consider the square of the dynamical velocity (dt L)2. According to
Braunstein and Caves, the Bures metric for two infinitesimally close density operators,
ρ′ = ρ+ dρ, is [37] (see also Ref. [38]),

dL2 = tr
{

dρR−1
ρ (dρ)

}

, (5)

where the superoperator R−1 for an arbitrary operator O reads in terms of the
eigenvalues pi of ρ, ρ =

∑

i pi|i〉〈i|,

R−1
ρ (O) =

1

2

∑

j,k

〈j|O|k〉
pj + pk

|j〉 〈k| . (6)

Note that the superoperator R−1
ρ is here defined as describing the infinitesimal Bures

angle L, and hence differs by a factor 4 from the one used in Ref. [37], where R−1
ρ is

determined by the infinitesimal statistical distance.
At the same time, we can rewrite the von Neumann equation for the density

operator of the system in the form,

i~ dtρt = [Ht, ρt] = [Ht − 〈Ht〉, ρt] = [∆Ht, ρt] , (7)



Energy-time uncertainty relation for driven quantum systems 4

since the expectation value of the energy 〈Ht〉 is a real number that can be included
in the commutator. Combining Eqs. (5)-(7), we find,

(dt L)2 = tr
{

dtρtR−1
ρt (dtρt)

}

=
1

2~2

∑

j,k

(pj − pk)
2

pj + pk
|〈j|∆Ht|k〉|2

≤ 1

2~2

∑

j,k

(pj + pk) |〈j|∆Ht|k〉|2 =
1

~2
〈(∆Ht)

2〉 , (8)

where the last line follows from a triangle-type inequality [39]. Note that Eq. (8)
also implies that the Fisher information ft is bounded from above by the variance
of the energy of the system. The generalized energy-time uncertainty relation is now
obtained by first taking the positive root of Eq. (8),

dtL ≤ |dt L| ≤
1

~
|〈(∆Ht)

2〉1/2| , (9)

and then performing the integral over both the Bures length and time,
∫ L(ρ0,ρτ )

0

dL ≤ 1

~

∫ τ

0

dt |〈(∆Ht)
2〉1/2| . (10)

As a result, we obtain the inequality,

τ ≥ ~

∆Eτ
L (ρ0, ρτ ) , (11)

where the time averaged energy variance is given by ∆Eτ = (1/τ)
∫ τ

0
dt (〈H2

t 〉 −
〈Ht〉2)1/2. Equation (11) is a Mandelstam-Tamm uncertainty relation valid for
arbitrary initial and final mixed quantum states and arbitrary time-dependent
Hamiltonians. It has been obtained earlier by Uhlmann using parallel Hilbert-Schmidt
operators [19].

2. Margolus-Levitin bound

We next establish a Margolus-Levitin type bound for the quantum speed limit. For
simplicity, and without loss of generality, we assume that the driven quantum system
starts in a pure state ρ0 = |ψ0〉〈ψ0|. Due to the unitary dynamics the system then
remains in a pure state at all times. Otherwise, we would have to handle the tedious
evaluation of the derivatives of square roots of operators in the argument of the fidelity
function F (ρ0, ρτ ) (3). The case of an initial mixed state can be treated by making
use of the concept of purification, that is, constructing mixed states by taking partial
traces over pure states in a sufficiently enlarged Hilbert space [35]. We additionally
set the ground state energy to zero, Eg = 0 [14]. Following Ref. [14], we consider the
overlap of initial and final states and write,

|〈ψ0|ψτ 〉| = |〈ψ0|Uτ |ψ0〉| =
∣

∣

∣

∣

∣

∑

n

|〈ψ0|n〉|2 exp (−iJn)
∣

∣

∣

∣

∣

≥ |〈ψ0| cos (Jτ )|ψ0〉| , (12)

where Ut denotes the time evolution operator and {|n〉} is the set of its instantaneous

eigenstates, with (1/~)
∫ t

0 dt
′Ht′ |n〉 ≡ Jt|n〉 = Jn|n〉. The last inequality follows from

the observation that |a+ib| =
√
a2 + b2 ≥ |a|. Moreover, by using the series expansion

of the cosine, cos (x) =
∑

µ(−1)µ x2µ/(2µ)!, we consider,
∣

∣〈ψ0|J2µ
τ |ψ0〉

∣

∣ ≥
∣

∣〈ψ0|Jτ |ψ0〉2µ
∣

∣ , (13)
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where the inequality follows from Jensen’s inequality with µ being a positive integer.
Accordingly, we have

|〈ψ0| cos (Jτ )|ψ0〉| ≥ |cos (〈ψ0|Jτ |ψ0〉)| , (14)

and since the arccos is a monotonically decreasing function in the interval [0, 1], we
finally have,

arccos (|〈ψ0|ψτ 〉|) ≤ arccos

(∣

∣

∣

∣

cos

(

1

~

∫ τ

0

dt 〈ψ0|Ht|ψ0〉
)∣

∣

∣

∣

)

≤
∣

∣

∣

∣

1

~

∫ τ

0

dt 〈ψ0|Ht|ψ0〉
∣

∣

∣

∣

≤ 1

~

∫ τ

0

dt |〈ψ0|Ht|ψ0〉| .(15)

As a consequence, the minimal quantum evolution time from initial to final state can
be estimated from below by

τ ≥ ~

Eτ
L (ψ0, ψτ ) , (16)

where Eτ = (1/τ)
∫ τ

0 dt |〈ψ0|Ht|ψ0〉| is the time-averaged mean energy with respect
to the initial state. The generalization to arbitrary mixed quantum states can be done
invoking purification and the mean energy becomes Eτ = (1/τ)

∫ τ

0 dt |tr {ρ0Ht}|, cf.
also appendix. The corresponding inequality is an extension of the result of Jones and
Kok, obtained for constant Hamiltonians and orthogonal states [18].

3. Discussion

Summing up, we have obtained the quantum speed limit time τQSL, which expresses
the generalized energy-time uncertainty relation for arbitrary quantum unitary
processes, in the generic form,

τQSL = max

{

~L (ρτ , ρ0)

Eτ
,
~L (ρτ , ρ0)

∆Eτ

}

. (17)

The above expression generalizes in an unified manner previous results derived in
Refs. [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. Similar formulas have
found applications e.g. in the study of lower bounds on the escape time of a particle
out of a potential well modeling a quantum dot, or of the total time before which a
He+ ion moving in a uniform magnetic field loses its electron [21]. We first remark,
as one might expect, that the quantum speed limit time is reduced when the Bures
length between initial and final states is smaller, indicating that the closer the two
states, the less time is needed to go from one state to the other. More importantly,
the quantum speed limit time is inversely proportional to the energy of the system
(mean energy or energy spread). This should not surprise as energy is the generator
of quantum time evolution. Whereas τQSL is determined by the initial energy in the
time-independent case, it is set by the time-averaged mean energy or energy variance
in the case of driven quantum systems. The quantum speed limit time, therefore,
strongly depends on the driving protocol: the more energy is pumped into a system
and the more it is distributed among different states, the faster the system can evolve.
For instance, if the quantum evolution time is controlled by the mean energy and
the latter is increased exponentially in time, as in the creation of a squeezed state
in a modulated harmonic trap [40], the quantum speed limit time can be reduced
exponentially. An extreme example is given by a quantum system initially in its pure,
non-degenerate ground state. While the system cannot leave the initial (stationary)
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state in the undriven case as τQSL is infinite, the quantum system does evolve with
a finite dynamical speed once driven by an external parameter. On the other hand,
we note that the quantum speed limit time can also be increased when the energy of
the system is decreased by the driving [41]. The importance of the precise knowledge
of the quantum speed limit time can be highlighted with a recent numerical study
performed by Caneva et al. [28]. They showed that the Krotov algorithm of quantum
optimal control theory fails to converge when the duration of the process is chosen
below the quantum speed limit time. The latter thus represents the fundamental
quantum limit of the efficiency of the algorithm. Finally, it is worth mentioning that
the existence of a quantum speed limit time is a purely quantum phenomenon, as it
depends explicitly on the constant ~. In the classical limit, ~ → 0, the quantum speed
limit vanishes, showing that classical systems can, in principle, evolve arbitrarily fast.
However, as discussed by e.g. Landau and Lifshitz [42], if a classical system is driven
so rapidly that the driving frequency becomes comparable to the typical transition
frequency between quantum states, quantum effects can no longer be neglected and
have hence to be taken into account.

To conclude, we have derived extensions of the energy-time uncertainty relation
for driven quantum systems that are valid for arbitrary initial and final states, as
well as for arbitrary unitary driving. By determining upper bounds to the dynamical
velocity, defined as the time derivative of the Bures length, we have established explicit
expressions for the quantum speed limit time, that is, the minimal time a quantum
system needs to evolve between two distinct states. We have obtained generalizations
of both the Mandelstam-Tamm and Margolus-Levitin inequalities. Our result provides
the fundamental limit on the evolution rate of closed quantum systems, in particular
quantum computation and information processing devices.
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Appendix

A generalized Margolus-Levitin bound for time-dependent Hamiltonian can be derived
following Ref. [18] by considering the dynamical velocity dt L itself. The time evolution
of the quantum system obeys the time-dependent Schrödinger equation,

i~ dt |ψt〉 = Ht |ψt〉 . (18)

Taking the time derivative of the fidelity (3) for pure states, L (ψ0, ψt) =
arccos (|〈ψ0|ψt〉|), we find for the absolute value of the dynamical velocity,

|dtL| =
1

√

1− |〈ψ0|ψt〉|2
|dt |〈ψ0|ψt〉|| =

1

sin (L) |dt |〈ψ0|ψt〉|| . (19)

Note that dtL is positive at short times, since L is initially zero (0 ≤ L ≤ π/2).
However, the derivative may change sign later on, and special care should be taken
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when deriving inequalities (this fact seems not have been noticed by Jones and Kok
[18]). In order to simplify Eq. (19), we will prove that

|dt |〈ψ0|ψt〉|| ≤ |dt 〈ψ0|ψt〉| . (20)

To this end, we expand the derivative on the left-hand side of Eq. (20) as,

dt |〈ψ0|ψt〉| = dt
√

〈ψ0|ψt〉 〈ψt|ψ0〉 . (21)

Equation (21) can be evaluated with the help of the time-dependent Schrödinger
equation (18) to yield,

|dt |〈ψ0|ψt〉|| =
∣

∣

∣

∣

〈ψ0|ψt〉 〈ψt|Ht|ψ0〉 − 〈ψ0|Ht|ψt〉 〈ψt|ψ0〉
2i~ |〈ψt|ψ0〉|

∣

∣

∣

∣

=

∣

∣

∣

∣

Im (〈ψt|Ht|ψ0〉 〈ψ0|ψt〉)
~ |〈ψt|ψ0〉|

∣

∣

∣

∣

(22)

≤ |〈ψt|Ht|ψ0〉 〈ψ0|ψt〉|
~ |〈ψt|ψ0〉|

.

On the other hand, |dt 〈ψ0|ψt〉| can be bounded from below by noting that,

|dt 〈ψ0|ψt〉| =
1

~
|〈ψ0|Ht|ψt〉| =

|〈ψt|Ht|ψ0〉| |〈ψ0|ψt〉|
~ |〈ψt|ψ0〉|

=
|〈ψt|Ht|ψ0〉 〈ψ0|ψt〉|

~ |〈ψt|ψ0〉|
. (23)

Comparing Eqs. (22) and (23) leads to the desired estimation in Eq. (20).

Time-independent Hamiltonians. It has lately been recognized that the geometric
derivation of the Margolus-Levitin bound put forward in Ref. [18] does not hold true
in general [43]. For this reason, we first discuss the time-independent case. For
constant Hamiltonians, the time-dependent solution of Eq. (18) is given by,

|ψt〉 = exp (−itH/~) |ψ0〉 =
∑

n

exp (−itEn/~)αn|n〉 , (24)

where αn = 〈n|ψ0〉. Note that the energy-eigenstates |n〉 are time-independent since
H is constant. Therefore we have,

|dt 〈ψ0|ψt〉| =

∣

∣

∣

∣

∣

dt
∑

n

|αn|2 exp

(

− it
~
En

)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∑

n

|αn|2 exp

(

− it
~
En

)(

− i

~
En

)

∣

∣

∣

∣

∣

(25)

≤
∑

n

∣

∣

∣

∣

|αn|2 exp

(

− it
~
En

)(

− i

~
En

)
∣

∣

∣

∣

(26)

=
1

~

∑

n

|αn|2En =
1

~
〈ψ0|H |ψ0〉 =

1

~
〈ψt|H |ψt〉 . (27)

Combining Eqs. (19), (20) and (25)-(27), we find,

sin (L) |dtL| ≤ |dt 〈ψ0|ψt〉| =
1

~
|〈ψt|H |ψt〉| . (28)

A final integration, with |
∫

dx f(x)| ≤
∫

dx |f(x)| and sin (x) ≥ 0 for all x ∈ [0, π/2],
results in,

∣

∣

∣

∣

∣

∫ L(ψ0,ψτ )

0

dL sin (L)
∣

∣

∣

∣

∣

≤ 1

~

∫ τ

0

dt |〈ψt|H |ψt〉| . (29)
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The average energy is positive since the ground state energy is zero. We thus obtain,

τ ≥ ~

Eτ
|cos (L (ψ0, ψτ ))− 1| ≥ 4~

π2Eτ
L2 (ψ0, ψτ ) , (30)

where we have used the trigonometric inequality, |cos (x)− 1| ≥ (4/π2)x2 for all
x ∈ [0, π/2]. Here Eτ = (1/τ)

∫ τ

0
dt |〈ψt|H |ψt〉| is the time averaged mean energy.

Equation (30) is the Margolus-Levitin bound for quantum systems evolving under
time-independent Hamiltonians, valid for arbitrary angles between initial and final
states; it corrects previously published versions [18, 43].

Time-dependent Hamiltonians. For time-dependent Hamiltonians, the situation is
more complicated. By combining Eqs. (19), (20) and (23), we obtain,

sin (L) |dtL| ≤ |dt 〈ψ0|ψt〉| =
1

~
|〈ψ0|Ht|ψt〉| . (31)

In general, the instantaneous eigenbasis of Ht is time-dependent. As a result, the
estimations in Eqs. (25)-(27) do not necessarily hold true. Under certain conditions,
however, Eq. (30) remains valid. Concretely, the inequality,

|〈ψ0|Ht|ψt〉| ≤ |〈ψt|Ht|ψt〉| , (32)

holds true if [Ht, H0] = 0 , ∀ t ∈ [0, τ ]. This condition can be written as
|〈ψ0|nt〉 〈nt|ψt〉| ≤ |〈ψt|nt〉 〈nt|ψt〉|, where {|nt〉} is the instantaneous energy eigenbasis
with Ht|nt〉 = Etn|nt〉. With the latter,

|〈ψ0|Ht|ψt〉| =
∣

∣

∣

∣

∣

∑

n

Etn 〈ψ0|nt〉 〈nt|ψt〉
∣

∣

∣

∣

∣

(33)

≤
∑

n

Etn |〈ψ0|nt〉 〈nt|ψt〉| (34)

≤
∑

n

Etn |〈ψt|nt〉 〈nt|ψt〉| = |〈ψt|Ht|ψt〉| . (35)

In more general cases, where Eq. (32) is not valid, we can generalize Eq. (29) to,
∣

∣

∣

∣

∣

∫ L(ψ0,ψτ )

0

dL sin (L)
∣

∣

∣

∣

∣

≤ 1

~

∫ τ

0

dt |〈ψ0|Ht|ψt〉| , (36)

by using |
∫

dx f(x)| ≤
∫

dx |f(x)| and sin (x) ≥ 0 for all x ∈ [0, π/2]. After time
integration, we obtain,

τ ≥ ~

Ẽτ
|cos (L (ψ0, ψτ ))− 1| ≥ 4~

π2 Ẽτ
L2 (ψ0, ψτ ) , (37)

where we have again used the trigonometric inequality, |cos (x)− 1| ≥ (4/π2)x2 for
all x ∈ [0, π/2]. Here Ẽτ = (1/τ)

∫ τ

0 dt |〈ψ0|HtUt|ψ0〉| is the time average of the
nondiagonal matrix elements of the Hamiltonian, |〈ψ0|Ht|ψt〉| (Ut is the time evolution
operator). Expression (37) is a generalized Margolus-Levitin uncertainty relation valid
for arbitrary angles between initial and final pure states and arbitrary external driving.

The above derivation can be extended to arbitrary mixed states by interpreting
pure states as purifications of mixed states in an enlarged Hilbert space [35].
Specifically, by choosing the purification that maximizes the fidelity between two
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density operators, the Margolus-Levitin inequality also applies to the purifications
[18]. Hence, we generally have,

τ ≥ 4~

π2 Ẽτ
L2 (ρ0, ρτ ) , (38)

with the mean quantity Ẽτ = (1/τ)
∫ τ

0 dt tr
{

ρ0HtU
†
t

}

. Equation (38) generalizes

the Margolus-Levitin-type bound introduced by Giovannetti, Lloyd and Maccone for
time-independent systems [15] (note that the numerical prefactor 4/π2 in Eq. (38)
is smaller than the prefactor 2/π obtained numerically in Ref. [15]). In contrast to
Eq. (16), the quantum speed limit time (38) depends on the square of the Bures angle.
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