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Abstract

In this study, we provide error estimates and stability analysis of deep learning
techniques for certain partial differential equations including the incompressible
Navier—Stokes equations. In particular, we obtain explicit error estimates (in suit-
able norms) for the solution computed by optimizing a loss function in a Deep Neural
Network approximation of the solution, with a fixed complexity.

Mathematics Subject Classification 35Q35 - 35Q30 - 65M70

1 Introduction

Machine Learning, which has been at the forefront of the data science and artificial
intelligence revolution in the last twenty years, has a wide range of applications in
natural language processing, computer vision, speech and image recognition, among
others [11, 13, 19]. Recently, its use has proliferated in computational sciences and
physical modeling such as the modeling of turbulence [7, 18, 33-36]. Moreover,
machine learning methods (physics informed neural networks [21, 22, 25, 27, 38]
which are mesh-free) have gained wide applicability in obtaining numerical solutions
of various types of partial differential equations (PDEs); see [2, 3, 12, 21, 23, 26-28,
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30, 38] and the references therein. The need for these studies stems from the fact that
when using traditional numerical methods in a high-dimensional PDE, the methods
sometimes become infeasible. High-dimensional PDEs appear in a number of models
for instance in the financial industry, in a variety of contexts such as in derivative
pricing models, credit valuation adjustment models, or portfolio optimization models.
Such high-dimensional fully nonlinear PDEs are exceedingly difficult to solve as the
computational effort for standard approximation methods grows exponentially with
the dimension. For example, in finite difference methods, as the dimension of the
PDEs increases, the number of grids increases considerably and there is a need for
reduced time step-size. This increases the computational cost and memory demands.
Under these circumstances, implementing the deep learning algorithms can be helpful.
In particular, the neural networks approach in partial differential equations (PDEs)
offer implicit regularization and can overcome the curse of high dimensions [2, 3].
Additionally, this approach provides a natural framework for estimating unknown
parameters [7, 27, 28, 33, 35].

Here our main focus is on numerical analysis of the neural networks techniques for
solving the Navier—Stokes equations, after illustrating the fundamental issues involved
in the elliptic case. The Navier—Stokes equations, either alone or coupled with govern-
ing equations of other physical quantities such as the temperature and/or the magnetic
field, are the fundamental equations governing the motion of fluids. They appear in the
study of diverse physical phenomena such as aerodynamics, geophysics, atmospheric
physics, meteorology and plasma physics. For example, they are used in modeling the
water flow in a pipe, air flow around a wing, ocean currents and weather. They are
employed in the design of cars, aircrafts, and power stations, in the study of blood
flow and many other applications.

There is by now an abundant literature proposing numerical schemes (and demon-
strating their efficacy) employing DNN and machine learning tools for partial
differential equations, including those arising in fluid dynamics; see for instance [7, 12,
21-23,25-28, 30, 33, 38] and the references therein. However, concrete and complete
mathematical analysis are relatively meager for such methods applied to PDEs, in
particular, for the Navier—Stokes equations, although some results on convergence (as
the complexity of the neural network tends to infinity) in the weak topology for some
semilinear PDEs can be found in [30]. The goal of this paper is to provide a rigorous
error analysis of deep learning methods employed in [12, 26-28], similar in spirit to
the probabilistic error analysis for machine learning algorithms for the Black-Scholes
equations in [3].

The computational algorithm employed in machine learning of PDEs (for instance
in [12, 26-28]) involves representing the approximate solution by a Deep Neural
Network (DNN), in lieu of a spectral or finite element approximation, and then min-
imizing, over all such representations, an appropriate loss function, measuring the
deviation of this representation from the PDE and the initial and boundary conditions.
One important thing to note in this approach is the following. It is well-known that
optimization of loss functions in a deep neural network is a non-convex optimization
problem. Therefore, neither the existence nor the uniqueness of a global optimum is
guaranteed. Typically, repeated application of stochastic gradient descent results in
reaching a local minimum, which may or may not be global. Nevertheless, we side
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step this issue by taking advantage of the fact that in these applications, the minimum
value of the loss function at the exact solution must be zero, and obtaining an explicit
error estimate in terms of the attained value of the loss function. The estimate we
obtain in turn guarantees that the approximate solution thus constructed converges, in
the strong topology, to the true solution as the complexity of the networks tends to
infinity.

Here, we briefly describe the results of this paper. The first part of the results are
devoted to a second order elliptic equation posed on a bounded domain in R?. In the
elliptic case, we choose a loss function that includes two parts; one part measures the
fidelity to the equation, while the other measures the discrepancy with the boundary
condition. Using results from approximation theory, we first show in Theorem 1 that
we can find an approximate solution in a DNN and when the approximate solution and
actual solution are close to each other, we can control the loss function (in terms of the
complexity of the DNN). Theorems 2 and 3 provide in some sense the converse. More
precisely, by establishing explicit error estimates, we show that by controlling the
loss function, we can have a good approximation to the solution using a DNN which
in turn justifies the DNN based numerical scheme. The proof employs interpolation
inequalities and the lifting operator. Moreover, in Theorem 3, we show that by using a
more stringent loss function, the error estimate can be improved. The improved error
rate is optimal for the given regularity of the right hand side. To summarize, our results
have shown the optimal error rate for deep learning method in elliptic equation.

Due to the (nonlinear and nonlocal) nature of the equation, the Navier—Stokes
equations is much harder to study compared with the elliptic equation. The (well-
known) difficulties include a lack of an evolution equation for the pressure which
essentially acts like a Lagrangian multiplier that enforces the divergence free condition
on the velocity [32]. Moreover, the fact that the functions represented by the DNN
do not satisfy the boundary condition poses an additional challenge to the theoretical
analysis. This is expected since traditional analysis of the inhomogeneous boundary
condition case for the Navier—Stokes equations (being a nonlinear equation) is involved
and employs corrector and/or extension functions [8, 10, 29].

In this study, unlike the elliptic case, the loss function for the Navier-Stokes
equations consists of five terms, corresponding to the boundary condition, the initial
condition, the divergence-free condition, the equation itself, and one is a penalty term
corresponding to the regularity gain. With the choice of this loss function, we show
that when applying the deep learning algorithm on the Navier—Stokes equations, with
a small loss function, the approximate solution and actual solution are close to each
other. The proof of this result is nontrivial. By the Hodge decomposition, the approx-
imate solution is decomposed into two parts, namely uy and vy, necessitated by the
fact that functions represented by the DNN are not necessarily zero on the boundary.
Using the properties of the bilinear map and Gronwall’s inequality, we first estimate
the difference between u ; and actual solution in the L2 norm in a certain time interval.
Then, by again decomposing vy into two parts, we obtain a control of vy. Applying
the Leray projection on the Navier—Stokes equation and using the estimates on uy
and vy, we obtain the estimate on the difference between the approximate solution
and accurate solution. On the other hand, we prove that by using the deep learning, we
can find an approximate solution such that the loss function is small. Here, we study
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the loss function term by term. Lastly, we show that our scheme is approximately sta-
ble. Due to differing regularity properties of the terms involved, choosing appropriate
norms for various constituent parts of the loss function is somewhat delicate for the
Navier—Stokes case.

Theorems 4-6 are, in some sense, the analogs of Theorems 1-3 for the 2D Navier—
Stokes equations. More precisely, Theorem 4 states the precise error estimate between
astrong solution of the 2 D Navier—Stokes equations and the approximate solution. The
reverse direction of Theorem 4 is shown in Theorem 5. Finally, Theorem 6 shows that
our scheme is approximately stable. We note moreover that the constants occurring in
the error estimates are explicit: they are either physical in nature (i.e. depend on the
Grashoff number (L2-norm) of the driving force or are domain dependent constants
(i.e., they are either constants appearing in Sobolev inequalities or are operator norms
of lifting, extension or trace operators)). Finally, we note that although our results are
proven in the context of the two-dimensional Navier—Stokes equations, our analysis
applies equally well to the three dimensional case, up to the interval of existence of a
strong solution, which in the two dimensional case, exists globally in time.

The rest of the paper is organized as follows. Section 2 provides the preliminaries
for both Neural Network settings and approximation properties which will be used
in this study. Section 3 is devoted to the statement of our main results. In Sect. 4,
we present the mathematical analysis of the neural network algorithm in the elliptic
system. This also serves as a template for our analysis of the Navier—Stokes equations.
In Sect. 5, we present our main results in two dimensional Navier—Stokes equations.
By using Hodge decomposition, we have shown that the approximate solution using
the neural network algorithm is close to the actual solution of the two dimensional
Navier—Stokes equations under certain conditions. Moreover, we have proved that our
scheme is approximately stable. The existence of the approximate solution is shown
by applying approximation properties of neural networks.

2 Preliminaries
2.1 Neural networks

In a DNN, we consider a mapping f : x + y, where x is the input variable and y
is the output variable. The mapping function f is obtained by (function) composition
of layer functions, comprising of an input layer, an output layer and multiple hidden
layers, connected in neural network. The details are as follows.

In a DNN, each layer is a function of the form o(wx + b), x € Rd, w =
(wy, ..., wg), b € R. Here, o is called the activation function and is usually taken
to be either a sigmoid (o (x) = %) , tanh or M In, where R In(§) := max(0, &).
In applications to PDE, where we require adecguate resgularity of solutions, a popular

et —e

. . . e +et
Consider the collection of functions of the form

choice is the tanh function where tanh(§) =

Y ajfiofrofror o fi(x), Q.1)
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where f; is a function of the form o (wx +b) described above. In (2.1), max [ is called
the depth of the network. Henceforth, we will denote by Fy the class of functions in
(2.1), where N represents the network complexity (e.g. N could be the sum of the
ranks of the weight matrices w and the number of layers in the DNN).

For the sake of completeness, we give a schematic representation of a neural net-
work. Here, we adapt the standard dense neural networks which can be expressed as
a series of compositions:

2 (x) = o(Wix + by),
v3(32) = o (Way2 + b2),

}’nl()’nlf]) = U(Wnlfl)’nlfl + bnlfl),
Yng+1ny) = 0 Wy, Yy + byy),
Jo = Y1 n (- (02(x)))),

where 6 ensembles all the weights and parameters.
0 ={Wi, Wa, ..., Wy, b1, ....by}. (2.2)

In practice, different neural network architectures are possible such as those involving
recurrent cells [16], convolutional layers [19], sparse convolutional neural networks
[17], pooling layers, residual connections [13].

In this study, we assume that our neural networks are equipped with uniformly
bounded weights and the final bias term b,,. We do not need any boundedness assump-
tion on the other bias terms b;.

2.2 Function approximation

Approximation properties of different DNNs has been studied extensively since the
work of Cybenko [4] and Hornik [15]; see [24, 37] and the references therein for
more recent work. An important question in the approximation process is how many
neural network layers are needed to guarantee the approximation accuracy? In [1],
the author showed that by using the sigmoidal activation funciton, at most O (s~2)
neurons are needed to achieve the order of approximation ¢. In [4], Cybenko proved
that continuous functions can be approximated with arbitrary precision by the DNNs
with one internal layer and an arbitrary continuous sigmoidal function providing that
no constraints are placed on the number of nodes or the size of the weights. Also, in
[14], Hornik et. al. provided the conditions ensuring that DNNs with a single hidden
layer and an appropriately smooth hidden layer activation function are capable of
arbitrarily accurate approximation to an arbitrary function and its derivatives.
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3 Main results

Let ¥y be a DNN with complexity N, which is a finite dimensional function space on a
bounded domain. Throughout the paper, we use ¢ to denote the absolute constants and
the domain dependent constants occurring in the Poincaré and Sobolev inequalities.
Below is a list of our main results.

3.1 Elliptic case

Consider a bounded domain £2 of R? and the following partial differential equation
Lu=71,
{ ! 3.1

ulpe =g,

where £ : H*(2) — L%($2) is a second order uniformly bounded elliptic operator.
In this study, for simplicity, we consider only the case g = 0, although the general
case is similar.

Recall that (3.1) is well-posed and a unique solution exists satisfying

M= 2oy < ¢ <||f||Lz(g) +lgll, 3 (m)> : (3.2)

Consequently, the minimization problem

[1E0) = FOI ) + iz 20} 33

ue appropriate Sobolev class

has a unique solution, with the value of the infimum being 0, and the infimum is
attained at the solution u of (3.1). More generally, the same conclusion holds if we
consider a loss function of the type

L=a?|Lu — fljaq + B lulsel}2 )
Thus, in order to approximate « using a DNN, one considers the loss function
L=o?|Luy = fl72q) + B lunlaclizgg) un € 5 3.4
N Lz(.Q) N10§2 LZ(B.Q)’ N N> .

under the restriction that [|uy | g2 (o) < M (i.e. [lun |l g2(gy is bounded) for suitable
M (e.g. M = 2M where M is as in (3.2)), with &, B > 0. Since the chosen activation
function o = tanh is smooth, in practice, this is achieved by restricting the (finite
dimensional) parameter set in the neural network to a compact subset.

In the neural network framework, the optimization is usually conducted in a discrete
setting as follows [27]. More precisely, let F be a finite dimensional function space on
a bounded domain £2. Choose a collocation points {x j}?=1 C 2 and {y j}?:l C 052.
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Find

m n
inf da? Y[R — e+ B2 Y u) — g0 ¢
UEF N, lunlly2 gy <M =1 =
(3.5)
Note that (3.5) may be regarded as a Monte Carlo approximation of the corresponding
Lebesgue integrals. Consequently, for mathematical convenience, let us consider the
following optimization problem, namely, find

inf {n(Lu)(x) — f)F2g) + llulag — g||iz(m)} N0

ueF N, llunllya oy <M

The infimum can be attained provided that we restrict the parameters in Fy in a
compact set. However in this case, the infimum may not be unique.

Remark 1 We can also use an unrestricted optimization in (3.5) or (3.6). However,
in this case, the condition on [|uy |l y2(o) < M can be replaced by suitably adding a
penalty/regularization term in the loss function. This converts the restricted minimiza-
tion problem to an unrestricted one and is illustrated in the Navier—Stokes case. This
drawback is due to the fact in contrast to spectral or finite element methods, the bound-
ary conditions are not encoded in a DNN, but rather are enforced “approximately".

In all the boundary integrals above, the quantity u|yg; is interpreted as trace in case
u € H'(£2). However, since uy is smooth, its trace coincides with its restriction on
the boundary. Recall that the trace operator is defined as a bounded operator y €
L(HY(£2), L3(I")) such that yu is the restriction of u to I' for every function u €
H'(£2) which is twice continuously differentiable in £2.

First, we show that when the approximate solution and the actual solution are close
to each other, we can control the loss function. This (as also the analogous theorem for
the Navier—Stokes equations) is based on the following numerical analysis result from
[37], relating the accuracy of the approximation by a DNN (i.e. the class Fy) with its
complexity (quantified by N) and the regularity of the function being approximated.

Suppose that o € C*(R), o @ (0) #0forv=20,1,...,and K C RY is any
compact set. If f € CK(K), then a function ¢y represented by a DNN Fy, with
complexity N € N exists such that

1D f = D% llcik) = O (o (DP f, —— 37
Nl N k=laD/d PN/ '

holds for all multi-indexes «, 8 with |«| < k, |8]| = k, where

w(g.d) = sup |8 (x) — gl

x,yeK,|x—y|<s
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Theorem 1 Let u be the solution of (3.1) and «, B, € > 0. Then there exists uy € Fy
with |u — un| g2y < € such that

@ Lun = fli72@) + B lunlsel}a g0 < (Coa® + Crrp2)e
and
lunllpz2y < M,

where M can be taken to be 2M = 2\|ull g2(2), with M as in (3.2). Here Cy, is the
operator norm bound of L, and Cr, is the constant from the trace operator.

On the other hand, we can show that by controlling the loss function, we can have a
good approximation to the solution u of (3.1) by using a DNN. The requisite error
estimate is given in the theorem below, where the notation used is as in Theorem 1.

Theorem 2 Let u be a solution of (3.1) and «, B, € > 0. Assume that uy € Fy is
such that

P Lun = flI2 g + B lunlonlipq <& (3.8)

with uyl 2oy < M. Then

Cp-1 CoiCplloliM'3
”M - MNHH](Q) = < o + ﬁz/?) 82/3a

where, g is the lifting operator.

We show in the theorem below how the error estimate in the H ' -norm can be improved
further by altering the loss function.

Theorem 3 Let u be a solution of (3.1) and let uy € Fy be such that
@?[[Luy = [l g + B llunlocllzisg g, < & (3.9)

with luy || g2y < M. Then

flu — MN”HI(Q) < (

Cr- Cro1Cy |l
et Coo L”Q”)g’
! B

where C -1, Cr, and lg are the operator norms of the respective operators.

3.2 Incompressible Navier-Stokes equations

The incompressible Navier—Stokes equations (NSE) are given by
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oou—Au+u-Vu+Vp=f,
V-u=0,
ulpe =0,

u(x,0) =up(x),x € £2.

(3.10)

In (3.10), u denotes the velocity of the fluid and p the pressure. The nondimensional
Grashof number G is defined as G = ﬁ Sup,_, o0 £ (Ol 12 [9], where A; is the
smallest eigenvalue of the Stokes operator. In our case (3.10), we take the fluid viscosity
vtobe I.

Similar to the elliptic case, we show that when applying the Fx on the Navier—
Stokes equations, with a small loss function, the approximate solution and actual
solution are close to each other.

Theorem 4 Assume that u is a strong solution of the 2D NSE (3.10) and iy € Fy
such that

”’ZN|3.Q ”24([0’7‘];1.11/2(39)) + ||IZN()C, O) - MO(X)”%z(_Q)
oy — Ain + iy - Vi + Vv = 32 00.10)

~ 4 ~ 4 2
+ ”V : MNI|L4([O,T];L2(Q)) + )\'||MN”L4([O,T];H1(Q)) =e&. (31 1)
Then

F(G,up)T

4
< (ce +Cr)ed + ceF(G’“O)T%, (3.12)

~ 4
||M —Un ||L4([0,T];L2(.Q))
where F (G, ug) is a function of the Grashof number G and the initial data uy.
Remark 2 The quantity F (G, ug) can be bounded above by an adequate power of
M where M = sup,q [lully1 which is known to be finite for the two-dimensional
Navier—Stokes equations [5, 32].

The reverse direction of Theorem 4 has also been proved.

Theorem 5 Given any ¢ > 0, we can find uy € Fy, such that

lanlae 1} 40,7y 11200y + 18N G0, 0) = uo (D) 172 o)
+ 13y — Adiy +iin - Vin + VN = fl720x0.1)

IV @ a0 13220y + AN a0 71 2y < F(Gou0)Te?. (3.13)

Furthermore, we prove that our scheme is approximately stable.
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Theorem 6 Assume iy, € Fy, is the approximate solution of

0
Py Auy+uy-Vur +Vpr = fi,

Veur =0, (3.14)
uilpe =0,
ui(x,0) = ug,1(x).

Assume iy, € T, is the approximate solution of

d
32 Aupy +uz - Vuy +Vpr = fo,

Viuy =0, (3.15)
uzlpe =0,
uz(x,0) = ug2(x).

Here, iy, and Uy, satisfy (3.11) with corresponding f1 and f>. Then, we have

lun, —un,llz4qo,11:22(2)) = C1 + C2 + C3,

1/4
where C1 = ((ceF(G”’O’l)T + Crr)e? + ceF(G’”O’l)T%> / , Cr = ((ceF(G’“0~2)T+

174
Cry)e? + ceF(G’““)TET) . C3 = c(lluo,1 —uo2ll 20y + 11— f2ll 240, 71: 2 (52)) -

4 Elliptic equations: proofs of main theorems

Proof of Theorem 1 We remark first that given any € > 0, from (3.7), there exists a
DNN Fy of complexity N and uy € Fy such that [lu —un| g2(o) < €.

ILun = flifag) = 1Lun = Lullja g,
< Cellun = ullyp g
< Cré’,
where Cp, is the operator norm bound of L. Therefore
@ Lun = flI72 o) < Coa’e’. (4.1)
We also have

2 2
”uN'a.Q”LZ(a_Q) = ||MN|8_Q - u|a‘Q”L2(8.Q)
2
< CTr”MN - u”HZ(_Q)

E CTVSZ’
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where Cr, is the constant from the trace operator. Therefore
B lunlse |20, < CrrBs”. (4.2)
Combining (4.1) and (4.2), we have
P Lun = fliag) + B lunlonlia g < (Coa® + Cr e .
Finally,

lunllp2) < llun —ullg2g) + llullg2o)
<e+M<2M =: M.

Let us consider the converse of Theorem 1. Same as in the previous settings, u is
the unique solution of (3.1) and Fy is a DNN. We have the following results.

Proof of Theorem 2 Since

lu —unlp2) < llu —unllp2 o)
< llull g2y + llun L g2(2)
<M+ M < cM,

we have

2/3 1/3
@ —wn)laellgrae) < el —un)loe 175, 0,10 = un)lsell 120,

82/3 13
=< Cﬁ2/3 ”M - MNHHZ(_Q)
2/3
13€
oMo “3)

Denote Luy = f. and unlpe = Tr(uy) = ge. From (3.8), we have || f —
pel?
g3
Consider the lifting operator I : H 12(52) — H(£), which is linear and
bounded such that Trlp = I. Here, Tr is the trace operator and / is the identity
operator. Let iy = uy — Il g.. Then

e
Jellrzy = o from (4.3), we have ||g: [ g12(52) < cM!

L’ZN = fs - Llﬂgaa

N “4.4)
inlpe =0.

Note that since L is a second order elliptic operator and log, € H'(£2), we have
Llog. € H~1(£2). From Lax-Milgram [6], we have

lu —anllgio) < Co-1lI(f — fo) + Llagellu-1(2)- 4.5)
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764 A. Biswas et al.

Therefore, we have

lu —unllpg)
= lu—(uny —loge) — ngé‘”Hl(Q)
< llu—anllme)+ 28l ni@)

= Cpo-tll(f = fo) + Llag)llg-12) + lelllgell g12302)- (4.6)
Since
If = felg-12) = cllf — fell 2o
and
1Ll28elu-1(2) = Crlllegelluie) = Colllellgel girpa)-
Thus

lu —unllgrie) < Co-tIlf = felliziay + Co-1Cellagel nirpe)

e s &2/3
< CL—IE + CL—ICLHZQHM m
Ceot CpooiCplllgM'3
< ( z + =£ 7 e2/3, 4.7

We will show below that by considering the loss function to be

2 2 2 2
(o4 ”LMN _f”LZ(_Q) +13 ”MN'BQ”HI/Z(aQ)a
we have an improved result on |[u — un || ;1(y Which is stated in Theorem 3.

Proof of Theorem 3 Same as before, Luy = fe and uylyge = Tr(uy) = ge. From
& & ~
(3.9), we have || f — fellp2(0) < o and ||ge ll g12p) = 5 Letiiy =uny —loge.

Luy = fo — Ligge,

- 4.8)
unlage =0.

Similar to the Proof of Theorem 2, we have

lu — MN”HI(_Q) < Cp-tll(f — fo)+ Llﬂgs)”H*I(Q) + ||lQ||||gs||H1/2(3.Q)
< Cpillf = fellizey + Co-1Celliglligel mrpe)
g <CL1 N CLICL”lQ“)&
a B
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5 Navier-Stokes equations: proof of main theorems
5.1 Functional analytic framework
Let £2 be a bounded domain in R? and

H = {u e L2(Q)|V-u=0, y(u):O},

Vo= [ueH(}(Q)w.u:o].

V' is the dual space of V.

Let IP be the Leray Projection which is an orthogonal projection from L2 onto the
subset of L2 consisting of those functions whose weak derivatives are divergence-free
in the L? sense. A is the Stokes operator, defined as A = —PA. B is the bilinear form
defined by B(u, u) =P [(u - V)u].

Applying the projection P on (3.10), the functional form of the NSE can be written
as

du
dr
ulye =0,

u(x,0) = ug(x). 5.1

+Au+ B(u,u) =Pf,

We recall the definition of strong solutions from [31]:
Let W = {u € H. . (£2)and V-u =0in .Q} and uop € W, u is a strong solution
of NSE if it solves the variational formulation of (3.10) as in [5, 31], and

ue L*0,T; D(A)NL®©O,T; W),

for T > 0.

5.2 Hodge decomposition
The idea of Hodge decomposition is to decompose a vector u € L?(£2) uniquely into
a divergence-free part 11 and an irrotational part u>, which is orthogonal in L?(£2) to
up:

u=uy+uy, V-ur =0, and (uy, up) = 0.
When we apply the Leray Projection P on u, we have

Pu = u;.

More precisely, we have the following proposition, the proof of which can be found
in [5].
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Proposition 1 Let §2 be open, bounded, connected with boundary of class C%. Then
L*(2) = H @ H| ® H,, where H, Hy, H> are mutually orthogonal spaces and
moreover
Hy={uel*(2)|u=Vp peH (2),Ap=0}
and
Hy={ueL*(2)|u=Vp,pe H(2)).
The decomposition above is obtained as follows. Let v € L2(.Q). Then,

v=u-4uy+ury, ue H, andu, = Vpo, Ap2=V~veH_1(.Q), pzeHOl(.Q).

Subsequently, © is obtained by solving the Neumann problem

dp1
uy =Vpi, Ap1 =0, — =y —u2),
ong

where n g, is the unit normal vector on the boundary of §2 and y denotes the normal
trace on the boundary (see [5, 32] for more details).

5.3 Proofs

Consider an approximate solution iuy € Fy, ie. uy satisfies (3.11) and denote
unloe =&, V-uy =h.Let f:=0uny — Auy +un - Viy + Vpy — f. Then

dily — Adiy +iiy - Viiy +Vpy = f+ f,

V.-uy =h,
unlog = §. (5.2)
Applying the Hodge decomposition on i :
iy =Piy + A —-Piy = uy + vy, (5.3)

where uN = PIZN, V. uN = 0, MN|3_Q = 0, and UN = (]I — P)IZN.
Before we prove our main theorems, we first introduce two Lemmas.

Lemma 1 Consider uy satisfying

dZ—tN + Auny + Bun,uy) =Pf + ¢,
unlae = 0. (5.4)
where ; 2
/O ey, dr < 0 (s + ﬁ) : (5.5)
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2

and let u be a strong solution of (5.1), with ||luy (x, 0) — uo(x)||iz < e

Then

2
&
sup [lu(x, 1) — un (x, 0|75, < ce"GOT <s +—

[0.7] ﬁ) '

where F (G, ug) is a function of the Grashof number G and the initial data uy.

Proof Considering w(t) = u(t) — uy(t), from (5.1) and (5.4), we have

dw
= + Aw + B(u,u) — B(uy, un) = —o,
wlae = 0.

Since

(5.6)

B(u,u) — B(uny,uny) = B(u, w) + B(w,uy) = B(u, w) + B(w, u) — B(w, w),

we have p
d—lf + Aw+ B(u, w) + B(w, u) — B(w, w) = —¢.

Taking inner product of (5.7) with w, we obtain

1d
—— w7, + 1A w7, + (Bw. u), w) = —(p. w).

2 dt
Therefore
1d 2 /2. 12
577 1wl + 1A 2wlTy < 1(Bw, ), w)l + (g, w)].
Since
|(B(w, u), w)| < cllAY2ull 2wl 2 1A 2wl
12,112 2 /2,112
2 AUl w14 w||Lz’
- 2 2
and
lel?,  1AY2w]?,
(@, w)| < lllly 1A 2w 2 < L
2 2
we have
Ld, o JAPEIW el
2ar" e 2 ="

(5.7)
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Equivalently

d
2 1/2. 12 2 2
Tl = el A ul il < ol

Applying Gronwall’s inequality, we have

! /2,012
2 cllAV ull; ,ds 2
w2, < eh 2% w(0)7,

C A 2un2ds [ = S el AV2u . d
+ef0¢” ulle s e f() c|l MHLZ f||¢||%//ds
0

Since fot c||A1/2u||izds < F(G, ugp)t where, F(G, ug) is a function of the Grashof
number G and the initial data ug [5, 32], we have

o clA2ulllyds _ FGugy

Moreover

s 172,12
o Jocla ulIderil’

and
lw(O)[I72 = lluw (x, 0) — uo(x) |17, < &

Therefore, we have

t
lw() 2 < G100 2, + F G0 /0 912 ds

F(G,ug)t &
< ce" (UL (8 +—].
- N

Therefore

2

&

sup lw(®)|?, < cefGu0T (e + —) .
[0,7] L N

Lemma 2 Assume
~ 4 ~ 14 2
||MN|3.Q ||L4([0,T];H1/2(3.Q)) + ”V : MN||L4([0,T];L2(.Q)) ¢ ) (58)
and with the Hodge decomposition (5.3), we have

lowllLaqo, i 2)) < Crrv/e. (5.9
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Proof Consider the Hodge decomposition
Uy =uy+ovy=uy v ® v

with
vy = v D vy,

where vi = Vp; and v = Vpy, p1 and p, are the solutions of the following two
systems, respectively.

Apr =0,
ap) i (5.10)
— =yuy —vn),
on
and
Apr =V -iiy,
b2 N G.11)
Tr(pz) =0.

Here, y is the trace operator and 7r(p>) means the value of p, on the boundary.

According to Lions and Magenes [20], the above two systems have unique solutions

(up to an additive constant). First, we solve for p, from (5.11). Accordingly, v, can

be obtained. Then, we use v; to solve for p; from (5.10) and find v afterwards.
From (5.8) and (5.11), we have

V21l 40,73 11 (2)) = 1P2ll L4 10,71 H2(2))
<clIV-unlzago. 22y

< 681/2.

From (5.8) and (5.10),

lvillzaqo, 71 12y = P40, 73 H2(2))
<clly@an —v2)llpago.r1: H'2(02))
<cllanlsellizaqo,r:H12002) T cly WD 4qo,71: 51202)
<ce'+ el Tr() - nell oy n12@)
<ce'? + Crrlvall pao.ry i 2y

< Crrv/e. (5.12)

Therefore,

lon Nl oy a2y = 1illsqo.rm @y + 12l Laqo.rm @) < Creve.

Note that (5.9) also implies

T
( /0 ||VvN||‘;2(Q)dr>

1/4

T 1/4
=< CTr\/Es (/ ||UN||12(Q)dt> = CTV\/E~
0
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Proof of Theorem 4 Applying the Leray projection operator P on (5.2), one obtains,
under the assumption that Pf = f,

&Piiy —PAly +Piiy - Viy = f +Pf.
Recall that PP is the orthogonal projection. By Hodge decomposition
uy =Puy + A —Piay =: uy + vy.
Then
dun + Auy +Puy - Vuy +P(iy - Viiy —uy - Vuy) = f +Pf + PAvy.
Here, A is the Stokes’ operator.

Py -Viy —uy - Vuy) =P Uy —uy) - Viy +uy - Viiy —uy))
=P vy - Viiy 4 1y - Von) (5.13)
=: .

T
Next, we will estimate 1]l %/, dt.

0
Note that |||y = sup (¢, w), where

weV, |lwly <1

(Y, w) =/ P(vy - Viy +uy - Voy) -wdx. (5.14)
Q
We estimate (5.14) term by term. Since w is divergence free, we have
f P(vy - Viy) - wdx = / (vy - Viy) - wdx
Q Q

< IVanlizz)llonlizso) lwllz4 ) -

By Sobolev inequality, [[w]|14(e) < cllwllv < ¢ and thus

Py - Van)lly < cllVanliz)llovlize )

~ 1/2 1/2
< eVl 2@ Ion g IVoN Il Sy (5119)

where in the last line, we used the Ladyzhenskaya’s inequality [5].
Therefore

T T
/0 IP(uy - VIZN)H%// dr < C/O ”VﬁN”iZ(Q)”UN”LZ(Q)”VUN”LZ(Q) dt

T 1/2 T T
sc(/o ||VﬁN||iz(mdt) (/O ||vN||iz(Q)dr) (/0 ||VvN||iz(9)dr>
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Since
MEN T 0,79 11 (g2 < €
we have ’ 2
/0 IVinlz2)dt < —
Therefore

T 172 e
<f0 IIVﬁNIIiz(mdt> =7 (5.16)
Applying Lemma 2, we have

T 1/4 T 1/4
( f ||VvN||iz(mdz) < Crrv/e, ( f ||vN||iz(mdr) < Crr/e.
0 0

Therefore

CTr82

. 5.17
7 (.17

T
/0 IP(uy - Viin)[13, dt <

Next, we estimate the second term of (5.14): / P(uy - Voy) - wdx.
2

Similarly, we have

IPun - Von)lly: < IVunllp2yllun a2y < VOl lun L g o)

Therefore

T T
/0 PGy - Vo)lI3, di < /O IVon 172 o) lun 131 ) d

T A 1/2 T .
5</ ||VvN||Lz(9)dt) <f ||uN||H1(Q)dr>
0 0

1/2

Since
T 1/2
4
<'/‘0 ”VUN”LZ(Q)dt> S CTrS’
and
T 1/2 T 1/2 .
e dr) < (/ lnll dr) <L
(/0 HY(2) o H'(2) Jn
Therefore
T 2
CTrS
IP(uy - Vo) |3, dt < ) (5.18)
/0 N Ny \/X
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Combining (5.17) and (5.18), we have

T 2
CT &
2 r
,dt < . (5.19)
Moreover, since
IP(AvN) v < VN2 lwll g o) (5.20)

we have

T T
fo IP(AVY)IF, di < fo IVon 1720y 1wl ) dt

T A 172 T .
s(fo ||VvN||L2(Q)dr) (fo ||w||H1(mdr>

< Crre. (5.21)

1/2

Denoting ¢ := Pf + P(Avy) — ¥, we have

duy
I + Auy + B(un,un) =Pf + ¢.
Since
T T 2
CTrS
IP(Av) |3 dt < Cr s,f i, dr < S
/0 v ' 0 Vi N
r 12 r 12 2
/ IPFI2, di 5/ IPFI2,dr < €2,
0 0
we obtain

T ) 82
o2 di < C (s+—>.
/0 Py Tr «/X

Since [luy (x,0) — ug(x)|175 < lliin(x,0) — uo(x)||7, < &*. Applying Lemma 1,
we have

2
&
sup [lu(t) —un(®)||3, < ce 10T (s + —) :

[0,7] VA

Moreover, since

1/4

T
(/ ||vN||iz(mdr) < Crp/e,
0
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we have

T T T
~ 4 4 4
/(; ”M - MN”LZ(_Q)dt = /0 ||M - MN”LZ(Q)dt + A ”UN”LZ(Q)dt

4
I
cef (GuT (82 + 7) + CTré;‘2

IA

4
F(G.up)T €
A

F(G,MO)T +CTr)82 +Ce

= (ce
Lemma3 Given ¢ > 0, assume that (u, p) satisfies (3.10), then, there exists
(iy, pn) € Fy satisfying

sup |lu — ﬁN”LZ(Q) <e, |lu— ’/NlN”Hle(QX[o,T]) <e,
t€l0,7T]

T 1/4
(/0 flu — ﬁNH;‘Vm(Q)dl) <e& llp—pnlzgoria (2) = & (5.22)

Proof From 3.7, as long as the solution (u, p) of the NSEs belongs to the spaces in
(5.22), we can find (uy, py) € Fy as smooth as we want and close to (u, p), which
means (5.22) holds. From the classical results of the 2-D NSEs, we know that we can
find the solution (u, p) that belongs to the spaces in (5.22).

Proof of Theorem 5 From Lemma 3, given ¢ > 0, assume that u is a strong solution of
(3.10) and there is an N such that i1y € Fy satisfying

sup lu —unllp2e) <& llu —unllgrz@xpo.r) <&
1€[0.7]

T 1/4
</0 flu — ﬁN”?;Vm(Q)df) <& llp—pNll2qoriH @) = &

Now, we estimate the left hand side of (3.13) term by term:
Since sup |u —inl;2e) < €, we have

t€(0,T]
lu(x,0) — iy (x, )2, < &2 (5.23)

Since V - u = 0, we have

=V iy = V- ulljag

~ 4
”V ' MN||L4([0,T];L2(Q)) 0,T1;L%(R2))

~ 4
< cllun = ulljago. 71510y

S 654. (524)
Observe that
Ml < cilliiy —ully +eallul}
Nlz4qo, 11 (2) = N LA([0,T]; H'(2)) LA([0,T]; H' (2))
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< cre* + AF (G, ug)T.

where F (G, ug) is a suitable function of G and uq (here we have used the fact that

sup, llull y1 < 0o and can be expressend as a suitable function of u¢ and G [5, 32]).
Picking A small enough, we have

Manlago.ry iy < F(Gouo)Te®. (5.25)

Consider

19ty — Adiy +iin - Viin + Vv = 72000,

= ”alﬁN - AﬁN + ﬁN ' VIZN + VﬁN - (atu —Au+u-Vu+ VP) ”iZ(QX[O,T])

~ 2 ~ 12
= C”atuN - atu”Lz(.Qx[O,T]) + C”Au - AMN”LZ(QX[O,T])

+cllin - Vi —u - Vull 2o 0.7y + IVN = VP20 00,1 (5.26)
We have
”alﬁN - 8tu”iz(ﬂ><[0,T]) S 82,
”Au - AﬁN”iz(Qx[O,T]) =< 82,
and
~ 2 2
||VPN - VP”Lz(_QX[O’T]) <e&".
Moreover
”ﬁN : VﬁN —Uu- V”"%Z(QX[O,T])
= |luny - Vuy —u-Vuy +u-Viuy —u - Vu”iz(QX[O,T])
= llGn —w) - Vi +u - (Viy = Vidllz2 o071
~ 2 ~ 2
S ”MN - u||L4(Q><[O,T])||VMN||L4(Q><[O,T])
2 ~ 2
+ ”””L4((2><[O,T])”V”N - Vu||L4(Q><[0,T])' (527)
We have
IVian 4o,y < IVin = Vullpao o,y + 1Vullza2 <0,
<ce+ F(G,up)T < F(G,up)T.
Moreover,

iy = ull s @xio,ry < <6 lull sz < F(G.uo)T and
IViiy — Vull 4@ xpo,r) < ce-
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Thus

liin - Viiy — u - V|3, < F(G,ug)Te.

(£2x[0,T])
Therefore

19ty — Adin + iy - Viiey + Vv = 2oy < F(G.ug)Te*. (5.28)
Moreover

~ 4 i 4
||HN|8.Q ||L4([0,T];H1/2(8.Q)) - ||MN|9.Q - M|3_Q ”L4([0,T];H1/2(3.Q))

< cllin = uljaqo 01 2
< et (5.29)

In summary, combining (5.23)—(5.29), we have

lan1o2 a0 711200y T 1N, 0) = uo (D) 172
+ |0y — Aiiy + iy - Viey +Vix = 32 o0.10

~ 4 ~ 4 2
+ ”V . MN||L4([0,T];L2(Q)) + )\'||MN||L4([0,T];H1(Q)) = F(G7 MO)T8 .
Proof of Theorem 6 Considering

lan, — uns llLsqo, 1. 02(2))
= llun, —ur +uz —un, +ur —u2llzaqo,71:12(2))
< llan, — uillaqo. 710200y + 142 — dny Il Lago.m: L2(2))

+ llur — u2ll 4o, 11:12(2))-

From (3.12)

4n 174
~ &
liny = urllizsqo. 2y = ((ceF(G’“O")T +Crp)e” + ceF(G'”OJ)TT) :

and

4N 1/4
~ &
||Lt2 —UN, ”L4([0,T];L2(.Q)) < ((CEF(G’MO’Z)T + CTr)€2 + CeF(G’uo’z)T7> .

From the stability of solutions of NSE, we have |lu1 —u2|lz4 0,77, 2(2)) < ¢(lluo,1 —
uo2llr2i2y + 1t = f2llpaqo i 2202)))-
Therefore, we have

luny —umllzaqo, 022y = €1+ C2 +Cs,
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1/4
where C; = ((ceF(G’”W)T + Cr)e* + ceF(G’“OJ)T%) , Cy = ((cel(GmoT 4

N 1/4
Crr)e? 4 ceFGmDTE) " C3 = c(|luo,1 —uo2ll 20y + I f1 = F2ll L go.7): 2(2)))-

This implies that our scheme is approximately stable.
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