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Abstract: Cybersecurity analysts ingest and process significant amounts of data from diverse sources in order 

to acquire network situation awareness. Visualizations can enhance the efficiency of analysts’ workflow by 

providing contextual information, various sets of cybersecurity related data, information regarding alerts, among 

others. However, textual displays and 2D visualizations have limited capabilities in displaying complex, dynamic 

and multidimensional information. There have been many attempts to visualize data in 3D, while being displayed 

on 2D displays, but success has been limited. We propose that customized, stereoscopically perceivable 3D 

visualizations aligned with analysts’ internal representations of network topology, may enhance their capability to 

understand their networks’ state in ways that 2D displays cannot afford. These 3D visualizations may also provide 

a path for users who are trained and comfortable with textual and 2D representations of data to assess visualization 

methods that may be suitably aligned to implicit knowledge of their networks. Thus, the premise of custom data-

visualizations forms the foundation for this study.  Herein, we report on findings from a comparative, qualitative, 

within-subjects usability analysis between 2D and 3D representations of the same network traffic dataset. Study 

participants (analysts) provided information on: 1.) ability to create an initial understanding of the network, 2.) ease 

of finding task-relevant information in the representation, and 3.) overall usability. Results indicated that 

interviewees indicated a preference for 3D visualizations over the 2D alternatives and we discuss possible 

explanations for this preference. 

Keywords: visualization, cybersecurity, decision-making, data visualization, virtual reality. 

1. Introduction 

  Cyber is the newest domain of war (Lynn, 2010), endowed with unique sensory characteristics that 

differentiate this warfare environment from kinetic-physical warfare (Gonzalez, Ben-Asher, Oltramari, & Lebiere, 

2014). Cyber security analysts who are responsible for ensuring the security of networks and other assets, utilize a 

wide array of computer network defense (CND) tools, such as Security Information & Event Management (SIEM) 

that allow data from various sources to be processed and alerted on. CND tools allow analysts to monitor, detect, 

investigate and report incidents that occur in the network, as well as provide an overview of the network state. To 

provide analysts with such capabilities, CND tools depend on the ability to query, process, summarize and display 

large quantities of diverse data which have fast and unexpected dynamics (Ben-Asher & Gonzalez, 2015). 

Shneiderman (Shneiderman, 1996) provided a taxonomy depicting 7 human-data interaction task levels: 1.) gaining 

Overview of the entire dataset, 2.) Zoom on an item or subsets of items, 3.) Filter non relevant items, 4.) get Details-

on-Demand for an item or subset of items, 5.) Relate between items or subset of items, 6.) keep History of actions 

and 7.) allow Extraction of subsets of items and query parameters. Traditionally, cyber defenders have used 

command line tools and alphanumeric data displays to execute these seven tasks. With the need for faster and more 

accurate situational awareness of increasing data volume, many CND products have integrated graphical user 

interface (GUI) and 2-dimensional (2D) data visualizations to expedite human information acquisition. 

Visualizing multidimensional data on 2D screens bears several limitations.  First, the resulting visualization 

after the dimensionality reduction methods have been applied will likely differ from the mental representation that 

the analyst had acquired upon reviewing the same data in numerical and textual data.  Contextual information will 

likely be removed in the reduction process that could be crucial to the understanding of the situation and to identify 

relevant clues (Rajivan, Konstantinidis, Ben-Asher, & Gonzalez, 2016). Also, three dimensional visualizations may 

address some of the inherent limitations of 2D displays by aligning with the analysts’ internal representation of 

their datasets, if the analyst naturally thinks about data in three dimensions. Users’ interactions in VR (Virtual 

Reality) and XR (Mixed Reality) may also be more intuitive if users are expected to interact with the visualization 

in ways that humans manipulate objects in the physical world. This way we could harness the dexterity of human 

hand movement for interactions (Gershon, Klatzky, & Lee, 2014) if the tools used are capable enough, using haptic 

feedback to further advance users interaction efficiency (Gershon, Klatzky, Palani, & Giudice, 2016).  
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However, the scale, heterogeneity, and complexity of cybersecurity datasets continue to pose challenges for 

visualization and interaction designers (Reda, et al., 2013) despite the constant increase in computers’ abilities to 

process and display more data on 2D displays. This could be because visualization designers lack an understanding 

of cybersecurity operations and network infrastructure to create an effective visualization for cybersecurity analysts. 

Yet, cybersecurity analysts who are familiar with the technical aspect of network monitoring do not have expertise 

in data visualization and human perception. The visualization designer might need to have dual expertise. 

By providing a data visualization environment where minimalistic visual, audio and haptic cues are informing 

the user of what is happening in that environment, we allow the user to focus on the task. Furthermore 

environmental cues should be perceptible and clear to avoid user confusion.  Visualization should be functional 

and available utilities should accurately convey their functions. Controls, navigation, interface, and all other 

interface conventions should be consistent.  Users cognitive and physical workload must be minimized. Human 

errors should be anticipated and prevented if possible.  The environment should be flexible to allow customization 

for personal preferences, cultural differences, color vision deficiency etc. (Hodent, 2018). We hypothesize that the 

analyst may find it intuitive to use a 3D representation of cybersecurity network data that is aligned with the above 

guidelines as well as the analyst’s internalized understanding of the data. Intuitive interfaces may enable the analysts 

to explore and understand their environment more efficiently.  

2. Visualization for Cyber Defense  

Cybersecurity visualizations provide analysts with visual representation of alphanumeric data that would 

otherwise be difficult to comprehend due to its large volume. Such visualizations aim to effectively support 

analyst’s tasks including detecting, monitoring and mitigating cyber attacks in a timely and efficient manner (Sethi 

& Wills, 2017). Cybersecurity specific visualizations can be broadly classified into three main categories: 1.) 

network analysis, 2.) malware and 3.) threat analysis, and situational awareness (Sethi & Wills, 2017). Timely and 

efficient execution of tasks in each of these categories may require different types of visualizations addressed by a 

growing number of cybersecurity specific visualization tools (Marty, 2008) as well as universal software with 

visualization capabilities like Tableau, MS Excel, R, Python, and D3 libraries (d3.js) among others. These tools 

could be used to visualize data in myriad of ways (Munzner, 2014) so that analysts could explore their datasets 

visually and interactively (Ward, Grinstein, & Keim, 2015). Graphistry is one recent example of a 2D force-directed 

graph visualization (Meyerovich & Tomasello, 2016) whose interface is easy to manage and visualization and is 

responsive to queries on massive datasets.  These are crucial qualities for cybersecurity analysts, with emphasis on 

the importance of the low-latency between analyst’s request for a change in visualization (change in filter, time 

window or other query parameters) and rendering of the visualized response from the system (Wu, Xu, Chang, 

Hellerstein, & Wu, 2018). 

The usability of data visualizations for CND operations that have not been evaluated, may lead to low adoption 

rates by practitioners (Best, Endert, & Kidwell, 2014). The challenge in creating useful visualization for 

cybersecurity practitioners is in aligning data visualization experts’ knowledge with cybersecurity analysts’ needs 

and knowledge so, that the resulting visualizations would be useful for work tasking. A recent survey showed that 

46% of 130 tools did not have any user-involvement in the evaluation phase (Sethi & Wills, 2017). 

To achieve higher visualization adoption rates, analysts should have the ability to intuitively and iteratively 

adjust the visualizations to suit with their changing needs (Kirk, 2016). Datasets used in cybersecurity operations 

are often multi-dimensional and analysts would either have to scale down the number of dimensions viewed at one 

time to be able to use 2D & 3D visualizations, or combine multiple 2D visualizations displaying different 

dimensions of the same dataset in a single dashboard. This requires the designer to properly encode variables 

(dimensions) into shapes, colors, sizes among others. The viewer has to translate that shape into spatial perception 

and compare it to her internal understanding of the data, to decode the meaning of the visualizations; a task that 

may be non-trivial (Ehrenstein, Spillmann, & Sarris, 2003). There have been numerous attempts to employ 3D 

visualizations for cybersecurity data that are displayed on 2D computer screens with varying degrees of success. 

Such visualizations sometimes use monocular depth cues (Lebreton, Raake, Barkowsky, & Le Callet, 2012) and 

object movement to convey the 3D shape of the visualization; advantages and disadvantages of which were 

thoroughly discussed in our previous paper (Kullman, Cowley, & Ben-Asher, 2018). VIDS (Shearer & Edwards, 

2018) provides an interactive 3D environment for visualizing network and alert (or other) data in 3D shapes, 
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whereby users can seamlessly switch styles and layouts to dynamically shape their data and easily adjust their 

viewpoint (Gaw, 2014). Real-time 3D visualization engine DAEDALUS-VIZ allows operators to grasp visually 

and in real-time an overview of alert circumstances, while providing highly flexible and tangible interactivity 

(Inoue, Suzuki, Suzuki, Eto, & Nakao, 2012). InetVis (van Riel & Irwin, 2006) allows the user to allocate source 

and destination IPv4 addresses to X and Z axis, while destination ports are being allocated to the Y axis on a 3D 

cube. To understand the shape of the cube and detect the positions on Z axis, user must manually change the 

viewpoint with mouse. Shoki (Berry, n.d.) allows the user to define what values are plotted on which axis, while 

the screen is divided to four squares, three of them showing each axis in 2D, while the fourth square displays the 

cube as a 3D object.  

 Due to the emergence of commodity VR devices, multiple data visualization tools have implemented support 

for VR headsets, that are capable of 6 degrees of freedom (6DOF) movement of the user’s viewpoint, allowing the 

observer to perceive the depth of the visualization stereoscopically, avoiding the mental work needed to convert 

2D images to 3D. OpenGraphiti (Reuille, Hawthorne, Hay, Matsusaki, & Ye, 2015) enables provides customizable 

graphs, along with querying and filtering capabilities. However, OpenGraphiti does not provide 3D VR interaction 

capacities. However, V-Arc (Maddix, 2015) enables the positioning of data in a predetermined layout, data selection 

and color-coding amongst other capabilities. Virtual Data Explorer (VDE) is a VR tool that allows users to 

collaborate while investigating 3D data visualizations, to find anomalies in a variety of cybersecurity-related 

datasets (U.S. ARL, 2018). For our research herein, we used VDE (see 3.4), because it enables the user to perceive 

the spatial layout of the topology based on observed network traffic, while the resulting visualization can be 

augmented with additional data, like TCP/UDP session counts between network nodes (Kullman, Cowley, & Ben-

Asher, 2018). Due to the 6DOF of Oculus Rift VR headset (OVR) used for this study, VDE also allows us to test 

the usefulness of stereoscopically perceived depth-cues (contrary to monocular depth-cues on flat screens) for 

encoding data. 

3. Method 

To understand whether stereoscopically-perceivable 3D data-shapes representing a complex computer 

network’s topology is usable, we conducted semi-structured interviews with 10 subject matter experts working as 

cybersecurity analysts (as suggested in (Ward, Grinstein, & Keim, 2015)). Included in the usability assessment, we 

asked analysts about whether network behavior is understandable, helpful and useful for cybersecurity analysts’ 

tasks. 

3.1 Participants 

Ten cybersecurity analysts (Mean age = 36.5yr., 20% females) were interviewed in a semi-structured format. 

All participants work as cyber security practitioners, having 2 months to 10 years of experience in the field (Mean 

= 4.5 years). Participation was voluntary and these volunteers were not compensated for their time. 

3.2 Materials 

The network traffic data used during the interviews was part of the NATO CCDCOE CDX Locked Shields 

2018 (LS18) “Partner Run” (LS18PR) dataset. This dataset includes 23 defensive teams’ (Blue Teams, BT) 

networks, an offensive (Red Team, RT), infrastructure support (Green Team), situational awareness (Yellow Team) 

and the managing team (White Team) nodes and traffic. During LS18 exercise the network included more than 

4000 virtual machines, with about 2500 attacks executed by the Red Team against all Blue Teams combined. 

LS18PR function was to test Read Team’ and infrastructure’ readiness. Distinct of the main event, LS18 that ran 

for 2 days (2x7 hours), LS18PR ran for 7 hours, during which only few Blue Team networks were attacked and 

defended, while the rest of the networks were running as usual. Hence LS18PR dataset provides the ability to 

observe networks in their “normal” as well as “under attack” and “compromised” states during the same time. 

The time-window for the network sessions used in the visualizations shown to the participants was set to 40-

minute periods. For data preparation, Moloch (https://molo.ch/) was used to process the LS18PR packet data 

(PCAP). The resulting data and metadata was stored in an Elasticsearch server to allow dynamic querying. Kibana 

(https://www.elastic.co/products/kibana) was used to generate dynamic and interactive 2D visualizations based on 

the data stored in Elasticsearch server. VDE queried the Elasticsearch server for session counts between entities 
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and presented the information using Oculus Rift (https://www.oculus.com/rift/) VR headset (OVR) while an Oculus 

Touch controller (OTC) was used to interact with the VDE. The controller allowed users to move around the virtual 

space (by changing their viewpoint), select different groups of objects (e.g. connections from/to a Blue Team), grab 

a network node to alter its position (and better perceive the destinations of the connections that this node had) and 

query additional information about the node (e.g. it’s IP addresses). 

3.3 Procedure 

Upon arrival to the interview, participants were asked about their cybersecurity expertise, experience with 2D 

and 3D visualizations, as well as gaming preferences.  Gaming preferences were discussed to build the rapport and 

understand interviewee’s level of experience in cybersecurity. Below is a list of the basic questions asked in this 

introduction portion of the procedure. Participants provided open ended answers that were documented by the 

experimenter.   

1. What are your favorite console / computer games? 

2. Have you used Moloch and / or Kibana before? 

3. Have you experienced Virtual, Augmented or Mixed Reality before? 

4. Do you have formal education on IT and / or cybersecurity? 

5. What area do you specialize in cybersecurity? 

6. How long have you been working on your current specialty; on cybersecurity? 

 

Then, participants received a short briefing about the purpose of the study and an overview of the dataset. They 

were shown a printed diagram (see Figure 1) illustrating the network topology of a single blue team network. Based 

on the diagram, participants were asked to consider, what (textual and visual) tools they would prefer to use to learn 

that network’s topology to acquire situational awareness. 

  

 

Figure 1. Simplified network topology diagram for traffic used in this study. 
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 Following, the experimenter presented a 2D visualization of session counts between the different entities in the 

Blue Team’s network as radial figures (Figure 2 using Kibana). As seen in Figure 2a and Figure 2b there is a 

difference of an actively attacked and maintained network (on the left) compared to another one with exactly the 

same topology and active services, while unmaintained and not attacked network (on the right). 

 Size of a sector on Figure 2 represents the count of observed sessions.  The radial diagram also indicated how 

many connections were initiated between the source and the inner ring, how many of those connections were 

targeted at the one represented in the outer ring, etc. The color of the session-count-block is randomly allocated to 

each node in that Blue Team network and does not have any relation to other networks. However, the color allocated 

to each node does allow the observer to find that same node in that same radial. The other sectors belonging to that 

same node are also highlighted by a mouse-over, which displays a popup detailing the IP addresses of source and 

its destination nodes and their session counts (see Figure 3).  

 

 

Figure 3. Mouse-over example for selected data-point displayed in 

a popup window, with source IP address and observed session count 

(srcIp) and destination IP address with its respective session count 

(destIp). 

  

Participants were also shown a 2D visualization of a force directed graph (using Moloch) to provide another 

example of graphical representation of relations between networked entities (Figure 4).  

 

(a) (b) (c) 

Figure 4. Network connections observed in the two unused BT (a) and (b) networks compared to a BT (c) networks 

that were actively engaged during LS18PR. Traffic observed during a set period of time is applied as pull strength 

of the edges between nodes, while nodes represent the hosts initiating and/or receiving connections, visualized on 

a 2D graph. 

  

 

(a) 

 

(b) 

Figure 2. Radial 2D diagrams 

visualizing activeness of Blue 

Teams’ internal nodes. Inner ring 

contains source addresses of the 

entities present in that Blue Team’s 

network while the outer ring 

contains destination addresses of 

that same Blue Team’s entities, with 

network connection sessions to that 

source address during a time-

window. 
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Following the review of various 2D visualizations, participants were introduced to the VDE and the reasoning 

behind the spatial positioning of network elements in a 3D space. During this step, LS18PR networks were first 

shown as 3D shapes on a 2D display and once participants felt comfortable with their understanding of the 3D 

visualization as shown in VDE, they were fitted with an Oculus Rift VR Headset and Touch Controller. Participants 

were encouraged to explore the 3D display by changing their viewpoint while using VDE so that they could observe 

Blue Team networks from close distance (Figure 5) and would be able to read explanatory texts, reach out to grab 

the nodes, move those around, highlight nodes’ features, select edges’ groups and so on. After participants had 

familiarized themselves with the VDE environment and it’s 6DOF “rudder head movement” (Pruett, 2017), they 

were asked to evaluate if and how such network topology visualization and its augmentation with additional data 

(e.g. network session counts) would relate to the 2D visualizations (Figures 2, 3, 4) and the print-out topology 

(Figure 1) shown to them before. Once the participant gained an understanding of a blue team’s network, she/he 

was guided to adjust the viewpoint in VR so that all the LS18PR network components would be in the field of view. 

Then, the participant was asked to provide feedback and critique regarding the usability of VDE, subjective ease of 

stereoscopical perception of the 3D data shapes and her/his ability to acquire situation awareness with such tool. 

3.4 Virtual Data Explorer 

 Virtual Data Explorer (VDE) was developed with the Unity 3D game engine to present users with 

stereoscopically perceivable data visualizations in VR and XR.  

 

Figure 5. VDE 3D display of network topology and traffic focusing on a single Blue Team network topology 

(“Zoom” on “Details-on-Demand”, per (Shneiderman, 1996)). Additional videos of VDE can be found: 

https://coda.ee/vde 

The VDE uses a predefined topology description (configuration) for the visualized network. Data-shapes were 

spatially positioned into a meta-shape (viewed from different angles as shown in Figure 6) to allow the user to take 

advantage of stereoscopic viewing that VR provides. Multiple layouts were considered to minimize possible edge 

clutter and enable convenient distinguishability of intra- and extra-network connections and nodes’ relations. These 

3D shapes are easily understandable in stereoscopically-perceivable VR headsets, while often cluttered and 

unusable on a 2D screen or on a printed paper.  
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(a) 

 

(b) 

Figure 6. 3D display of LS18PR network topology and network traffic using VDE: (a) overall view of the meta-

shape (“Overview”); (b), RT group (“Zoom”) with some added connections and selected (“Filtered”) edges 

colored red (“Relations”, per (Shneiderman, 1996)). 

 VDE allows the spatial topology of the network to be augmented with additional data. For this study, the 

visualization was enriched with network session counts so, that the most popular connection (represented as a green 

line (edge) between the nodes that were observed connecting) was fully visible, while the least popular connection 

was almost transparent. User could add additional sessions using VDE menu system in VR, in which case the added 

edges were colored red until a next set of edges was added. Additional information about VDE design decisions 

can be found in our previous paper (Kullman, Cowley, & Ben-Asher, 2018). 

4. Results 

Participants were asked for impressions on the technology, ideas or suggestions for modifications, should such 

a tool be made available for their tasking. All participants had used 2D visualizations, 6 had used Kibana, and 4 out 

had experienced VR prior to this study.  Seven interviewees self-rated themselves as ‘experienced’ in playing 

computer games. All participants used command line interfaces or GUIs for tasks like querying NetFlow data, 

inspect captured packets, review incidents in SIEM, explore various configuration files of the routing and perimeter 

devices etc.  Seven used Kibana and / or Excel for simple 2D visualization. All participants agreed that although 

printed or electronically provided 2D diagrams of the network topology would be helpful, topologies provided are 

usually outdated. Overall, there emerged a common process that analysts would have used to build their 

understanding of a network’s topology. First, analysts would build an understanding of what is “normal” in that 

specific environment and then find the behaviors that would need further investigation. In order to execute that 

process, the analysts begins by building filters on available data to exclude the findings that are deemed “normal” 

and continue fine-tuning that filter, while the analyst learns that network’s behavior and builds her/his internalized 

understanding of that datasets expected demeanor.  

To the questions “How would you build the understanding of a network? How would you map the network 

topology?” participants responded with: “Textual logs from SIEM [or similar]”;”Textual tools”; “flow in Kibana, 

xflow, tcpdump”. “Whatever tools that are available. Textual mostly, if some visualization is available, then that 

too." To the question “How would you establish expectations regarding normal behaviors of the different entities 

in the network?” participants responded with: “I just read the logs [..]. Look in packets.”; “Check Ingress/egress 

points, what services are allowed through firewall, what VLANs&VPNs are in use.”; “filter logs, what type of 

systems are in these networks from SIEM. Use different filters and queries in Kibana.”; “Work through 

documentation, dive in, see configuration.”; “flow data, who’s talking to each other, as opposed to heading outside; 

I’ve used to bar graphs [..while trying to identify..] what IP’s are being hit, what hosts are endangered a lot in traffic. 

Usually I would likely see just textual lists of IP addresses, ports etc."; “Look at netflows, do a graph chart. Use 

excel, build bar graphs [and so on]"; “Use a sensor that sees all the traffic in this network, build a BPF to exclude 

things (ICMP, TCP, UDP) [from tcpdump] to see what’s left, what falls out, what ports and protocols, [..], to find 

what stands out, what weird ports are in use."  

 Once in the VDE VR environment, users had some trouble getting comfortable with the “rudder head 

movement” to roam around in the VR environment. Few participants found the rudder head movement intuitive to 
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use. Learning to use this tool usually took between one to two minutes. Most problematic was the vertical 

movement.  To execute vertical movement, users had to look straight up or straight down and move backwards or 

forwards to change their vertical viewpoint.  However, one participant commented, “[moving around in this 

environment] is very natural to me”. Only two participants reported feeling dizzy or having any simulator 

sickness/motion sickness symptoms during or after the session. The precision of depth perception or the predicting 

the physical distance of each virtual object from the self was highly variable. Most of the participants managed to 

grab and hold visualized entities easily, while others struggled. Further tuning of haptic and visual feedback is 

needed to improve interaction with 3D data representations.  

 Once the participants were comfortable with adjusting their position and viewpoint in the VR environment, all 

were able to observe the data-shapes and understand its relation to the network’s textual and 2D visualizations they 

had seen moments before. Most participants stated that once the logical structure of the shapes positioned in VR 

had been understood, the topology of these networks became much clearer. Participants also understood the 

underling relations between 3D visualization and the textual / 2D representation they had seen previously:  

• [P1]: “Does this [3D visualization] map back to the topology you saw on the paper before? I think so, I 
mean I'd have to figure out where things are, but... [yes]”;  

• [P6]: “It is not how I thought about, but... [...] I think it would definitely be helpful, but it would take some 
re-learning, [e.g.] how to think visually. When you learn networking, then you’re kind of trying to build 
this in your brain already. But then getting used to seeing this and not having to build your own picture. 
Like, training brain to think visually not only textually.”;  

• [P4]: “So this is what you showed [me] before on the network diagram [on paper]? [...] Yes, I like this. This 
is different than looking graphs on your computer screen. [...] I take it you’d prefer this to the regular 
[tools]? Yes, definitely.”; 

Participants could “see” where “things” are in the network, helping them spatially perceive and understand the 
structure and topology of this computer network and networked entities’ (nodes) positions and logical grouping 
inside that network (“Overview”, as per (Shneiderman, 1996) taxonomy): 

• [P1]: “This agrees with me particular. I like visual. I always kind of visualize things, in a way like this. And 
this particularly agrees with me. That's very easy for me to understand.”;  

• [P6]: “If you now look at this network diagram [printed on paper], does this looks familiar? It is familiar, 
but very flat. Would you prefer 3d? Well, of course. This 2D looks like... why are we still using this.. it 
seems so.. like.. limited.”; 

• [P2]: “For our team this is a great representation of what we could use. This is a good representation of a 
network that would work for us. A way to visualize this and interact with.”;  

Participants admitted that they perceived the traffic “going” between nodes, referring to the edges representing 
the count of sessions observed between these two nodes (“Relations” of groups, subgroups and nodes, as per the 
taxonomy):  

• [P1]: “They are clearly grouped, and I can see exactly where everything is going [which node has been 
connecting to what other nodes].” 

• [P4]: “This would help a lot. You can see the traffic leaving networks and so...”  

• [P5]: “This makes a lot of sense to me. I really like the visualization. I can see.. there’s the first firewall, 
DMZ.. I can kind of understand how the network is built...” 

• [P2]: “This is useful... and this seems very utilizable. Useful in terms of what’s reaching out to what. 
There’s definitely usefulness in this for what we do here. [..] This makes much sense for what we do here 
in terms of usefulness and utility...” 

Participants recognized the advantages of using such visualizations could provide to transfer knowledge about 
specific networks from senior analysts to trainees: 

• [P6]: “Since I’ve been here for 4 years, I’ve trained about 80 people. I think if we’d have something like 
that from the start, it would change their whole perception of how to [think of networks] and jump start 
[their ability to work the networks]. […] I think a lot of analysts would have different views, that would 
depend on their knowledge base and artistic side also. [..] When you’re using tool like this, when you build 
your network diagrams, you would like to have same setup, that way [when] you’re looking at them on a 
pdf, you’d have the same layout.” 
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Participants suggested capabilities (see correlation with taxonomy, described in Introduction and 
(Shneiderman, 1996)), that they would like to have at their disposal: 

• [P9]: “This is awesome! [..] As an analyst I would want to see [in addition to the visualization] what's 
happening, the [textual] details. [..] It is cool; you could definitely do a lot with it. [..] This is one of the 
coolest things I’ve ever seen. But I do need [additional, textual] information. As an analyst, I could 
definitely use this. [..] I could probably play with this all day.”; 

• [P1]: “[It] would be nice to control how far apart they [nodes, groups] are. Would be easier to navigate 
between them. [..] [option to] change the icon of the node to something that would indicate the function of 
the entity. I would prefer to use colors for grouping the entities.”; 

• [P3]: “Color-code the layers in the network. Any host that is associated [has had sessions] with those 
should also be color accordingly. 6DOF movement should be available.”; 

• [P6]: “Lines should have arrows showing the direction of the sessions.”; 

5. Conclusion 

This study captured cybersecurity analysts’ impressions of a network topology presented as a stereoscopically-

perceivable 3D structure. Overall, the impressions towards stereoscopically-perceivable 3D data visualizations 

were highly favorable. Multiple participants acknowledged that such 3D visualizations of network topology could 

assist in their understanding of the networks they use daily. Participants expressed a wish to integrate such 

visualization capabilities in their workflow. Prior experience with 3D displays had no influence on user preferences, 

while participants with prior gaming experience adjusted quickly to the Oculus Touch motion controllers, 

suggesting that the relevant dexterity and muscle memory for gaming console controller usage helps users adjusting 

from those controllers to handling input devices for VR experiences. Further research is needed to understand what 

specific 3D data shapes would be useful and for which datasets (e.g. computer network topology) to create 

additional 3D visualization suitable for analysts’ preferences and test the usefulness of those visualizations. Follow-

up studies should evaluate operator performance in 3D environments.  
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