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This study presents a newmethod for detecting ShrewDDoS (DistributedDenial of Service) attacks and analyzes the characteristics
of the Shrew DDoS attack. Shrew DDoS is periodic to be suitable for the server’s TCP (Transmission Control Protocol) timer. It
has lower maximum to bypass peak detection. This periodicity makes it distinguishable from normal data packets. By proposing
the CCID (Cross-Correlation Identity Distinction) method to distinguish the flow properties, it quantifies the difference between
a normal flow and an attack flow. Simultaneously, we calculated the cross-correlation between the attack flow and the normal flow
in three different situations. The server can use its own TCP flow timer to construct a periodic attack flow. The cross-correlation
between Gaussian white noise and simulated attack flow is less than 0.3. The cross-correlation between single-door function and
simulated attack flow is 0.28. The cross-correlation between actual attack flow and simulated attack flow is more than 0.8. This
shows that we can quantitatively distinguish the attack effects of different signals. By testing 4 million data, we can prove that it has
a certain effect in practice.

1. Introduction
DDoS (Distributed Denial of Service) needs to send a large
amount of data packets to the server in a short time, so
that the server rejects the normal user’s request. The attacker
controls some of the hosts in the network and forges the
network service request, so as to achieve the purpose of
sending a large number of data packets to the server [1].

DDoS is no longer a traditional point-to-point attack
mode. Attackers use different hosts to attack the server, so
it is difficult for the server to detect the attacker through
the port or IP header. When an attacker uses a random port
attack, a large number of packets are sent to the target for
different ports. When an attacker uses a fixed port attack, a
large number of packets are sent to the target for the same
port. At the beginning of the attack, the attacker will send a
unified attack command to the hosts. Then the hosts send
a large number of packets to the server at the same time,
causing the server to be paralyzed.

Targeted traditional IDS (intrusion detection system)
determineswhether the server is attacked or not, according to

the number of packets in the unit time [2].When a flow of the
server exceeds the system preset limit, the system will have a
defensive response, thereby reducing the effect of DDoS [3].

According to the detection time classification, IDS is
divided into real-time intrusion detection and delay intrusion
detection. Real-time intrusion detection is based on the
user’s operation. When the invasion is found, the server
immediately disconnects the attacker from the server [4].
Delay intrusion detection is mainly responsible for sorting
the server’s history. Analysis of the contents is handed over
to the specialized management staff.

The TCP flow control mechanism typically uses a sliding
form mechanism. When the sender’s sending rate is too
fast, it will trigger the TCP flow control mechanism. This
mechanism can effectively solve the congestion problem and
avoid deadlock.

Shrew DDoS is a variant of DDoS. Shrew DDoS is also
known as ROQ (Reduction of Quality) attack. Because of low
flowcyclical attacks, the server is forced to provide lowquality
services. An attacker needs to send a request to the server
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at a certain frequency to obtain the execution of the server
TCP (TransmissionControl Protocol) timer. Accordingly, the
attacker sends the corresponding periodic pulse data flow
and makes the route of the server congested. It will trigger
a common speed limit mechanism for TCP flows, causing
the server to reduce the packet rate to handle congestion
problems.

Shrew DDoS attack flow limit is lower than ordinary
DDoS. Shrew DDoS is often hidden in the normal TCP data
flow, making IDS lost the effect [5]. The attack will cause the
server to be in an inefficient operation, in some cases, more
damaging than an ordinary DDoS attack.

In this study, we will focus on distinguishing between
attackers and users.

(i) We characterize the simulated attack flow time
domain curve, according to the reasonable cycle
characteristics and flow characteristics, through the
implementation of the server TCP timer.

(ii) We propose a CCID (Cross-Correlation Identity Dis-
tinction) flow differentiation method. By comparing
the flow history with the correlation coefficient, the
quantitative comparison results between the different
flow histories are obtained. Different flow histories
represent different flow users, and then we can dis-
tinguish between attackers and normal users.

The paper is organized as follows. Related works are
discussed in Section 2. The distinction between normal
user hosts and attacker hosts is discussed in Section 3. The
validity of the correlation function is tested and evaluated in
Section 4. The conclusion is drawn in Section 5.

2. Related Works

Researchers have conducted lot of work in security [6–8],
including secure routing [9], intrusion detection [10–15],
intrusion prevention [16, 17], smart grids security [18], and
wireless network security [19, 20].

Since the signal has different characteristics in the fre-
quency domain and in the time domain, we need to put the
signal in the frequency domain for a considerable amount of
processing.Weuse the Fourier transform to process the signal
[21].

There are a lot of researches for DDoS detection and
defense. Hao Chen and Yu Chen proposed an optimized
design of reconfigurable PSD accelerator [22].Then they also
proposed a novel embedded accelerator for online detection
[23]. Software flexibility that includes machine stability has
proposed an embedded accelerator that uses FPGA for PSD
analysis.

Jiahui Jiao et al. proposed a method to detect TCP-
based DDoS attacks [24]. They identify two attack modes:
fixed source IP attacks (FSIA) and random source IP attacks
(RSIA).

In order to solve the DDoS attack, there are very many
studies on IPS and IDS. Yali Yuan et al. have proposed two
layers multiclass detection method for network intrusion
detection system [25]. They compared the proposed TLMD

method with the performance of existing algorithms using
the detection rate, accuracy, and false alarm rate. The exper-
imental results show that the proposed TLMD method has a
low false alarm rate and a good detection rate based on the
unbalanced data set.

With the development of machine learning, Valli Kumari
V and Ravi Kiran Varma P have proposed a semisupervised
intrusion detection system using active learning SVM and
fuzzy c-means clustering [26]. This work demonstrates a
hybrid semisupervised machine learning technique that uses
active learning support vector machine (ASVM) and fuzzy
C-means (FCM) clustering in an efficient IDS design. The
algorithm was tested and found promising.

The group of E.M.Kakihata also proposed an intrusion
detection system based on flows using machine learning
algorithms [27]. They proved that this system could detect
three different types of attacks and showed how it was used
in machine learning algorithms.

Since DDoS attacks are no longer valid on the network,
some variants of DDoS are generated. Among them, Shrew
DDoS is a DDoS that can bypass IDS [28]. Shrew DDoS’s
maximum flow and total flow are similar to normal users,
so it is difficult for IDS to distinguish between attackers and
normal users.

TCP flow control flow mechanism can handle TCP high
flow situation. But it may also be used by Shrew DDoS [29].

The system needs to detect Shrew DDoS attacks before
the identity distinction. Yu Chen, Kai Hwang, and Yu-Kwong
Kwok have done the relevant work [30].They identify and
detect attacks by proposing new signal processing methods
to address this challenge by checking the frequency domain
characteristics of the server’s inbound flow. The main advan-
tage of the technology they propose is that their detection
time is less than a few seconds.

A group of ZengGuang Liu has proposed a way in cloud
computing to defend ShrewDDoS [31].The simulation results
show that the method proposed in this paper distinguishes
the detection rate of abnormal network flow and the faster
response time and prevents the impact of abnormal network
flow group.

3. Distinguish between Normal User Hosts and
Attacker Hosts

3.1. Converting Different Historical Data Flows into the Appro-
priate Time Domain Signal. When the system detects DDoS
attacks, the system gets the server side data flow history.
The server arranges the flow data according to the time,
thus arranging the historical flow into a limited time domain
signal. For different users, the historical flows are different.
Attack flow must reach certain conditions before it can
achieve the purpose of attack.

For a TCP timer, it checks congestion every fixed duration
T. This is a system setting that is visible to the server.
Considering the worst case, we assume that an attacker can
use a simple heuristic to get the value of this T. We achieve
the purpose of simulating the attack signal by constructing a
T-cycle gate function in the time domain.
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Figure 1: Simulated attack signal in time domain.

Figure 1 shows, according to the characteristics of sim-
ulated attack flow, that we constructed the simulated attack
flow according to the preset period. The cycle of this flow is
the same as the detection period, the width is the same as the
detection duration, and the signal energy is normalized to the
unit energy.

The signal is constructed from the system according to its
own parameters as the basis for system testing.

The simulated attack flow characteristics are as follows:
(1) Periodic: Shrew DDoS attack flow constantly adjusts

the attack cycle and the number of packets during the attack,
until the system detection cycle is suitable. When a Shrew
DDoS attack cannot be suitable for the server’s TCP timer,
it will reduce the attack effect or even failure.

(2) Lower Maximum: Shrew DDoS attack flowmaximum
is low. It is generally similar to the normal user’s maximum
or even lower. Ordinary DDoS can be detected by the IDS
systembecause themaximumvalue is higher than the normal
user. Shrew DDoS is more subtle than ordinary DDoS.

(3) Normal Fragment Flow:The single-cycle signal shape
of the attack flow is similar to the short-term use of the
normal user. The historical flow of an attack cycle is not
enough to distinguish between attackers and normal users.
The server needs to detect attack flow with historical flow for
multiple attack cycles.

After Fourier transform, we can get the amplitude value
in its frequency domain.

Figure 2 shows that this function has a higher amplitude
in the low frequency domain.

3.2. Distinguishing between Different Time Domain Signals
with Cross-Correlation Coefficients. We will treat different
historical flow as a time domain signal, so that we can
calculate the cross-correlation of various time domain sig-
nals. Since the total amount of different flow signals may be
different, it needs to be normalized before or after calculation.
For any two flow signals, the formula for calculating the inner
product is as follows:

⟨𝑢𝑖 (𝑡) , 𝑢𝑗 (𝑡)⟩ = ∫
+∞

−∞

𝑢𝑖 (𝑡) 𝑢𝑗 (𝑡) 𝑑𝑡 (1)

The inner product is the cross-correlation coefficient of
any two unit energy functions. It can reflect the similarity
of any two unit energy functions. In this study, since the
simulated attack signal has an arbitrary start in the time
domain, the phase may not match the actual attack signal.
When we calculate the inner product of the simulated attack
signal and other signals, we need to shift simulated attack
signal in the X axis and take the largest inner product for the
cross-correlation coefficient. The formula is as follows:

𝑅𝑢𝑖 ,𝑢𝑗 = max
𝜏
⟨𝑢𝑖 (𝑡) , 𝑢𝑗 (𝑡 + 𝜏)⟩ (2)

At this time, we have 𝑅𝑢𝑖 ,𝑢𝑗 = 𝜌𝑢𝑖,𝑢𝑗 . Through this
calculation, we can obtain the cross correlation coefficient of
any two unit energy functions. As the situation of each user
is not the same, the energy of the flow signal is different.
The signal is not a unit energy function necessarily, so the
signal needs to be normalized. One way to deal with, we will
calculate the energy of each signal. The formula is as follows:

𝜖𝑖 = ∫
+∞

−∞

𝑢2𝑖 (𝑡) 𝑑𝑡 (3)

Then we normalize the signals. The formula is as follows:

V𝑖 = 𝑢𝑖 (𝑡)󵄩󵄩󵄩󵄩𝑢𝑖 (𝑡)󵄩󵄩󵄩󵄩
= 𝑢𝑖 (𝑡)√𝜖𝑖 (4)

Each signal is processed into a unit energy function, and
then the formula (x) is applied. Another way to deal with is
that we directly calculate the correlation coefficient of two
arbitrary functions. The formula is as follows:

𝜌𝑢𝑖,𝑢𝑗 =
max𝜏 ⟨𝑢𝑖 (𝑡) , 𝑢𝑗 (𝑡 + 𝜏)⟩

√𝜖𝑖 ⋅ 𝜖𝑗 (5)

By removing the energy factor while calculating the inner
product, the cross-correlation coefficient between the two
arbitrary functions is obtained.

3.3. Calculating the Correlation Coefficient in the Frequency
Domain. We carry the Fourier transform of the signal. The
formula is as follows:

𝐹 (𝜔) = F [𝑓 (𝑡)] = ∫
+∞

−∞

𝑓 (𝑡) 𝑒−𝑖𝜔𝑡 𝑑𝑡 (6)

Since any function is translated in the time domain, after
the Fourier transform, the performance in the frequency
domain is the same. We can use the signal shape in the
frequency domain to determine the similarity between the
signals. The energy of the signal in the frequency domain is
calculated in the samemanner as in the time domain, and the
normalized formula is the same. The inner product formula
in the frequency domain has a little change.The formula is as
follows:

⟨𝑈𝑖 (𝜔) , 𝑈𝑗 (𝜔)⟩ = ∫
+∞

−∞

𝑈𝑖 (𝜔)𝑈𝑗 (𝜔) 𝑑𝜔 (7)
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Figure 2: Simulated attack signal in frequency domain.

The inner product of frequency domain and time domain
is similar, one for integration on the time axis and the other
for integration on the frequency axis. We can also directly
calculate the cross-correlation of two arbitrary functions on
the frequency domain. The formula is as follows:

𝜌𝑈𝜔,𝑈𝜔 =
󵄩󵄩󵄩󵄩󵄩⟨𝑈𝑖 (𝜔) , 𝑈𝑗 (𝜔)⟩

󵄩󵄩󵄩󵄩󵄩
√𝜖𝑖 ⋅ 𝜖𝑗 (8)

These two approaches are consistent and the conclusions
are the same. By comparing the correlation coefficients, we
can get the degree of similarity between the two signals.
The server can calculate the similarity between the users and
the simulated attack signal, in order to judge the rationality
of user’s data flow. By separating the attackers from the
legitimate users, the server can only serve the legitimate users
and ignore the attackers, so as to achieve the purpose of
protecting the server.

4. Test and Analysis

4.1. Test the Difference between Gaussian White Noise and
Simulated Attack Flow. We have generated a set of random
flow in the time domain to simulate the normal user who
has been requesting the service. Figure 3 shows that we
use Gaussian white noise to make the flow have certain
randomness.

At the same time,we turn it into a signal representation on
the frequency domain. In the time domain and the frequency
domain, the distribution of Gaussian white noise is generally
averaged and the details are not averaged. The characteristics
of Gaussian signal and noise are closest. Gaussian signal is
more convincing than other signals.

Figure 4 shows that the Gaussian white noise in the
frequency domain ismore average. At the same time, this flow

Gaussian random signal in time domain
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Figure 3: Gaussian random signal in time domain.

can be seen as a result of a linear addition to a signal with a
small cycle and a random signal.

According to the formula for calculating the cross-
correlation in Section 3, we can calculate the cross-correlation
between Gaussian white noise and simulated attack flow. As
shown in Figure 5, we compare their cross-correlation to their
autocorrelation.

Figure 5 shows the three columns are time domain
correlation coefficient, frequency domain cross-correlation
coefficient, and autocorrelation coefficient. We can see that
the correlation between Gaussian white noise and attack flow
is low. Since the signal has values in the finite time domain, it
can reflect their correlation. But it is sufficient to see that they
are less interrelated and the degree of similarity is not high.
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Gaussian random signal in frequency domain
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Figure 4: Gaussian random signal in frequency domain.
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Figure 5: The cross-correlation coefficient test results of Gaussian
random signal.

It is shown that the correlation between the attack flow
and the flow with different cycles is low and the correlation
between the attack flow and the random message flow is low.

4.2. Test the Difference between a Single-Door Function and
a Simulated Attack Flow. Figure 6 shows that we have
generated a set of single-gate signals in the time domain to
simulate bursts of users who use a large number of requests
for services.

Single door function in time domain
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Figure 6: Single-door function in time domain.

It has the same proportion but does not have the period-
icity. In the frequency domain, the shape of the gate signal is
similar to the sinc function.

Figure 7 shows that a single-gate signal in a narrower time
can also be regarded as a pulse signal. In practice, the users
may suddenly generate a large number of request service
packets to the server which belong to the normal range. The
results are shown as Figure 7.

Figure 8 shows that the three columns are time domain
correlation coefficient, frequency domain cross-correlation
coefficient, and autocorrelation coefficient. We can see that
the correlation between the single-gate signal and the attack
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Figure 7: Single-door function in frequency domain.
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Figure 8:The cross-correlation coefficient test results of single-door
function.

flow is low. Single-door functions do not have periodic
characteristics, so they are not similar and the correlation
coefficient is low.

It is shown that the correlation between attack flow and
nonperiodic flow is low.

4.3. Test the Difference between Actual Attack Flow and
Simulated Attack Flow. We use the user host to Shrew DDoS
attacks and record the packet history flow on the server side
to get the actual attack flow.

In practice, the initial gate function is adjusted according
to the server’s speed limit strategy and attack signal will
quickly change to the appropriate periodic function, as the
picture shows.

Actual attack signal in time domain
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Figure 9: Actual attack signal in time domain.
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Figure 10: Actual attack signal in frequency domain.

Figure 9 shows that the actual attack flow has a certain
channel disturbance. Its shape will be some Gaussian white
noise characteristics, as the picture shows.

Figure 10 shows that the difference between the actual
attack flow and the simulated attack flow is mainly reflected
in the difference between the initial value and the translation
in the time domain. According to the formula in Section 3,
we calculate and compare.

In practice, when the attack flow changes based on the
feedback of the server, it tends to approach the simulated
attack flow. Even if the attacker found our detection strategy,
it cannotmodify the attack cycle. If the attack flow cycle keeps
away from the TCP timer cycle, it will lead to a sharp decline
in the attack effect. The results are as Figure 11.

Figure 11 shows that the three columns are time domain
correlation coefficient, frequency domain cross-correlation
coefficient, and autocorrelation coefficient. We can see that
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Figure 11: The cross-correlation coefficient test results of actual
attack signal.
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similar degree between the actual attack flow and the simu-
lated attack flow is very high.

While the period of the attack flow is close to the period of
theTCP timer, the cross-correlation between the actual attack
flow and the simulated attack flow rises sharply.

4.4. Real Environment Test. In this study, we experiment on
more than 4 million DNS messages of BAIDU from regular
sources. Figure 12 shows that data cleaning was performed.
The curve dropped fast and stabilize at a value. It shows that
some packets in the data flow are filtered. By monitoring
the cross-correlation between them, the IP packets with the
highest cross-correlation with the attack signals are canceled.

As shown in the Figure 12, as the packets are entered,
the number of filtered packets increases. At the same time,
the number of remaining packets in the flow decreases.
After one million input packets enter, the proportion of
packets received by the system dropped to less than 99
percent. However, after three million input packets enter, the
proportion of packets received by the system is still higher
than 97 percent. By comparing the input flow and output flow,
we can find that data is filtered. At the beginning, the curve
will drop faster and then stabilize at a value.

After cleaning, it can be clearly seen that some packets
in the data stream are filtered. On the one hand, because the
proportion of attacker in the actual flow cannot be known,
the efficiency of flow cleaning cannot be determined. On the
other hand, the experiment can show that this method has
filtering and cleaning effects for attack flow actually.

5. Conclusions

In the study, we place the server’s historical data throughout
the time domain so that the flow data is treated as a finite
signal in the time domain. Through the time attribute of the
TCP flow, we directly construct the appropriate simulated
attack flow signal according to the system related settings.The
proposed simulated attack flow signal has the characteristics
of periodic, lower maximum, and normal fragment flow.

We compare the simulated attack flow with Gaussian
white noise, single-door function, and actual attack flow. We
find that they cannot be distinguished by the value of the
time domain. Then we calculate the cross-correlation in the
time domain. The cross-correlation coefficient between the
simulated attack flow and the actual attack flow is high and
the cross-correlation coefficient with the other two signals is
low. It helps us to distinguish the attack flow from the normal
users.

We carried out the Fourier transform of the three signals
to obtain their representation in the frequency domain. We
calculate the frequency domain functions of these three
signals and can also obtain the correlation coefficient. Then
we can get the same conclusion in the frequency domain and
time domain. When multiple signals are superimposed, the
system will get a mathematical mean of the cross-correlation
coefficients of single signals. It shows that when users use
linear superposition of these two flows, the method can
effectively distinguish between the normal users and the
attackers.

We also test the method in real environment. As shown
in the test, attacker is continuously filtered while flow is
stabilized at a normal value without affecting normal users.

Data Availability
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