


APPROVAL SHEET

Title of Dissertation: Interactions of Radiation with Aerosols and Clouds in a Three-
Dimensional Atmosphere: Implications for Aerosol and Cloud Remote Sensing

Name of Candidate: Chamara P.N. Rajapakshe
Doctor of Philosophy, 2020

Dissertation and Abstract Approved: ______________________
Professor Zhibo Zhang
Associate Professor
Department of Physics

Date Approved: ________________07/22/2020



ABSTRACT
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The global measurements of the properties of clouds, aerosols, and aerosol-

cloud interactions are primarily based on satellite remote sensing. Thus, the retrieval

artifacts associated with the remote sensing techniques have significant implications

in our understanding of the properties of clouds, aerosols, and their influence on the

weather and climate. For the sake of computational efficiency, the passive remote

sensing techniques often assume the atmosphere as a collection of horizontally homo-

geneous, radiatively isolated columns. When the realistic atmosphere deviates from

these assumptions, the retrieval technique is susceptible to the biases that are often

referred to as “3D effects”. To study the 3D effects in the aerosol and cloud prop-

erty retrievals, ideally, it is required to compare the retrieved-properties with the

underlying physical properties. Such comparisons are problematic to achieve based

on the observational data. In this work, we simulate both 3D and 1D radiative

transfer in the large-eddy simulation cloud fields (LES-cloud fields) and artificially



synthesize the “satellite data products” to perform a comprehensive study on the

3D radiative effects of cloud property retrievals.

This thesis is organized as follows: A brief introduction of two popular cloud

remote sensing techniques, one based on spectral radiometric observations and the

other on polarimetric observations of cloud reflectance, is provided in Chapter 1. The

aerosol and cloud remote sensing simulator based on the LES model and radiative

transfer models are described in Chapter 2. In Chapter 3, we present a study of the

potential interactions between the seasonal above cloud smoke and the underlying

stratocumulus cloud in the southeast Atlantic region based on space-borne lidar

observations. In Chapter 4, we investigate the impacts of the 3D radiative effects

on the so-called bi-spectral method for remote sensing of cloud optical thickness

and effective radius. In particular, we present a novel framework based on two-

dimensional Taylor expansion that provides a more comprehensive understanding of

the convoluted impacts of 3D radiative effects on the simultaneous COT and CER

retrievals. In Chapter 5, we present a study of the 3D radiative effects on the CER

and CEV retrievals based on the multi-angular polarimetric observations. Several

important 3D radiative effects, such as the parallax effect, and their impacts on the

polarimetric retrievals are identified and the underlying physics illustrated. Finally,

in Chapter 6, we explore a novel method to identify the 3D radiative effect in the

operational cloud remote sensing algorithms based on the combination of bi-spectral

and polarimetric observations. The results from this study are expected to improve

our understanding of the uncertainties caused by 3D effects in the satellite remote

sensing products and also useful for the planning of future satellite missions.
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Chapter 1: Introduction

At any given time, on average about 60% of the sky is covered by clouds. In the

visible region (0.4-0.7 µm), the Earth’s view from the space is dominated by cloud

fields. Among the various types of clouds, water clouds such as stratus, cumulus, and

stratocumulus are generally located closer to the surface compared to the ice clouds.

The radiative effects of low-level water clouds are more significant in the shortwave

(SW, 0.4-0.7 µm) and near-infrared (0.7-4.0 µm) regions of the electromagnetic

spectrum than in the longwave thermal infrared region (> 4 µm) (Cahalan et al.,

1994). In contrast to the low-level clouds, cold high clouds usually have strong

positive (warming) radiative effects in the thermal infrared region, although they

may also have significant cooling effects in the shortwave. After averaging over

all types of clouds over the globe, the SW cooling effects of low-level water clouds

dominate over the warming effects of ice clouds, leading to a global annual mean

net cloud radiative effects of about −20W/m2 (IPCC, 2013)(IPCC AR5 Chapter 7,

Figure 7.7a-b). These strong radiative effects make clouds an important modulator

of earth radiative energy balance (IPCC, 2013; Trenberth et al., 2009; Klein and

Hartmann, 1993).

Aerosols are another atmospheric constituent that has a significant influence
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on the earth’s radiation budget. The sources of aerosols can be stemmed from a

natural or anthropogenic source. These sources also can be classified as the emissions

of primary particulate matter or secondary particulate matter derived from gaseous

precursors. The radiative effects of aerosols can be categorized into three main

categories: Direct Radiative Effect (DRE), Semi-direct Radiative Effect (SDRE),

and Indirect Radiative Effect (IRE) (Rajapakshe et al., 2017). The DRE of aerosols

occurs due to the direct interactions of aerosol with the incident shortwave and

longwave radiation. Aerosols can also alter the thermodynamical structure of the

atmosphere through radiative warming, which in turn influences the generation and

evolution of clouds. This is known as the SDRE of aerosols. The indirect effects of

aerosols occur when aerosols are activated as extra cloud condensation nuclei (CCN)

and consequently modify the microphysical properties, precipitation efficiency, and

lifetime of clouds (Johnson et al., 2004; Costantino and Bréon, 2013).

Figure (1.1) shows the contributions of the various anthropogenic radiative

forcing drivers to the climate change. The best estimates of the globally averaged

radiative forcing and corresponding uncertainties are shown in black points and

error bars respectively. The level of confidence of each value is represented in the

right-most column (VH very high, H high, M medium, L low, VL very low).

A detailed description of this figure can be found in the Intergovernmental Panel

on Climate Change 5th assessment report (IPCC, 2013). It is well-known that the

largest contribution (1.68 Wm−2) to the total anthropogenic radiative forcing is

coming from CO2. But a substantial amount of that CO2 radiative forcing can

be compensated by the uncertainty (−1.33 to − 0.06 Wm−2) associated with the
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Figure 1.1: The radiative forcing estimates and corresponding aggregated uncer-

tainties in 2011 relative to 1750 for the main drivers of climate change IPCC (2013).

radiative forcing of the “cloud adjustments due to aerosols” (i.e. IRE of aerosols).

Therefore IRE of aerosols has been and will continue to be one of the vital fields of

interest when it comes to quantification the anthropogenic climate forcing.

The global measurements of the properties of clouds, aerosols, and aerosol-

cloud interactions are primarily based on satellite remote sensing. Thus the mea-

surement artifacts associated with the remote sensing techniques have considerable

implications for our understanding of the properties of aerosols, clouds, and aerosol-

cloud interactions (Platnick et al., 2003). As an example, passive remote sensing

techniques often treat the atmosphere as a collection of horizontally homogeneous

columns (Plane-Parallel Approximation, PPA) and ignore the horizontal photon
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transportation between the pixels (Independent Pixel Approximation, IPA). PPA

and IPA approximations can affect Cloud Optical Thickness (COT) and Cloud Ef-

fective Radius (CER) retrievals which are two key parameters for understanding

the radiative effects of clouds and the IRE of aerosols (Zhang et al., 2012; Marshak

et al., 2006).

The current paradigm of aerosol and cloud remote sensing is to divide the

whole sky into clear-sky (cloud-free) and cloudy-sky conditions. Aerosol property

retrievals are only performed under cloud-free clear-sky conditions. However, re-

cent satellite observations revealed that the aerosols often reside above the low-level

clouds in many regions of the globe. The above-cloud aerosols raise a new challenge

to aerosol and cloud remote sensing (Yu and Zhang, 2013). Compared to the cloud-

free sky, aerosols located above the clouds absorb more solar radiation due to the

high reflectance of the underlying clouds. In addition to the above-cloud aerosol

condition, the radiation that scattered by cloud edges also can interact with the

adjacent aerosols (Várnai and Marshak, 2009) which may have important implica-

tions for DRE and IRE studies of aerosols. Due to these complicated interactions,

aerosol and cloud property retrievals such as aerosol optical depth (AOD), aerosol

single scattering albedo, cloud effective radius (CER), cloud optical depth (COD)

and cloud fraction are subjected to large uncertainties (Yu and Zhang, 2013; Meyer

et al., 2013, 2015) which can consequently cause large uncertainties in the radiative

forcing estimations. Besides, newly-launched NASAs Cloud-Aerosol Transport Sys-

tem (CATS) observations reveal that the bottom of the above-cloud aerosol (ACA)

layer is much lower than previously estimated based on Cloud-Aerosol Lidar and In-
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frared Pathfinder Satellite Observation (CALIPSO). Due to the proximity of the top

aerosol base to the underlying cloud, aerosols might be more frequently entrained

into the cloud and give rise to IRE of aerosols (Rajapakshe et al., 2017).

Compared to the cloud-free DRE of aerosols, the estimation of the cloudy

sky DRE of aerosols has been a challenging task because as aforementioned the

conventional passive remote sensing techniques are only performed in cloud-free

regions (Yu and Zhang, 2013). Investigating the 3D radiative transfer (RT) effects

on clouds (Várnai and Marshak, 2009) and ACA remote sensing (Meyer et al., 2015;

Sayer et al., 2016) is an important and timely task that reduces the uncertainties

associated with the aerosol and cloud property retrievals.

Miller et al. (2016) used a Large-Eddy Simulation (LES) cloud model coupled

with 1D radiative transfer simulations to study the impact of cloud vertical struc-

ture on the bi-spectral cloud retrievals. Later, the study was extended to perform

both bi-spectral and polarimetric cloud retrievals and two retrieval techniques were

compared under 1D RT assumption (Miller et al., 2017). With the valuable insight

that was gained from the aforementioned studies, especially about the impact of

cloud vertical profile and horizontal inhomogeneities on the retrievals, this study

further expands the 1D RT-based simulator setup to perform both 1D and 3D ra-

diative transfer simulations. The main objective of this new study is to investigate

how the different radiative transfer assumptions (1D and 3D) cause biases in the

bi-spectral and polarimetric cloud property retrievals.

This chapter first provides some background information on the physical and

optical properties of aerosols and clouds. Then the fundamentals of the focus-
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ing remote sensing techniques are summarized. Chapter 2 describes our modified

aerosol-cloud retrieval simulator setup. Chapter 3 presents an observational study

on the above-cloud aerosol observations in the southeast Atlantic region (Rajapak-

she et al., 2017). The most in-depth and comprehensive analyses of our study that

has focused on the 3D radiative effects in the bi-spectral and polarimetric cloud

retrievals are presented in Chapter 4 and 5 respectively. Finally, Chapter 6 presents

the theoretical basis of a new technique to correct the large COT biases in the

bi-spectral retrievals due to the 3D radiative effects (Rajapakshe and Zhang, 2020).

1.1 Background

1.1.1 Particle size distributions of clouds and aerosols

Cloud droplets and aerosols (or any other atmospheric particulate) exist in the

nature as an ensemble of particles. Therefore the particle size distribution (PSD)

functions are used to specify the number of particles per unit size interval per unit

volume of such ensemble of particles. In theory, PSD could be any arbitrary func-

tion but in practice, some analytical distribution functions show better agreements

with the in situ measurements and provide additional advantages in the practical

remote sensing implementations. The modified Gamma distribution (Deirmend-

jian, 1964)(Equation 1.1) and another form of the Gamma distribution proposed

by Hansen and Travis (1974) are commonly used to represent cloud PSDs. The

bi-modal log-normal distribution function (Equation 1.10) is commonly used to rep-

resent aerosol size distributions (Dubovik et al., 2002; Omar et al., 2009).
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If the cloud droplet radius is r, the modified gamma distribution n(r) (Hansen

and Travis, 1974) can be written as,

n(r) =
dN(r)

dr
= N0r

(1−3ve)/vee
−r
reve (1.1)

where N0 is a normalization constant, re is the effective radius and ve is the effective

variance. In Equation (1.1), the product of re and ve modifies the broadness of the

tail of the distribution. Figure (1.2) shows the behavior of the modified gamma

distribution for different combinations of re and ve values. Clearly, for a given ve

the mode of the distribution decreases (becomes less monodisperse) as re increases.

Figure 1.2: Modified gamma distribution (Hansen and Travis, 1974) for different

combinations of re and ve values.

In terms of radiation interactions, the average cross-section of the collection of

particles is more important than the average radius. In terms of liquid water content

(LWC), the volume is physically more meaningful. The advantage of using equation
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(1.1) to represent the cloud droplet distributions is the relationships among re, ve,

and their various distribution moments (Equation (1.2)) can be used to get simple

relationships between physical and optical properties.

〈r1〉 = re − 2reve = re(1− 2ve)

〈r2〉 = r2e(ve − 1)(2ve − 1)

〈r3〉 = r3e(ve − 1)(2ve − 1)

〈r4〉 = r4e(ve − 1)(2ve − 1)(ve + 1)

(1.2)

We can write direct relationships to compute re and ve from n(r) (Hansen and

Travis, 1974).

re =
〈r3〉
〈r2〉 =

∫∞
0
r3n(r)dr∫∞

0
r2n(r)dr

ve =
〈r4〉 〈r2〉
〈r3〉2

− 1 =
1

r2e

∫∞
0

(r − re)2r2n(r)dr∫∞
0
r2n(r)dr

(1.3)

Liquid water content (LWC) which gives the amount of liquid water per unit

volume (in mass/volume) and the liquid water path (LWP) which measures the

weight of the liquid water droplets in the atmosphere above a unit surface area (in

mass/area) are two important quantities in many cloud physical processes.

LWC =
liquid water mass

volume

LWP =
liquid water mass

area

(1.4)

By using Equation (1.2) the average LWC (in mass/volume) of a cloud can be

obtained in terms of re and ve as,

LWC = ρw
4π

3
〈r3〉 = ρw

4π

3
N0r

3
e(ve − 1)(2ve − 1) (1.5)
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The relationship between cloud Liquid Water Path (LWP) and optical thickness can

be written as,

LWP = Cvpρwreτ (1.6)

where, Cvp is a coefficient that can be derived from the assumed vertical profile of

the cloud. A comprehensive analysis on the impact of cloud vertical profile on LWP

retrievals can be found in Miller et al. (2016).

From the remote sensing perspective, the mean cross-section that can interact

with the incident radiation is more intuitive than the mean radius. By taking this

into consideration, a meaningful quantity called “volume extinction coefficient” βe

can be defined by taking the the average extinction efficiency Qe(r) (see Section

1.1.3) weighted by cross-section πr2 as follows,

βe =

∫ ∞
0

Qe(r)(πr
2)n(r)dr

For increasing size parameter (Equation 1.14), the Qe approaches to an asymp-

totic maximum of two. In the visible wavelengths, the size parameter of the spherical

cloud droplets is sufficiently large, thus for cloud particles Qe(r) ∼ 2 (Wendisch and

Yang, 2012). Therefore for clouds,

βV ISe ' 2π 〈r2〉 = N0r
2
e(ve − 1)(2ve − 1) (1.7)

Note that Equation (1.5) and (1.7) connect the distribution parameters re and

ve in Equation (1.1) with two important physical (LWC) and optical (volume extinc-

tion efficiency βe) parameters respectively. Moreover, by considering the importance

of the cross-section in radiation interaction, we can understand the physical inter-

pretation of the effective radius re. We can define the “remote sensing perspective”
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of droplet radius by weighting the actual physical radius r by Qe(r) and cross-section

πr2 as follows,

rrs =

∫∞
0
Qe(r)πr

2rn(r)dr∫∞
0
Qe(r)πr2n(r)dr

(1.8)

By substituting Qe(r) ∼ 2 (for cloud particles in visible wavelengths) into Equation

1.8 and comparing with Equation 1.3, we can see that the effective radius re is

equivalent to the aforementioned “remote sensing perspective” of the droplet radius.

rrs =

∫∞
0
Qe(r)πr

2rn(r)dr∫∞
0
Qe(r)πr2n(r)dr

=
〈r3〉
〈r2〉 = re (1.9)

Therefore, the effective radius re can be considered as the “remote sensing perspec-

tive of cloud droplets”. In summary, the parameters of modified gamma distribution

as in Equation (1.1) can be used to obtain the physical and optical parameters like

LWC (Equation (1.5)), LWP (Equation 1.6), volume extinction coefficient (Equa-

tion (1.7)), and effective radius (Equation (1.9))

Aerosol PSDs usually have polydispersity (shows two or more distinct modes).

Therefore, a bimodal log-normal function (1.10) is the most appropriate PSD to

represent an aerosol populations.

n(ln r) =
dN(r)

d(ln r)
=

2∑
i=1

Ni√
2πσi

exp

[
− (ln r − ln rm,i)

2

2σ2
i

]
(1.10)

where Ni is the particle number concentration of the ith mode, rm,i is the median

radius of the ith mode and σi is the standard deviation of the ith mode. By using

Equation (1.10), following relations can be obtained to relate important physical
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and optical parameters with the distribution parameters.

Vtotal =

∫ ∞
−∞

4π

3
r3n(ln r)d ln r =

4π

3

2∑
i=1

rm,i exp

(
9

2
σ2
i

)

Atotal =

∫ ∞
−∞

πr2n(ln r)d ln r = π

2∑
i=1

r2m,i exp
(
2σ2

i

) (1.11)

where Vtotal is the total volume and Atotoal is the total cross-section of the aerosol

population. When the physical quantity of interest for the aerosol population is

mass, sometimes it is convenient to use the volume distribution function which can

be used to understand the contributions of different particle sizes to the total mass.

As mentioned earlier, the cross-section of the particle that interacts with the incident

radiation is more important for remote sensing applications. Therefore, area distri-

bution of the aerosol population is useful in some instances. The relations among

number, cross-section and particle distributions are summarized in Equation (1.12).

nvol(ln r) =
dV

d ln r
=

4πr3

3

dN

d ln r
=

4πr3

3
n(ln r)

ncs(ln r) =
dŚ

d ln r
= πr2n(ln r)

(1.12)

In AERONET-based aerosol characterization studies (Dubovik et al., 2002;

Omar et al., 2003), the bimodal log-normal distribution is used to represent the

particle volume distribution of aerosols . By using Equation (1.10) and (1.12), the

particle volume distribution can be written as,

nvol(ln r) =
dV (r)

d(ln r)
=

2∑
i=1

Vi√
2πσV,i

exp

[
− (ln r − ln rV,i)

2

2σ2
V,i

]
(1.13)

Figure (1.3) shows the volume distributions for desert dust (a) and biomass

burning aerosols (b) from the aerosol models that were developed using 8-year world-
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Figure 1.3: Particle volume distribution functions of desert dust (a) and biomass

burning aerosols (b) from Dubovik et al. (2002) and corresponding particle size

distribution functions (c, d) and cross-section distribution functions (e, f).

wide AERONET measurements (Dubovik et al., 2002). The desert dust volume dis-

tribution (Figure 1.3(a)) is based on the AERONET observations over Cape Verde

and the biomass burning aerosol volume distribution (Figure 1.3(b)) is based on the

observations from African savanna biomass burning. If we consider a unit volume of

desert dust and biomass burning aerosols, for the desert dust case (Figure 1.3(a)),

the coarser particles contribute more to the volume than the finer particles. But for

the biomass burning aerosols (b), both modes contribute equally to the total vol-

ume. If the interested physical property is the cross-section which is more important

12



in terms of radiation interaction, the smaller particles contribute more to the total

cross-section than the larger particles. Especially in the biomass burning aerosols’

case, smaller particles show a substantial contribution to the total cross-section.

1.1.2 Refractive index

The index of refraction of a material is a key optical parameter which contains

the information about how electromagnetic (EM) radiation propagate through that

medium. In general, the refractive index (n) is a complex number (n = nr + nci)

where the real part (nr) determines the phase velocity of the propagating wave and

the imaginary part (ni) determines the absorption associated with the propagation.

Therefore, the refractive index plays a crucial role in determination of the single

scattering properties of aerosol and clouds (discussed in Section 1.1.3).

The spectral dependence of the complex refractive index of water not only

gives a colorful aesthetic appeal to the fascinating optical phenomena such as rain-

bow and glory, but also has important remote sensing implications. Figure (1.4)

shows the spectral variation of the complex index of refraction of water (solid) and

ice (dashed). A comprehensive characterization of the optical constants of water can

be found in Hale and Querry (1973). From 0.4 µm to 1 µm spectral region, the nr

of pure water gradually decreases with the increasing wavelength which causes color

dispersion. In contrast to nr, the ni of water is smaller in magnitude which corre-

sponds to little absorption. Therefore in the visible wavelengths, the extinction of

propagating light through clouds is dominated by the scattering. Thus the reflected
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Figure 1.4: The spectral variation of the complex index of refraction of water (solid)

and ice (dashed) (Petty, 2004).

visible light from clouds primarily contains the information about optical depth.

The ni of water has peaks near 1.5, 2.0 and 3.0 µm which explain the significant

absorption that is associated with clouds. The reflected light at these wavelengths

from clouds primarily contain the information about the droplet size (Nakajima and

King, 1990). This mutually orthogonal sensitivity of the reflectance in non-absorbing

and absorbing bands to the cloud optical depth and droplet size respectively has

important remote sensing implications which are discussed in Section 1.2.

Unlike clouds, the complicated chemical composition of various types of aerosols

makes the characterization of aerosol optical properties more challenging. Compared
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to atmospheric gases or clouds, the high inhomogeneity and variability of aerosol

populations add another level of complexity. Aerosols can be classified by the type

of their sources of origination, as natural (desert dust, sea spray, volcanic ash, etc.)

or anthropogenic (biomass-burning smoke, particles from fossil fuel combustion pro-

cesses, etc.). These sources of originations also can be classified by the emissions

of primary particulate matter(dust, volcanic ash, black carbon, etc.) or secondary

particulate matter that derived from gaseous precursors (Sulphate, Nitrate).

Various attempts have been made to characterize the properties of aerosols.

AERONET (AErosol RObotic NETwork) based studies like Dubovik et al. (2002)

and Omar et al. (2003) characterize the physical and optical properties of aerosol

to improve the satellite remote sensing algorithms. OPAC (Optical Properties of

Aerosols and Clouds) is another such attempt that provides a software package

which contains widely used microphysical and optical properties of six water clouds,

three ice clouds, and 10 aerosol components (Hess et al., 1998). The OPAC can

be used to get the optical properties of aerosols and water clouds (e.g. extinction

coefficients, scattering coefficients, single scattering albedo and phase function) at

61 wavelengths between 0.25 and 40 µm. However, the size and the composition of

hygroscopic aerosols change as the relative humidity increases. Thus the effective

refractive index changes depending on the condensed water amount. The OPAC

includes this effect by taking the volume weighted average of the refractive indices

of the aerosol substance and water (Shettle and Fenn, 1979) and provides different

sets of optical properties for eight different relative humidities.
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1.1.3 Scattering properties of clouds and aerosols

In the scattering of radiation by the atmospheric particles, the size of the

particles compared to the wavelength of the incident radiation plays a crucial role.

The effect of particle size on scattering is often represented by a non-dimensional

particle size parameter. For spherical particles, the size parameter x can be written

as,

x =
2πr

λ
(1.14)

where r is the radius and λ is the wavelength.

In general, the Lorentz-Mie solution to Maxwell’s equations describes the scat-

tering of electromagnetic radiation by a homogenous sphere. Depending on the value

of size parameter x, we often identify different regimes of scattering such as Rayleigh

(x� 1, e.g. scattering of visible light by molecules), Mie (x & 1, e.g. scattering of

visible light by clouds or aerosols) or geometric optics (x >> 1). By using Maxwell’s

equations for EM waves, an analytical solution for the single scattering properties of

dielectric spheres with size parameter x was developed by Mie (Mie, 1908; Horvath,

2009). At the presence of an external electric field, dielectric spheres get polarized

and become small electric dipoles. The strength of these dipoles (polarizability) de-

pends on the permittivity (ε, SI unit: Farad per meter [F/m]) and the permeability

(µ, SI unit: Newtons per Ampere squared [N/A2]) of the material which can be

characterized by the complex refractive index. From Mie theory, for a spherical

dielectric particle of a given size parameter x, the scattering efficiency Qs and the
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extinction efficiency Qe can be written as,

Qs =
σs
πr2

=
2

x2

∞∑
m=1

(2m+ 1)(|am|2+)|bm|2)

Qe =
σe
πr2

=
2

x2

∞∑
m=1

(2m+ 1)Re(am + bm)

(1.15)

where σs is the scattering cross-section (in units of area) which represents the amount

of incident energy scattered from the original direction, σe is the extinction cross-

section which represents the amount of incident energy lost by both scattering and

absorption, am and bm are called the Mie scattering coefficients (functions of size

parameter x and complex refractive index n) which can be calculated using recursion

relations for the spherical Bessel functions. The absorption cross-section (σa) and

efficiency (Qa) can be found from the energy conservation principle.

σa = σe − σs

Qa = Qe −Qs

(1.16)

Based on Qs and Qe, the single scattering albedo (SSA) ω can be written as,

ω =
Qs

Qe

(1.17)

which represents the fraction of extinction due to scattering. Larger SSA implies

significant scattering while smaller SSA indicates more absorption.

By representing the incident and scattered light in the form of Stokes vectors

(see Section 1.1.4 Equation 1.31) ~I0 and ~I respectively, we can write,

~I =
[Sij(Θs)]

k2r2
~I0 (1.18)

where ΘS is the scattering angle, k(= 2π/λ) is the wave vector, and [Sij(ΘS)] is the

scattering matrix (Muller matrix for scattering by single particle) which describes
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the relationship between the incident and scattered Stokes vectors. In remote sens-

ing and also in atomic and nuclear physics, the angular distribution of scattered

radiation energy is an important physical quantity which is also called differential

scattering cross-section. The Differential scattering cross-section is symbolically de-

noted by dσs/dΩ which is not a derivative function of Ω but merely a symbolic

representation where Ω is the solid angle. To conveniently represent the angular

distribution of the scattered radiation energy, in remote sensing, the so-called scat-

tering phase function is defined as follows,

p(Ω) =
4π

σsk2
dσs
dΩ

(1.19)

By combining the concepts of scattering matrix and scattering phase function, it is

also conventional to define the phase matrix [Pij(ΘS)] as,

[Pij(ΘS)] =
4π

k2σs
[Sij(ΘS)] (1.20)

Phase matrix elements Pij(ΘS) represent the angular probability density functions

(PDF) of scattered polarized light. In general, the scattering phase matrix contains

16 non-zeros elements. But for a single homogeneous spherical particle the scattering

phase function reduces to 8 non-zero elements as follows,

[Pij(ΘS)]sp =



P11(ΘS) P12(ΘS) 0 0

P12(ΘS) P11(ΘS) 0 0

0 0 P33(ΘS) P34(ΘS)

0 0 −P34(ΘS) P33(ΘS)


(1.21)

Warren Wiscombe (Wiscombe, 1979) developed a code based on Mie theory

which is widely used in the field to obtain aforementioned single-scattering prop-
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erties (i.e. Qs, Qe, [Pij(ΘS)]sp, etc.) of a spherical particle by providing complex

refractive index n and size parameter x. However, as mentioned in Section 1.1.1,

both aerosols and clouds exists in nature as populations of particles with size vari-

abilities. Therefore to represent the light scattering from clouds or aerosols we

average the single scattering properties over the appropriate PSD and obtain the

bulk scattering properties as follows,

〈Qs〉 =

∫∞
0
πr2ω(r)Qe(r)n(r)dr∫∞

0
πr2n(r)dr

〈Qe〉 =

∫∞
0
πr2Qe(r)n(r)dr∫∞
0
πr2n(r)dr

[〈Pij(ΘS)〉] =

∫∞
0
πr2ω(r)Qe(r)[Pij(ΘS)]n(r)dr∫∞

0
πr2ω(r)Qe(r)n(r)dr

(1.22)

Similarly, average scattering cross-section and average extinction cross-sections can

be obtained as follows,

〈σs〉 =

∫∞
0
πr2ω(r)Qe(r)n(r)dr∫∞

0
n(r)dr

〈σe〉 =

∫∞
0
πr2Qe(r)n(r)dr∫∞

0
n(r)dr

(1.23)

By using 〈Qs〉 and 〈Qe〉 in Equation (1.22), we can define the volume scattering

coefficient βs and the volume extinction coefficient βe as follows,

βs = 〈Qs〉Ntot =

∫ ∞
0

πr2ω(r)Qe(r)n(r)dr

βe = 〈Qe〉Ntot =

∫ ∞
0

πr2Qe(r)n(r)dr

(1.24)

It is useful to define the optical thickness ∆τ which represents the amount of

light removed from the incident EM wave when it travels from one point to another

through the a medium. The ∆τ can be written as follows,

∆τ =

∫ b

a

βe(s)ds (1.25)
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where s is the path length.

In the satellite remote sensing, the vertical optical thickness from the top-of-

atmosphere (TOA) to a particular level is often define as the optical depth, which

can be written as follows,

τ(z) =

∫ z

TOA

βe(s)ds (1.26)

1.1.4 Radiative transfer of polarized light

Propagation of electromagnetic radiation through matter can be fundamen-

tally explained by using the general form of the radiative transfer equation (RTE).

If the monochromatic radiance I travels a distance ds through a medium, the general

form of RTE can be written as,

dI(s, Ώ)

kmρds
= −I(s, Ώ) + J(s, Ώ) (1.27)

where J is the “source term” which includes the radiance added into the beam either

from emission or scattering, km is the mass extinction cross-section (in area/mass),

and ρ is the density of the material. By using the concept of volume extinction

coefficient in Equation ( 1.24), we can write,

βe = kρ (1.28)

From Equation (1.28) and (1.27), the general form of RTE can be written as,

dI(s, Ώ)

βeds
= −I(s, Ώ) + J(s, Ώ) (1.29)

In the absence of source term J , Equation (1.29) becomes the well-knows Beer-

Lambert law. For a non-scattering medium in a local thermodynamic equilibrium,
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the source term J becomes the Planck function, and consequently Equation (1.29)

becomes the Schwarzschild’s equation. This is the case for the transfer of thermal

infrared radiation emitted from the Earth and the atmosphere. Other than the

thermal emission, the light scattered through the medium itself also can become

another “source term” for the propagating radiation. In fact, this scattered light

from various types of atmospheric constituents such as molecules, cloud droplets,

and aerosols not only give rise to many interesting optical phenomena (blue sky,

rainbows, halos, etc.) but also provide an opportunity to remotely retrieve the

information about the scattering medium.

The polarization state of scattered light contains additional information about

the scattering medium than the total radiance alone. The complete polarization

state of an EM wave can be represented by the Stokes vector which has four-elements

referred to as the Stokes parameters. Fundamentally, the polarization state of an

EM wave is described by the oscillation of the electric field vector and the phase

difference between the two orthogonal decompositions of this vector into one parallel

field El and one perpendicular field Er to the scattering plane. By expressing El

and Er as complex oscillating functions as in Equation (1.30) where ω is the circular

frequency, and i =
√
−1, we can write down the Stokes vector ~I as in Equation

(1.31).

El = al exp [−i(2π

λ
z − ωt+ δl)]

Er = ar exp [−i(2π

λ
z − ωt+ δr)]

(1.30)
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~I =



I

Q

U

V


=



ElE
∗
l + ErE

∗
r = a2l + a2r

ElE
∗
l − ErE∗r = a2l − a2r

ElE
∗
r + ErE

∗
l = 2alarcos(δ)

i(ErE
∗
l − ElE∗r ) = 2alarsin(δ)


(1.31)

where the superscripts * denote the complex conjugate and δ = δr − δl is the phase

difference between perpendicular (δr) and parallel (δl) fields. To exploit the polariza-

tion description of light in radiative transfer, we can replace the scalar monochro-

matic intensities I and J in Equation (1.29) by the vector intensities ~I and ~J .

Consequently, the general form of RTE for polarized light becomes,

d~I(s, Ώ)

βeds
= −~I(s, Ώ) + ~J(s, Ώ) (1.32)

By introducing the optical thickness measured downwards from TOA as the vertical

coordinates, the RTE for polarized light can be written as,

µ
d~I(τ, µ, φ)

dτ
= ~I(τ, µ, φ)− ~J(τ, µ, φ)

~J(τ, µ, φ) =
〈ω〉
4π

∫ 2π

0

∫ 1

−1
L(π − i2)P (ΘS)L(−i1)I(τ, µ

′
, φ
′
)dµ

′
dφ
′

(1.33)

where L is the rotation matrix of the Stokes parameters , i1 and i2 are rotational

angles (Liou, 2002).

1.2 Remote sensing techniques

1.2.1 The bispectral retrieval technique

Among many satellite-based cloud remote sensing techniques, the so-called

bispectral solar reflective method is a widely used method to simultaneously infer
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the cloud optical thickness (COT) and cloud droplet effective radius (CER) from

satellite observation of cloud reflectance (Nakajima and King, 1990). This method

uses cloud reflectance measurements from a pair of spectral bands. One is in the

visible or near-infrared (VIS/NIR) spectral region (e.g., 0.64µm or 0.86µm) where

water absorption is negligible and therefore cloud reflection generally increases with

COT. The other measurement is usually in the shortwave infrared (SWIR) spectral

region (e.g., 2.1µm or 3.7µm), where water droplets are moderately absorptive and

cloud reflectance generally decreases with increasing re for optically thick clouds.

This technique is widely used in the earth-observing satellites such as Moderate

Resolution Spectro-radiometer (MODIS, (Platnick et al., 2003)) and Spinning En-

hanced Visible and Infrared Imager (SEVIRI, (Roebeling et al., 2006)).

For a given solar viewing geometry (µ, µ0, φ) Figure (1.5) shows the relation-

ships between one water non-absorbing wavelength (0.75µm) and water absorbing

wavelength (2.16µm) for various values of cloud optical thickness (τ) and effective

radii (re). The VNIR band (Visible to Near Infrared) 0.75µm has a low absorp-

tion, thus dominated by multiple scattering which in turn provides sensitivity to τ .

Therefore in Figure (1.5), for a given re, VNIR reflectance is primarily a function of

τ . In the SWIR (Short Wave Infrared) band 2.16µm, cloud droplets are moderately

absorptive, thus sensitive to re. This nature is depicted from the vertical dashed

lines in Figure (1.5). However, stronger absorption restricts the microphysics re-

trieval only to the uppermost part of the cloud. A simultaneous observation from

the two bands corresponds to a point in the LUT (look-up-table) space in Figure

(1.5). The circles that are shown in Figure (1.5) are such observations from a marine
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Figure 1.5: Theoretical relationships between one water non-absorbing wavelength

0.75µm and water absorbing wavelength 2.16µm for various values of cloud opti-

cal thicknesses and effective radii. Circles are observed reflectances from a marine

stratocumulus cloud (Nakajima and King, 1990). The “Reflection Function” is the

total reflectance of the indicated wavelength.

stratocumulus cloud. Based on these observed reflectances, a two-dimensional in-

verse interpolation method can be implemented to retrieve re and τ simultaneously.

However, in smaller optical depths the retrieval uncertainty increases as the orthog-

onal behavior of the isolines become less significant. Moreover, this non-linearity

in the LUT has implications in the cloud retrievals with high inhomogeneity in the

pixel level (Zhang et al., 2012, 2016a).
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1.2.2 The polarimetric retrieval technique

The bispectral method relies on the total reflectance (I) from the cloud field.

The polarized reflectance (Q) from a cloud field which was first quantitatively mea-

sured from a spaceborne instrument POLDER (Polarization and Directionality of

Earth Reflectance, (Deschamps et al., 1994)) shows a color dispersive supernumer-

ary bow feature over the cloud for scattering angle 150 to 160 degrees as wave-

length varies. The directional signature of the polarized reflectance Q can be ex-

ploited to retrieve both re and ve of the underlying cloud’s PSD (Bréon and Goloub,

1998; Bréon and Doutriaux-boucher, 2005). The directional signature of polar-

ized light has potential applications in aerosol, cloud and plankton remote sensing

which caused to emerge several airborne polarimeters such as Airborne Multiangle

Spectro-Polarimetric Imager (AirMSPI, (Diner et al., 2013)) and Air-HARP(Hyper-

angular Rainbow Polarimeter, (Martins et al., 2017)) and space-borne missions such

as HARP and PACE (Werdell, 2017).

Since the singly-scattered radiation is the major contribution to the polar-

ized reflectance, its measurement is directly related to the polarized phase function

P12(ΘS). Consider a monochromatic incident flux Fo upon a homogeneous cloud

layer of τ ∗ optical thickness at µo incident cosine. The single scattering contribution
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to TOA reflectance can be written as,

I[τ = 0, µ, φ] =

∫ τ∗

0

J [τ
′
, µ, φ]eτ

′
/µdτ/µ

=

∫ τ∗

0

ωFo
4π

P [Θs(µ, φ, µo, φo)]e
τ
′
/µoeτ

′
/µdτ/µ

=
ωFo
4π

P [Θs(µ, φ, µo, φo)]

∫ τ∗

0

e−
µ+µo
µµo

τ
′

dτ/µ

=
ωµoFo

4π(µ+ µo)
P [Θs(µ, φ, µo, φo)]

[
1− e−

µ+µo
µµo

τ∗
]

When, ω = 1, e−
µ+µo
µµo

τ∗ ' 0, the singly-scattered polarized reflectance can be

written as,

Rp =
πQ[τ = 0, µ, φ]

µoFo
=
P12[Θs(µ, φ, µo, φo)]

4(µ+ µo)

Therefore, we can obtain a relationship between polarized phase function P12 and

the singly-scattered polarized reflectance as follows,

R∗p = 4(µ+ µo)Rp[Θs(µ, φ, µo, φo)] = P12[Θs(µ, φ, µo, φo)] (1.34)

Figure (1.6) shows P12(ΘS) for different cloud droplet size distributions (DSD)

which are characterized by different re and ve values. In Figure 1.6(b), as ve in-

creases the magnitude of the supernumerary bow (around 152o) decreases and the

amplitudes of the oscillations eventually smoothing out as ve further increases. It

is important to note this behavior because as ve increases (ie. as DSD bocomes less

mono-disperse) the pattern of P12(ΘS) becomes less significant and consequently

retrievals become less sensitive to re and ve. As re increases in Figure 1.6(c) the

supernumerary bow features become narrower and shift towards smaller scatter-

ing angles. Figure 1.6(a) shows the P12(ΘS) for three wavelengths. Though the
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Figure 1.6: Polarized phase function P12(ΘS) as a function of scattering angles for

different wavelengths (a), ve values (b) and re values.

pattern of the function is the same, the peak position of the supernumerary bow

shifts as wavelength decreases which cause cloudbow type color dispersion around

the supernumerary bow that is observable in POLDER images of polarized light.

A parametric curve fitting retrieval technique (Alexandrov et al., 2012) can

be implemented to match the angular pattern of the polarized reflectance with a

library of P12(ΘS) curves of varying re and ve in order to retrieve appropriate re

and ve values. The τ retrievals can not be directly obtained via the polarimetric

technique. But with known re, ve, and conjunction with bispectral retrieval tech-

nique (Section 1.2.1) we can develop a hybrid technique to retrieve re, ve and τ

simultaneously.
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Chapter 2: Aerosol-cloud retrieval simulator

In this study, we extended the Aerosol-Cloud Retrieval Simulator setup (here-

after referred to as ACRS) of ACROS (Aerosol, Cloud, Radiation-Observation and

Simulation) research group at UMBC which was only coupled with 1D radiative

transfer simulations (Miller et al., 2016, 2017) to perform both radiometric and po-

larimetric 3D radiative transfer. ACRS takes simulated cloud and aerosol properties

as inputs to drive MSCART (Multiple-Scaling-based Cloudy Atmospheric Radiative

Transfer) (Wang et al., 2017a) 3D Monte Carlo Radiative Transfer code. The sim-

ulated reflectances obtained with MSCART are then used to retrieve the aerosol

and cloud properties. To study the influences of the 3D radiative effects, we com-

pared the retrieved properties with the input physical and optical properties to the

simulations.

2.1 3D Monte-Carlo radiative transfer simulations

Compared to the other radiative transfer simulation methods, Monte-Carlo

method has more flexibility hence requires fewer simplifications. This allows us to

handle realistic atmosphere consisting of three-dimensionally optical/microphysical

properties and complicated geometries associated with remote sensing. Moreover, a
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Monte-Carlo simulation can be decomposed into intermediate steps to study the im-

pacts from different scattering orders (Mayer, 2009). However, additional flexibility

costs a considerable amount of computational power, especially when the consid-

ering medium has a highly forward-peaked phase function such as cloud droplets

or ice crystals. In such cases, relatively less-important scattering events contribute

more to the radiance which requires more sampling to reduce the noise. Most MC

RT codes employs some type of variance reduction such as Scattering Phase Func-

tion Forward Truncation (SPFFT) technique and Target Directional Importance

Sampling (TDIS) technique to tackle the forward-peaked phase function in order to

accelerate the convergence rate(Hu et al., 2000; Nakajima and Asano, 1977; Wis-

combe, 1977). In SPFFT, the sharp forward peak of the phase function is truncated

for each order of scattering adaptively. In TDIS, the extinction coefficients of the op-

tically thin regions are increased in each order of scattering which could increase the

collision chance in those regions with low sampling chance(Wang et al., 2011). The

Multiple-Scaling-based Cloudy Atmospheric Radiative Transfer (MSCART, (Wang

et al., 2017a,b)) model that we use in our study combines both SPFFT technique

and TDIS technique to increase the efficiency.

2.2 1D simplified cloud fields

In this study, to understand the basic physics behind the horizontal photon

transfer and their impacts on the reflectances and retrieval, simplified hypothetical

1D cloud fields have been used. Among them, the simplest 1D cloud field is called
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the “step cloud” which has an optically thick region surrounded by two adjacent

optical thin regions as shown in Figure 2.1. Although the step cloud field is useful

to get a simple and intuitive understanding on the physics of photon propagation,

it is far from the actual clouds. In addition to the step cloud case, the well-known

bounded cascade model has been used as the second simplified cloud model. Both

of these models are used in Chapter 6 to explain the 3D RT effects in the bi-spectral

and polarimetric retrievals (Section 6.3) before introducing a new method to detect

and correct strong positive COT biases in the bi-spectral retrievals.

2.2.1 Step cloud

0 l1 l2 L

Htan(θ0)

H

βleft = β1 β1βright = β2

θ0

O

z
x

z
′

Figure 2.1: Illustration of the hypothetical step cloud. The specific step cloud case

that is used in this section has following features. H = 1km, l1 = 2km, l2 = 10km,

β1 = 0.1km−1 and β2 = 10km−1. The darker and lighter regions correspond to the

optically thick and thin regions respectively.

Figure 2.1 illustrates a step cloud which has a homogeneous optically thin

regions from 0 to l1 and l2 to L and an optically thick region with a step-wise rise and

drop at l1 and l2 respectively. We can use this step cloud model to derive a theoretical

expression for the observed reflectance at each point of the TOA to understand the
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impact of the horizontal photon transfer. A simple analytical solution can be derived

to obtain the single scattering 3D reflectance (ISS(x)) for nadir viewing geometry as

shown in Equation 2.1. The solution simply becomes solving a geometrical problem

which allows to characterize the variability of the reflectance by the value of z
′

as

defined in Equation 2.3. This type of single scattering solution would be more useful

in explaining 3D polarized reflectance because they are strongly dominated by single

scattering. The analytical solution to the single scattering 3D polarized reflectance

(QSS(x)) of unpolarized incident light for nadir viewing geometry can be obtained

by replacing P11(ΘS) with P12(ΘS).

In the expression in Equation 2.1, the singly-scattered reflectance at each point

x is a function of z
′

which is defined in Equation 2.3. In Equation 2.3, z
′

is a

function of horizontal coordinate x only when l1 < x < l1 + Htan(Θ0) or l2 < x <

l2+Htan(Θ0). Therefore the singly-scattered horizontal photon transportation only

affects the edges extending Htan(θo) distance into the optically thick cloud region

from x = l1 and a same distance outward to optically thin region from x = l2. The

variability of the reflectance is characterized by z
′
(x, θ0).

4πISS(x)

F0βrightωrightP11(ΘS)
=

1

βrightC1

[
1−e−βrightC1z

′
]

+
e
−(βright−βleft) z

′

µ0

C2

[
e−C2z

′

−e−HC2

]
(2.1)

ωright is the single scattering albedo (correspond to βright) of the middle part of the

step cloud in Figure 2.1. The left and right subscripts indicate the region to the left
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and right side from x = l1.

C1 =
1

µ0

+
1

µv

C2 =
βleft
µ0

+
βright
µv

(2.2)

z
′
=



H, if 0 < x < l1

x−l1
tan(θ0)

, if l1 < x < l1 +Htan(θ0)

H, if l1 +Htan(θ0) < x < l2

x−l2
tan(θ0)

, if l2 < x < l2 +Htan(θ0)

H, if l2 +Htan(θ0) < x < L

(2.3)

βleft =



β1, if 0 < x < l1 +Htan(θ0)

β2, if l1 +Htan(θ0) < x < l2 +Htan(θ0)

β1, if l2 +Htan(θ0) < x < L

(2.4)

βright =



β1, if 0 < x < l1

β2, if l1 < x < l2 +Htan(θ0)

β1, if l2 +Htan(θ0) < x < L

(2.5)

µ0 = cos(θ0)

µv = cos(θv) = 1

(2.6)
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2.2.2 Fractal cloud

Though the step cloud case is very useful to demonstrate and understand

certain physical principles, it is too simple from realistic cloud fields. Hence we

will use a well-known fractal cloud generation model, the bounded cascade model

(Cahalan et al., 1994) to generate our second hypothetical 1D cloud field which is

hereafter referred as the fractal cloud for short.

Figure 2.2: Schematic of bounded cascade model (Cahalan et al., 1994) which uses

a two-parameter multiplicative recurrent process that allows simulating the realistic

horizontal spatial distribution of the cloud liquid water path (LWP) when the mean

LWP is known.

The bounded cascade model is a two-parameter multiplicative recurrent pro-

cess that allows simulating the realistic spatial distribution of the cloud LWP when

the mean LWP is known (Davis and Marshak, 2010; Marshak et al., 1994). The

33



modeling process starts with a uniform plane-parallel cloud slab with a constant

mean LWP as shown in Figure 2.2. This initial cloud slab has a finite geomet-

rical thickness vertically (z) and along one horizontal direction (x). The cloud is

infinite along the other horizontal direction (y). The recursive procedure proceeds

as follows: divide the uniform slab into two halves from the middle of the x di-

mension, and transfer f0 fraction of water mass from one side to the other chosen

randomly with equal probability. Subsequently, each of the new halves is treated as

two separate slabs and sub-divided into two new halves. A fraction f1 of water is

transfer among adjacent halves with chosen randomly with equal probability. This

process continues multiple times to produce fractal-like LWP variation along the x

dimension.

2.3 LES cloud fields

Simplified 1D cloud fields e.g., step cloud and fractal cloud models are helpful

to develop a fundamental understanding of the 3D RT effects. To mimic the real

clouds in nature, more sophisticated cloud fields from LES models have been used,

namely the simulated cloud fields from DHARMA Large-Eddy Simulation (LES)

model (Ackerman et al., 2004; Zhang et al., 2012; Miller et al., 2016). DHARMA

model provides detailed bin microphysics based on basic physical relationships to

describe droplet activation, condensation, collision-coalescence, and sedimentation.

Four LES scenes that cover different optical and microphysical properties have been

used in this study. The LWP of each selected LES scene are shown in Figure 2.3.

34



Figure 2.3: Liquid water path of (a) DYCOMS-II (Stevens et al., 2003) (b)

RICO (Rauber et al., 2007), (c) ATEX-clean, and (d) ATEX-polluted (Stevens

et al., 2001) LES scenes from DHARMA LES model (Ackerman et al., 2004)

.

Cloud properties and LES domain specification of each case are summarized in

Table 2.1.

The first LES case in Figure 2.3 (a) is based on the idealized conditions ob-

served during the research flight of Second Dynamics and Chemistry of Marine

Stratocumulus project (hereafter referred to as DYCOMS-II,(Stevens et al., 2003)).

The DYCOMS-II case (Figure 2.3 (a)) has the largest cloud fraction (100% overcast
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Table 2.1: Summary of cloud properties and domain specifications for selected LES

cloud cases. Cloud mask definition is based on the simulated 1D total reflectance at

0.860 µm wavelength (R1D
I,0.860µm > 0.02). Cloud properties are from the vertically-

weighted pseudo retrievals (Section 2.4). SZA=40o, VZA=0. The columns from left

to right are case name, cloud fraction, mean LWP [g/m2], mean COT, standard

deviation of COT, mean CER, mean CEV, horizontal grid unit [m], vertical grid

unit [m], number of grids and domain size respectively.

case CF mean(LWP) mean(τ) std(τ) mean(re) mean(ve) dxdy dz Num. of grids Domain size

DY 99.72 165.98 17.92 6.25 15.73 0.06 50 varies 128x128x96 6.4x6.4x1.5

RC 41.23 58.05 3.27 8.96 28.29 0.25 100 40 144x144x100 14.3x14.3x4

AC 91.29 86.26 7.44 8.00 17.00 0.15 50 varies 144x144x200 7.1x7.1x3

AP 97.77 73.63 17.22 14.75 7.31 0.13 50 varies 144x144x200 7.1x7.1x3

cloud domain) among all four selected cases and has relatively minimal microphys-

ical variability. It represents the usual properties of marine stratocumulus clouds.

The second case (Figure 2.3 (b)) is referred to as the “RICO” case (Rain In shallow

Cumulus over the Ocean (Rauber et al., 2007)) which has predominant cloud-free

regions (mean cloud fraction ∼ 41%) compared to the other three cases with drastic

optical and microphysical variability which is challenging in 3D radiative transfer

simulations. These two cases have been used throughout the study to test and

investigate two extreme scenarios in cloud remote sensing.

ATEX-clean (Figure 2.3 (c)) and ATEX-polluted (Figure 2.3 (d)) cases are

based on an idealized case study from the Atlantic Trade wind Experiment (ATEX,

Stevens et al. (2001)) with different aerosol loadings. ATEX cases represent the
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scattered cumulus / broken stratocumulus regime.

2.4 Vertically weighted pseudo retrievals

An LES domain contains detailed information about the vertical profile of each

column. To assess different retrieval approaches relative to the LES cloud properties,

we derived reference cloud properties based on the vertical weighting method which

was introduced by Platnick (2000) and adopted in many later studies (Alexandrov

et al., 2012; Zhang et al., 2017; Miller et al., 2017). When µo and µ are the cosines

of the solar and viewing zenith angles, an analytical vertical weighting function for

optical thickness τ can be approximated as follows,

w(τ) = cτ be−aτ
(

1
µ
+ 1
µo

)
c = 1/

∫ τtot

0

w(τ)dτ

(2.7)

where ‘a’ and ‘b’ are strictly positive parameters which scale the multiple scattering

effects (Zhang et al., 2017; Miller et al., 2017). ‘a’ parameterizes the optical thickness

for the multiple scattering (0 < a ≤ 1, a = 1 for single scattering) and ‘b’ determines

the peak of the vertical weighting function which corresponds to the penetration

depth. c is a constant which normalizes the weighting function to the total optical

thickness. Figure 2.4 shows an example of vertically-weighted cloud properties for

each LES scene in Figure 2.3 assuming a = 1 and b = 0.
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(i) DYCOMS-II (ii) RICO (iii) ATEX(clean) (iv) ATEX(polluted)

Figure 2.4: Vertically-weighted retrievals for (i) DYCOMS-II, (ii) RICO, (iii) ATEX-

clean, and (iv) ATEX-polluted cases. (a), (b), and (c) panels of each column are

vertically-weighted Cloue Effective Radius (CER [µm]), Cloud Effective Variance

(CEV), and Cloud Optical Thickness (COT). (SZA=40o, VZA=0o)

2.5 Cloud masks

Several cloud mask definitions have been used throughout the study. Among

them, the simplest definition is based on the vertically-weighted COT retrievals

which select COT > 0.1 pixels as “cloudy” pixels (hereafter referred to as VW-

COT cloud mask). The VW-COT cloud masks of each LES scene for all solar zenith

angles that have been used throughout this study are shown in Figure 2.5. Since

the polarimetric retrievals are based on the multi-angular measurements, they are

susceptible to the parallax effects. In order to identify and avoid such biases due to

the parallax effect at the cloud edges, we use a cloud mask that only labels a cloudy
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Figure 2.5: Cloud mask based on vertically-weighted COT threshold (VW-COT) in

the native resolution. Pixels where τ > 0.1 are being considered as clouds and are

shown in white.

pixel if the total reflectance at 0.860 µm is greater than 0.02 for a complete cloud-

bow scattering angle range of 135o < ΘS < 165o (Section 5.4.1.1). Since the multi-

angular reflectances have been used to determine the cloudy and cloud-free pixels,

we referred to this cloud mask as the multi-angular cloud mask (MA cloud mask

for short). The MA cloud masks for each LES scene and observational geometry

are shown in Figure 2.6. The characteristic angular pattern of the polarized phase

function P12(ΘS) in the cloud bow region dissipates as CEV increases, hence the
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polarimetric retrieval technique fundamentally unable to retrieve cloud drop size

distributions with large CEV values. In order to analyze the influence of 3D radiative

transfer effects in the polarimetric retrievals, often we use the MA cloud mask with

a filter to ignore CEV > 0.2 values based on the 1D polarimetric retrievals because

polarimetric retrieval technique loses its sensitivity as CEV increases (Section 1.2)

. Figure 2.7 shows the MA cloud mask with CEV > 0.2 filter (hereafter referred to

as MA-fil cloud mask for short) for each LES case.
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Figure 2.6: Multi-angular (MA) cloud mask in the native resolution. “Cloudy

pixels” are the pixels that have total reflectance at 0.860 µm greater than 0.02

(R1D,0.860µm
I > 0.02) along all directions corresponding to a scattering angle (Θ)

greater than 135o and less than 165o. Cloudy pixels are shown in white.
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Figure 2.7: MA cloud mask with CEV < 0.2 filter (MA-fil cloud mask) in the native

resolution. In addition to MA cloud mask, only the pixels that have polarimetric

CEV less than 0.2 have been considered as “cloud pixels”. Cloudy pixels are shown

in white.
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Chapter 3: Above-cloud aerosols

The main content of this chapter is adapted from the published prior work of

the author (Rajapakshe et al., 2017).

3.1 Introduction

Every year from about June to October over the southeast (SE) Atlantic,

the prevailing easterly winds in the free troposphere often transport the smoke

and pollution aerosols from the African continent to the west, over the ocean where

extensive marine boundary layer (MBL) clouds persist for most of the year (Adebiyi

and Zuidema, 2016). This leads to a nearpersistent seasonal biomass burning aerosol

layer over MBL clouds in SE Atlantic (Devasthale and Thomas, 2011; Zhang et al.,

2016a)

As summarized in Yu and Zhang (2013) instruments onboard NASA’s ATrain

satellite constellation provide valuable observations of the aerosol layer and under-

lying clouds. In particular, the lidar on the spaceborne mission CALIPSO provides

unique observations of the vertical distribution of the aerosol layer that have been

widely used to characterize the aerosol layer above cloud over SE Atlantic Chand

et al. (2009); Devasthale and Thomas (2011); Meyer et al. (2013) and assess its
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impacts on the radiation budget Chand et al. (2009); Zhang et al. (2016a).

The seasonally transported south-east (SE) Atlantic aerosol layer can in-

fluence the regional radiative energy budget through the direct radiative effect

(DRE) (Chand et al., 2009; Zhang et al., 2016a). The absorption by aerosol layer

can also influence the thermodynamical structure of lower atmosphere and in turn

change cloud field, which is known as the semidirect effect (Johnson et al., 2004;

Wilcox, 2010; Sakaeda et al., 2011; Wilcox, 2012). The sign and magnitude of

the semidirect effect are strongly dependent on the vertical distribution of aerosol

with respect to the underlying clouds (Johnson et al., 2004). In addition to DRE

and semidirect effect, the aerosol particles could be entrained into the clouds and

activated as cloud condensation nuclei, giving rise to the socalled aerosol indirect

effects (Costantino and Bréon, 2010, 2013; Painemal et al., 2014). Intuitively, the

closer the bottom of the aerosol layer gets to the top of underlying cloud, the more

likely the aerosol particles are entrained into the cloud. Previous studies have used

the 532 nm observations from the CALIPSO lidar to estimate the distance from the

aerosol layer bottom to the cloud top (referred to hereafter as AB2CT distance for

short). Costantino and Bréon (2010) show that 84% of the time the AB2CT dis-

tance in SE Atlantic is larger than 250 m. Devasthale and Thomas (2011)found that

in 0o to 30oS region, 90-95% of abovecloudaerosol cases have an AB2CT distance

greater than 100 m. Yu et al. (2012) derived the average AB2CT of 1700 m over

a 2 year period in SE Atlantic. These analyses based on CloudAerosol Lidar with

Orthogonal Polarization (CALIOP) 532 nm observations seem to indicate that the

seasonal aerosol layer in SE Atlantic is well separated from the underlying clouds,
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and thus, the aerosol indirect effects may be secondary in comparison to the aerosol

direct and semidirect effects (e.g. Sakaeda et al. (2011)).

It is known that the CALIOP 532 nm based layer detection often misses the

lowest boundary of a thick aerosol layer, thereby biasing the bottom of the aerosol

layer too high. This may be especially problematic for daytime observations Meyer

et al. (2013). Recently, several novel remote sensing techniques have been developed

to retrieve the AOD (aerosol optical depth) of abovecloudabsorbing aerosol layers

from passive sensors (e.g. Waquet et al. (2009); Torres et al. (2011); Meyer et al.

(2015)). In addition, an alternative lidar method has been developed for CALIOP,

utilizing signals from the underlying cloud instead of the attenuated backscatter

profile (Liu et al., 2015). When compared with the retrievals from passive sensors

and the alternative CALIOP algorithm, the operational 532 nm CALIOP AOD

retrievals are systematically biased low by 26% on average (Liu et al., 2015) and

can be up to a factor of 5 lower (Jethva et al., 2014). A likely explanation for this

bias is that the strong aerosol attenuation at 532 nm by the upper portion of the

aerosol layer together with the small backscatter cross section of the aerosol particles

substantially weakens the attenuated backscatter signal from the lower part of the

aerosol layer to a level under the detection threshold of CALIOP (Torres et al.,

2011; Jethva et al., 2014; Liu et al., 2015). This laser attenuation issue leads to an

overestimation of the aerosol layer bottom height (too high), an underestimation of

the physical thickness of the aerosol layer (too thin), and thereby an underestimation

of AOD (too small).

In this study, we seek to shed new light on the vertical distribution of the SE
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Atlantic absorbing aerosol layer with respect to the underlying clouds using obser-

vations from NASA’s CloudAerosol Transport System (CATS) mission. Because of

instrument and algorithm differences, CATS ACA retrieval suffers much less from

the laser saturationinduced bias than CALIOP 532 nm algorithm. We do a com-

parative analysis of CATS and CALIOP retrievals in the SE Atlantic region for two

recent biomass burning seasons (2015 and 2016). As shown in the latter (Figure 3.5),

the CATS 1064 nm observations suggest that the bottom of the ACA layer is much

lower, and therefore closer to underlying cloud top, than previously estimated based

on CALIOP 532 nm observations. Our results are important for future studies of

the microphysical indirect, as well as the semidirect, effects of ACA on underlying

clouds.

3.2 Data

The occurrence frequency of abovecloudaerosol in the SE Atlantic (20oW to

20oE; 30oS to 10oN) is highest during JulytoOctober (JASO) with the peak during

August-September (Zhang et al., 2016a) . In this study, we focus on the two biomass

burning seasons (JASO) of 2015 and 2016 so that we can directly compare CALIPSO

and CATS (Figure 3.1).

3.2.1 CALIOP

The lidar instrument onboard the CALIPSO mission, which has an orbital

height of∼700 km, is the CloudAerosol Lidar with Orthogonal Polarization (CALIOP).

46



CALIOP directly measures the rangeresolved total (particulate plus molecular) at-

tenuated backscatter signal at two wavelengths, 532 nm and 1064 nm, using analog

detection. In addition to the total attenuated backscatter, CALIOP also measures

two orthogonal polarized components of the 532 nm backscatter signal (Winker

et al., 2009). The accuracy of the CALIOP Level2 (L2) data products (aerosol type,

particulate backscatter and extinction coefficient, optical depth) is dependent on

the accurate detection of cloud and aerosol layers.

Uniform cloud and aerosol layer detection and cloudaerosol discrimination

(CAD) techniques are challenging due to the complexity of atmospheric scenes en-

countered. The current version of CALIOP Selective, Iterated Boundary Location

(SIBYL) algorithm uses the 532 nm total attenuated backscattered signals to de-

termine boundaries of cloud and aerosol layers, with a typical vertical resolution of

30 m. The SIBYL scheme detects atmospheric features by iteratively comparing hor-

izontally averaged CALIOP 532 nm total attenuated backscatter profiles at multiple

horizontal resolutions. The CALIOP CAD algorithm is a multidimensional probabil-

ity distribution function (PDF) technique based on statistical differences of several

cloud and aerosol properties (e.g., layer-integrated 532 nm attenuated backscat-

ter and layerintegrated backscatter color ratio). Previous studies have shown that

the SIBYL and CAD algorithms perform well for cirrus clouds and several aerosol

types (McGill et al., 2015; Yorks et al., 2015).
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3.2.2 CATS

CATS is an elastic backscatter lidar employing photon counting detection and

two highrepetition rate lasers that operate at 532 and 1064 nm (McGill et al., 2015)

that has been operating on the International Space Station (ISS) since February

2015. The ISS orbit, which is at an altitude of ∼415 km and a 51o inclination,

allows CATS to observe locations at different local times each overpass (∼60 days

to complete full diurnal cycle) with roughly a 3 day repeat cycle.

The CATS layer detection algorithm is a thresholdbased layer detection method

that is nearly identical to the CALIOPSIBYL technique with four distinct differ-

ences, namely, the use of 60 m vertical resolution, a single horizontal spatial resolu-

tion (5 km), the use of the 1064 nm wavelength rather than 532 nm, and a technique

to identify clouds embedded within aerosol layers (Yorks et al., 2015). The CATS

L2 Operational (L2O) CAD algorithm is a multidimensional PDF technique like the

CALIOP one (Yorks et al., 2015) but uses the layerintegrated attenuated backscat-

ter at 1064 nm and other variables such as layer midtemperature and layer thickness

instead of the layerintegrated backscatter color ratio due to the unreliable 532 nm

data in Mode 7.2. The use of a single horizontal spatial resolution in the CATS

algorithm misses optically thin cirrus clouds and aerosols during the daytime in the

CATS L2O Version 105 data products, though it performs well during nighttime

observations. Future versions of CATS L2O data products will include layer detec-

tion at 60 km, but since Version 105 is used in this study, CATS daytime data were

excluded.
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For abovecloud aerosol (ACA), the more relevant difference between the al-

gorithms is the preferred wavelength for atmospheric layer detection. The current

CALIOPSIBYL primarily uses 532 nm because it has higher signaltonoise ratios

and lower Minimum Detectable Backscatter (MDB,weakest aerosol backscatter co-

efficient that can be detected) than the CALIOP 1064 nm data resulting in more

accurate uniform cloud and aerosol layer detection. The CATS layer detection al-

gorithm uses the 1064 nm attenuated scattering ratio because the CATS 532 nm

data in Mode 7.2 are extremely noisy and the 1064 nm MDB is orders of magnitude

lower (Yorks et al., 2015). For ACA detection specifically, the 1064 nm wavelength

is preferred over the 532 nm wavelength for layer detection. The aerosol signal

at 1064 nm has 16 times less molecular contamination compared to 532 nm. As

discussed in Section 3.1, the 532 nm backscatter signal may be insensitive to the

entire vertical extent of absorbing aerosol layers. Because aerosol extinction is usu-

ally smaller at 1064 nm than 532 nm, and the CATS 1064 nm backscatter signal

is very robust, the vertical extent of absorbing aerosol layers is fully captured from

CATS 1064 nm backscatter profiles. It is worth mentioning that the current CATS

operational algorithm uses AB2CT < 360m as the threshold to detect the clouds

embedded within aerosol layers (CEAL). When AB2CT < 360, the ACA and the

cloud below are merged and identified a CEAL case.

The detectability of the aerosol layer base using 532 and 1064 nm is demon-

strated in Figure 3.1. CATS and CALIPSO passed over the same ACA layer over the

SE Atlantic on 6 August 2016, although the differing orbits of the ISS and CALIPSO

mean that the two curtains do not align exactly. There is a 0.1-1.0 km gap between
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cloud top and aerosol base in the attenuated total backscatter and vertical feature

mask based on CALIOP 532 nm data. In contrast, CATS 1064 nm observation finds

the aerosol plume to extend all the way to the cloud top, which is also confirmed

by the CALIOP 1064 nm attenuated backscatter observation. The example clearly

demonstrates the advantage of 1064 nm over 532 nm based layer detection technique

for identifying the bottom of thick smoke layers. Although CALIOP also has the

1064 nm observation, it has not yet been utilized in the current operational algo-

rithm. Note that the differences between CALIOP and CATS observations shown

below are mainly due to the use of different wavelength (i.e., 532 nm versus 1064 nm)

for layer detection. At the moment of writing, the CALIPSO operational product

team is planning to make more use of the 1064 nm observations in their operational

layer detection algorithm, which could significantly improve its retrievals for thick

aerosol layers like the example in Figure 3.1.

3.3 Results

We have used the following criteria to identify ACA columns in both CALIOP

and CATS layer products: (1) the cloud layer product identifies liquid phase cloud

at the top layer of the profile, (2) the aerosol layer product identifies at least one

layer of aerosol in the profile, and (3) the base height of at least one aerosol layer

is higher than the top of the highest cloud layer. In the SE Atlantic region, most

ACA cases are simple, with only one aerosol layer on top of singlelayer MBL clouds.

After the identification of ACA columns, we compute the AB2CT by calculating the
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difference between the minimum aerosol base height which is greater than maximum

cloud top height and the maximum cloud top height. For CALIOP, we derived

the ACA and cloud statistics for both daytime and nighttime conditions (though

daytime and nighttime statistics are computed separately). The CATS results are

only for nighttime since its aerosol retrieval does not perform well during daytime

at the fixed 5 km horizontal resolution as discussed above.

Figures 3.2(a-c) show the multiyear (2015-2016) SE Atlantic JASO Cloud Frac-

tion (CF), defined as CF = Ncloudy/Ntotal in 2o × 2o grid boxes where Ncloudy is the

number of cloudy columns and Ntotal is the number of total columns. Because we

are interested in aerosol above lowlevel MBL clouds, ACA occurrence frequency

(ACAF ) is shown in Figures 3.2(d-f) which is defined as ACAF = NACA/Ncloudy

where NACA is the number of ACA columns. Among the three data sets, CATS

nighttime observations identify the highest ACA occurrence frequency, with domain

averaged ACAF around 0.24. CALIOP daytime observations have the lowest ACA

occurrence frequency, with domainaveraged ACAF only around 0.17. The CALIOP

nighttime observations are comparable to the CATS nighttime observations (do-

main average ACAF ∼ 0.23). Some differences between the three data sets may

have physical explanations. For example, CALIOP observes a larger CF during

nighttime than during daytime, which is likely a result of the strong cloud diurnal

cycle in the SE Atlantic region (Min and Zhang, 2014). The other differences may

stem from algorithm and instrument differences. For example, the lower ACAF

using daytime CALIOP might be an artifact due to the impact of background solar

noise on the lidar retrieval Liu et al. (2015).
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Overall, the results in Figure 3.2 suggest that despite some minor differences,

CALIOP and CATS observe similar geographical patterns of ACA in the SE At-

lantic. We now focus on the vertical distribution of aerosol and cloud from the two

instruments. Figure 3.3 shows the 2 year (2015-2016) mean aerosol layer base height

(Figure 3.3 , top row), cloud layer top height (Figure 3.3 , middle row), and AB2CT

distance (Figure 3.3 , bottom row) of ACA over the SE Atlantic region during JASO

from CALIOP and CATS. While the magnitudes differ, cloud top heights from all

three data sets show a similar pattern, lowest off the coast of Namibia (near 20oS and

10oE) and gradually increasing along the northwest direction to about 2 km around

5oS and 15oW. In contrast to the similarity of cloud top height, the mean ACA base

height from the three data sets show significant differences. ACA base height from

daytime CALIOP observations is much higher than nighttime CALIOP, which is in

turn higher than nighttime CATS. As a result, the AB2CT distance from nighttime

CATS is below 500 m in most of the SE Atlantic region, suggesting that the aerosol

layer extends close to the cloud top. On the other hand, a clear separation between

aerosol base and cloud top during both daytime and nighttime is implied by the

CALIOP data, a likely result of the above mentioned CALIOP ACA layer detection

issues.

We analyzed the AB2CT distances from the three observations further in Fig-

ure 3.4. Here we show the cumulative density function of the AB2CT distance

for the samplingmasked ACA cases of Figure 3.3. According to CATS nighttime

1064 nm observations (red curve), about 60% of ACA cases are identified as CEAL

(i.e., AB2CT < 360m), in contrast to only 15% and 6% occurrence of such cases
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in CALIOP 532 nm nighttime (blue curve) and daytime (green curve) observations,

respectively. Moreover, 82% and 64% of ACA cases have AB2CT > 1km accord-

ing to the daytime and nighttime CALIOP 532 nm observations, respectively, in

contrast to 22% according to CATS observations.

Figure 3.5 shows meridionally averaged daytime (Figure 3.5 (a)) and nighttime

CALIOP (Figure 3.5 (b)) 532 nm, and nighttime CATS 1064 nm (Figure 3.5 (c))

observations of ACA top (dashed red line) and bottom (solid red line) height, cloud

top height (blue line), and the fraction of ACA cases with AB2CT < 360m (black

line). Also shown are one standard deviation variability for ACA top (red error

bars), ACA base (light red shades), and cloud top (light blue shades). All three

observations show nearly the same top of aerosol layer, just below 4 km. The cloud

top heights are also similar in all three observations, rising from 1 km near the

coast westward to about 1.5-2.0 km at 19 W. Daytime CALIOP observes slightly

higher cloud top height (domain average 1.39 km) compared to nighttime (domain

average 1.33 km). Among all three data sets, the CATS detects the highest cloud

top height (domain average 1.60 km). In contrast to aerosol top and cloud top

heights, ACA base heights are substantially different among the three data sets.

The CALIOP nighttime product (Figure 3.5 (b)) gives domainaveraged ACA base

height at 2.63 km; daytime CALIPSO retrievals (Figure 3.5 (a)) are even higher.

Nighttime CATS 1064 nm (Figure 3.5 (c)), however, observes a significantly lower

ACA domainaveraged base height around 2 km.

Even after considering one standard deviation variability, there is still a clear

separation between the ACA base and cloud top in both the daytime (Figure 3.5 (a))
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and nighttime. As can be seen in Figure 3.5 (b), this is confirmed by the small

values of the fraction of AB2CT < 360m throughout the domain for the CALIOP

retrievals. With CATS (Figure 3.5 (c)), however, there is clear evidence that the

ACA base and cloud top are in much closer proximity than is implied by CALIOP

532 nm observation, as the fraction of AB2CT < 360m is mostly around 60%.

3.4 Summary and Discussion

The microphysical indirect effects of the seasonally transported aerosols in the

SE Atlantic are often overlooked in the literature. This is partly because CALIOP’s

532 nm based operational layer detection algorithm often detects the aerosol layer

bottom too high and thereby suggests that the abovecloud aerosol layer is well

separated from the underlying clouds. The CATS mission (launched in January

of 2015) provides a new data set of the vertical distribution of aerosol and clouds.

Several instrument and algorithm advantages of CATS, chiefly among which is the

primary use of 1064 nm for layer detection, allow it to better identify the full vertical

extend of the SE Atlantic ACA layer than CALIOP 532 nm product. We have

compared the current CATS and CALIPSO products during JASO of 2015 and

2016 over the SE Atlantic. The CF, ACA F , and cloud top geographical patterns

from the two instruments agree well. However, CATS 1064 nm observes the ACA

layer bottom height much lower and much closer to the underlying cloud top than

CALIOP 532 nm does. According to CATS, about 60% of the ACA cases have an

AB2CT < 360m, in contrast to the 15% and 6% based on CALIOP nighttime and
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daytime 532 nm observations, respectively.

Our study provides direct evidence that spacebased lidar layer detection at

1064 nm is more representative of the true ACA scene compared to 532 nm. More

importantly, our study suggests that the occurrence of aerosol entrainment into

clouds might be much more frequent than previously thought based on CALIOP

532 nm observations. This implies that the microphysical indirect effects could

be an important mechanism through which the transported aerosol influences the

clouds and radiation in SE Atlantic region (Lu et al., 2018). Finally, an accurate

measurement of the vertical distribution of aerosols would also help us better un-

derstand the semidirect effects of smoke aerosols.
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Figure 3.1: (a) A smoke above MBL cloud event on 6 August 2016. The red dots in

the African Continent are fire events. Attenuated total backscatter layer-integrated

backscatter color ratio of (b) CATS 1064nm, (c) CALIOP 532nm, (c) and CALIOP

1064 nm.The dashed lines correspond to the point where the CAT and CALIPSO

tracks overlap with each other (Rajapakshe et al., 2017).
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Figure 3.2: Multiyear (2015-2016) seasonal mean (July to October) cloud fraction

CF (%) in the SE Atlantic region based on (a) CALIOP daytime, (b) CALIOP

nighttime, and (c) CATS nighttime observation. The seasonal mean ACA (ACA F

[%]) occurrence frequency from (d) CALIOP daytime, (e) CALIOP nighttime, and

(f) CATS nighttime observations (Rajapakshe et al., 2017).
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Figure 3.3: Multiyear (2015-2016) (top row) seasonal mean aerosol layer base height

[km], (middle row) cloud layer top height [km], and (bottom row) aerosol base to

cloud top (AB2CT[km]) distance of ACA over the SE Atlantic region during JASO

from CALIOP and CATS (Rajapakshe et al., 2017).

58



Figure 3.4: Cumulative probability distribution function (CDF) of the distance

between aerosol layer bottom and cloud top (AB2CT distance) of the ACA obser-

vations in Figure 3.3(d-f). (Rajapakshe et al., 2017).
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Figure 3.5: Meridionally averaged aerosol bottom (solid red line), top (dashed red

line), and cloud top (solid blue line) heights, with fraction of AB2CT < 360 m (black

line), for the SE Atlantic region during JASO 2015-2016. One standard deviation

variability for each is denoted by the red error bars for aerosol top height, and

by the red and blue shaded regions for the aerosol bottom and cloud top heights,

respectively (Rajapakshe et al., 2017).
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Chapter 4: 3D radiative transfer effects in bi-spectral retrievals

4.1 Overview

The bi-spectral cloud property retrievals (aka Nakajima-King retrievals or also

referred to ‘NJK’ in this text) use a pair of reflectances. One from a spectral band

with little water absorption and, another from a band with significant absorption.

This is used to retrieve cloud optical thickness (COT) and cloud effective radius

(CER) simultaneously (Nakajima and King, 1990). This method is widely used

in space and airborne sensors including MODIS (Platnick et al., 2003) and SE-

VIRI (Roebeling et al., 2006) and have greatly improved our understanding of the

global cloud properties. For the sake of computational efficiency, the bi-spectral

retrieval technique uses a pre-computed library of reflectances as a function of tabu-

lated cloud microphysical and optical properties. This so-called LUT is then used in

the operational algorithm to infer cloud properties from observed reflectances. An

important point to note is that these pre-computed libraries are based on 1D RT

theory instead of realistic 3D RT. The 1D RT is based on two main assumptions.

(1) Plane Parallel Approximation (PPA) that assumes the cloud fields are vertically

and horizontally homogeneous, (2) Independent Pixel Approximation (IPA) which

assumes that a particular pixel is seperated and independent from its neighboring
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pixels. When real clouds have significant 3D structures, the retrieved cloud prop-

erties tend to deviate from these assumptions hence are called to be influenced by

“3D radiative effects”. These 3D RT effects are the main scope of this study. If a

particular pixel appears to reflect more radiation under realistic 3D RT than 1D RT,

such pixels are called “illuminated” pixels while if the 3D reflectance is smaller than

its 1D counterpart, such pixels are called “shadowed” pixels. In other words, this

definition is based on the results of the 3D effects, not the mechanism or underlying

physics. The implications of the realistic 3D spatial dependence of the cloud proper-

ties and the 3D radiative transfer on the bi-spectral retrievals have been extensively

studied in literature (Marshak and Davis, 2005; Loeb and Davies, 1996; Davis et al.,

1997; Oreopoulos and Davies, 1998; Várnai and Marshak, 2002; Marshak et al., 2006;

Zhang et al., 2012; Miller et al., 2017). Moreover, efforts have been taken towards

minimizing the biases in the bi-spectral retrievals due to the 3D RT effects(Várnai

and Marshak, 2002; Rajapakshe and Zhang, 2020). This chapter mainly focuses on

certain assumptions that have been frequently used in the literature related to the

3D effects of bi-spectral retrievals but have not been investigated in detail.

Section 4.2 uses 1D RT simulations to demonstrate the functionality of the

aerosol-cloud retrieval simulator (ACRS) setup that has been used in this study. Sec-

tion 4.3 summarizes the main key understanding of the 3D RT of the bi-spectral re-

trievals emphasizing the assumptions that we are going to test. Section 4.4 presents

the bi-spectral retrievals under 3D radiative transfer from ACRS. And the last two

sections discuss the solar zenith angle and the horizontal resolution dependence of

the 3D RT effects in the bi-spectral retrievals.
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4.2 Bi-spectral retrievals under 1D rdiative transfer

In this section, we use the aerosol-cloud retrieval simulator (ACRS) setup to

synthesize bi-spectral cloud retrievals equivalent to satellite (or airborne) observa-

tions but based on 1D RT. First, we use MSCART to simulate 1D RT in the cloud

domain and synthesize radiance fields equivalent to observations and then we use

those radiances to implement the bi-spectral retrievals and “retrieve” COT and

CER.

Figure 4.1: Simulated 1D total reflectances (πI/µ0/F0) from MSCART for (a)

DYCOMS-II, (b) RICO, (c) ATEX-clean, and (d) ATEX-polluted cases in 0.860 µm.

X and Y axes are pixel indices. The Sun is to the left at SZA = 40o

Figure 4.1 shows the simulated reflectances from MSCART 1D radiative trans-

fer simulations for 0.860 µm wavelength (R1D,λ
I = πI

µ0F0
for λ = 0.860 µm). The Sun

is to the left side of the domain at SAA = 0o. The same SAA(= 0o) has been used

throughout the study unless specifically mentioned otherwise. In this particular

case, SZA set to be 40-degrees. The native-resolution R1D,λ
I for λ = 0.860 µm sim-

ulations from MSCART for DYCOMS-II, RICO, ATEX-clean, and ATEX-polluted

LES cases are shown in panel (a), (b), (c), and (d) respectively.

Two reflectance measurements from the same cloud-target, one from a non-
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(i) DYCOMS-II (ii) RICO (iii) ATEX(clean) (iv) ATEX(polluted)

Figure 4.2: Bi-spectral retrievals at the native resolution for each LES case based

on 1D RT. Panel (a),(b) and (c) of each column are CER (rNJK,1De ), COT(τNJK,1D)

and retrieval quality flags. The Sun is to the left at SZA = 40o. The VW-COT

cloud mask (see Section 2.5) has been used. Flag 1 and 2 “successful retrieval” and

“outside the lookup table” respectively.

absorbing VNIR band and the other from a moderately absorbing SWIR band are

required to perform bi-spectral retrievals. Figure 4.1 shows the simulated radiance

fields for VNIR band (0.860 µm). After simulating the SWIR (2.13µm) reflectances

using MSCART, the bi-spectral retrieval technique is implemented. Each column

of Figure 4.2 corresponds to the bi-spectral retrievals of CER (a-panels) and COT

(b-panels) of each LES case. The Sun is to the left side of the domain (SAA=0o)

with SZA=40o. VW-COT cloud mask has been applied to mask the columns with

vertically-weighted COT retrievals smaller than 0.1. The c-panels of each column
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corresponds to the retrieval quality flag where ‘1’ and ‘2’ indicate a “successful

retrieval” and a “retrieval outside the look-up-table” respectively. Except for a

single pixel in the RICO case and a couple of pixels in the ATEX-polluted case, all

the other pixels are indicated as “successful retrievals”. However, these flags are

merely an indication that the observed reflectances are within the range of look-

up-table (LUT) which do not necessarily imply physically accurate retrievals. For

example, at the optically thin cloud edges, we can see unreasonable fluctuations

of CER retrievals between very large and small values that do not exist in the

corresponding vertically-weighted retrievals in Figure 2.4. This phenomenon is more

frequent in RICO (Figure 4.2 (ii)(a)) and ATEX-clean (Figure 4.2 (iii)(a)) cases

where predominant cloud-free regions exist. These unreasonable fluctuations of

CER retrievals are associated with very small VNIR and SWIR reflectances where

the constant COT and CER contours of the LUT-grid are not orthogonal (black

solid and dashed lines respectively in Figure 1.5). Hence a slight difference in either

VNIR or SWIR reflectance in these small reflectances could cause a drastic difference

in the retrieved-CER.

Figure 4.3 compares the bi-spectral retrievals (rNJK,1De , τNJK,1D) with the

corresponding vertically-weighted retrievals (rvwe , τ vw) for (i) DYCOMS-II, and (ii)

RICO case at SZA = 40o under 1D RT. In general, CER (rNJK,1De − rvwe in the

a-panels of Figure 4.3 ) has a negative bias while the COT (τNJK,1D − τ vw in the c-

panels of Figure 4.3 ) has a slightly positive bias. In the joint-histograms of rNJK,1De

vs. rvwe (b-panels of Figure 4.3 ), a clear negative bias exists which is more promi-

nent in the DYCOMS-II case (Figure 4.3 (i)(b)). However, in Chapter 5, the po-
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(i) DYCOMS-II (ii) RICO

Figure 4.3: Comparisons of bi-spectral retrievals (rNJKe , τNJK) with the vertically-

weighted retrievals (rvwe , τ vw) for (i) DYCOMS-II and (ii) RICO cases at SZA = 40o

under 1D radiative transfer. Color bar of the joint histograms is the percentage of

counts on a logarithmic scale. < x > and < |x| > are the mean bias and mean

absolute bias respectively (see Appendix A for bias-statistic definitions). The Sun

is to the left side of the domain. CEV-fil cloud mask (see Section2.5) has been used.

larimetric retrievals show a better correlation with the vertically-weighted retrievals

(Figure 5.5(ii)(b)) than the rNJK,1De vs. rvwe correlation in Figure 4.3 (i)(b). This

is because we choose parameters of the vertical weighting function (in Section 2.4,

a=1, and b=0 in Equation 2.7) to comply with the single scattering approximation

which is more appropriate to polarized reflectance rather than the total reflectance

which has significant multiple scattering effects. Miller et al. (2017) computes ‘a’

and ‘b’ parameters of the vertical weighting function (Equation 2.7) for each band

and observation geometry following Platnick (2000) and get much closer correlation

with the vertically-weighted retrievals and the bi-spectral retrievals. More absorbing
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bands have larger ‘a’ values since strong absorption limits the transmission into the

cloud while ‘b’ value depends on the geometry and less absorptive bands tend to have

large b values since photon travel deeper into the cloud via multiple scattering before

getting absorbed. Therefore, this significant CER bias between the bi-spectral and

vertically-weighted retrievals are due to the selections of ‘a’ and ‘b’ parameters to re-

semble the singly-scattered photons. Miller et al. (2017); Miller (2017); Miller et al.

(2016) have performed a comprehensive analysis that assesses the 1D bi-spectral re-

trievals against the vertically-weighted retrievals and the influence of cloud vertical

profile in the bi-spectral retrievals. Therefore, instead of using vertically-weighted

retrievals as the reference, this chapter will use 1D RT simulation-based retrievals

(rNJK,1De , τNJK,1D) as the reference cloud properties. The retrievals based on 3D RT

are compared directly against their 1D counterparts to understand 3D RT effects.

4.3 A new framework for understanding the impact of 3D effects

Many studies have been focused on investigating various retrieval biases in

the bi-spectral retrievals due to the 3D RT effects (Marshak and Davis, 2005).

For oblique solar geometries, the sun-lit sides of the clouds appear brighter and

corresponding retrieved-COT tend to have large values. Such COT biases in the

satellite cloud observations have been investigated in detail (Várnai and Marshak,

2001, 2002; Loeb and Davies, 1996; Marshak et al., 1995). Even though the early

studies on COT biases usually assumed constant CER and overlooked the CER-

retrieval biases due to the 3D RT, a series of later studies such as Marshak et al.
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(2006); Zhang and Platnick (2011); Zhang et al. (2012); Miller et al. (2016) have been

investigated the biases in cloud microphysics retrievals due to the different aspects of

3D RT effects. However, increasing usage of high-resolution observations and aerosol

indirect effect studies in complement with the availability of more computational

power encourage us to perform further investigations on 3D effects in the bi-spectral

retrievals.

The 3D nature of radiative transfer exists regardless of the instrument spec-

ification or the underlying retrieval technique. Hence the biases in the retrievals

can be either due to the violation of PPA at the spatial scales below the footprint

of the measurement (unresolved 3D variability) or due to the violation IPA at the

spatial scales larger than the footprint of the reflectance measurement (resolved 3D

variability). Even though both unresolved and resolved 3D variabilities appear as

same CER or COT biases at the retrievals-end, the radiative effects due to the

unresolved and resolved 3D variabilities are usually separated in 3D RT effect in-

vestigations (Marshak et al., 2006). As CER increases, SWIR reflectance (RSWIR)

decreases following a convex (f
′′
> 0) functional relationship. Hence ignoring sub-

pixel variability (ie. unresolved 3D variability) underestimates the underlying CER

retrievals. VNIR reflectance (RV NIR) vs. COT relationship follows a concave func-

tional relationship (f ′′ < 0). Thus averaging the reflectances in unresolved spatial

scales to a large-scale footprint also underestimates the COT retrieval. In summary

ignoring sub-pixel variabilities underestimates both COT and CER retrievals (Mar-

shak et al., 2006).

Marshak et al. (2006) also shows that, if ∆R3D−1D
SWIR (R3D

SWIR−R1D
SWIR) of all the
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pixels due to the resolved 3D variability follows a Gaussian distribution about zero

(i.e. illuminating and shadowing effects of the reflectances statistically cancel-out

from each other), due to the non-linearity of the functional relationship between

RSWIR and CER, the shadowing effects dominate in the CER retrievals, i.e.,

∆rill.e < ∆rshad.e (4.1)

By following a similar argument, if ∆R3D−1D
VNIR has a Gaussian distribution about

zero, the non-linearity of the RV NIR vs COT relationship makes illuminating effect

domination in the COT retrievals, i.e.,

∆τ ill. > ∆τ shad. (4.2)

Even though the underlying mathematical reasoning is sound, two key assump-

tions behind Equation 4.1 and 4.2: (1) assuming ∆R3D−1D distribution as a Gaussian

distribution about zero (2) assuming CER and COT retrievals are independent from

each other are not valid. We will illustrate this last point in Section 4.3.1.

While the classical study of Marshak et al. (2006) had shed an illuminating

light on the impacts of the 3D effect on the COT and CER retrievals based on the

bi-spectral method, it has an important limitation. That is, the retrieval of COT

and CER are considered to be completely separated and independent from each

other. As pointed out in several previous studies, in particular Zhang et al. (2016b),

the COT and CER retrievals are actually convoluted with each other because the

LUT used in the bi-spectral method is nonlinear. To illustrate the nonlinear effect

that ties the COT and CER retrieval together, we first extend the COT and CER,
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both a function of RV NIR and RSWIR , into Taylor series as follows,

τ(R3D
VNIR, R

3D
SWIR) =τ(R1D

VNIR + ∆RV NIR, R
1D
SWIR + ∆RSWIR)

=τ(R1D
VNIR, R

1D
SWIR) +

∂τ

∂RV NIR

∆RV NIR+

∂τ

∂RSWIR

∆RSWIR +O(∆R2)

(4.3)

re(R
3D
VNIR, R

3D
SWIR) =re(R

1D
VNIR + ∆RV NIR, R

3D
SWIR + ∆RSWIR)

=re(R
1D
VNIR, R

1D
SWIR) +

∂re
∂RV NIR

∆RV NIR+

∂re
∂RSWIR

∆RSWIR +O(∆R2)

(4.4)

where τ(R1D
VNIR, R

1D
SWIR) and re(R

1D
VNIR, R

1D
SWIR) are the COT and CER, respec-

tively, based on the 1D radiative transfer simulation, while τ(R3D
VNIR, R

3D
SWIR) and

re(R
3D
VNIR, R

3D
SWIR) are the conterparts based on the 3D RT simulations. Based on

the above equation, we can write the differences between 3D and 1D retrievals, ∆τ

and ∆re, as the following matrix product format, τ(R3D
VNIR, R

3D
SWIR)− τ(R1D

VNIR, R
1D
SWIR)

re(R
3D
VNIR, R

3D
SWIR)− re(R1D

VNIR, R
1D
SWIR)

 =

∆τ

∆re

 =

 ∂τ
∂RV NIR

∂τ
∂RSWIR

∂re
∂RV NIR

∂re
∂RSWIR


∆RV NIR

∆RSWIR


(4.5)

where ∆RV NIR = R3D
VNIR − R1D

VNIR and ∆RSWIR = R3D
SWIR − R1D

SWIR are the dif-

ferences in cloud reflectances in the VNIR and SWIR bands, respectively, due to

the 3D radiative transfer. Equation 4.5 decomposes the impact of 3D effects on

the COT and CER retrievals based on the bispectral method into two parts: (1)

the magnitude of the subpixel reflectance variance and covariance specified by the
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vector (∆RV NIR,∆RSWIR) and (2) the derivative matrix of the LUT with respect

to RV NIR and RSWIR (referred to as “matrix of first derivatives”). Given the LUT,

the matrix of first derivatives can be easily derived from straightforward numer-

ical differentiation. An example of such a derived-matrix based on the LUT for

0.86 µm reflectance (RV NIR) and 2.13 µm reflectance (RSWIR) at SZA = 60o and

nadir-viewing is shown in Figure 4.4. The values of the first derivatives (ai,j) for the

grids of LUT are indicated by the color bar. Note that the sign of ∆τ and ∆re is

determined by both the first derivatives and the cloud reflectance perturbation due

to the 3D RT, i.e., (∆RV NIR,∆RSWIR).

It is clear from Equation 4.5 that the COT and CER retievals are influeced not

only by the reflectance perturbation in the primary band (i.e., ∆RV NIR for ∆τ and

∆RSWIR for ∆re) but also by the perturbation of the secondary band (i.e. ∆RV NIR

for ∆re and ∆RSWIR for ∆τ).

It is important to note that Marshak et al. (2006) only considered the impact

of the primary band by assuming that the COT and CER retrievals are separated

and independent. In the context of Equation 4.5, their study only considers the

impact of diagonal elements of the first derivative matrix and ignores the effects due

to the off-diagonal element.

Our study in this section is built upon the previous studies, in particular,

Marshak et al. (2006) and Zhang et al. (2016b). In comparison with Marshak et al.

(2006), our study is based on the Equation 4.5 which provides a more comprehensive

perspective of how 3D effects influence the simultaneous retrievals of COT and CER.

Different from Zhang et al. (2016b) that focuses on the sub-pixel inhomogeneity and
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(i) a11 = ∂τ
∂RV NIR

(ii) a12 = ∂τ
∂RSWIR

(iii) a21 = ∂re
∂RV NIR

(iv) a22 = ∂re
∂RSWIR

Figure 4.4: The partial derivatives of τ and re with respect to RV NIR,0.860µm and

RSWIR,2.13µm at SZA, VZA and SAA at 60o, 0 and 0 respectively (“Matrix of first

derivatives”, Equation 4.5)

the consequential PPHB, here we focuses on the bias caused by the 3D radiative

transfer and IPA assumption.

4.3.1 3D Radiative transfer simulations of the total reflectance

If the 3D reflectance of a particular pixel is greater than its 1D counter part,

that pixel is considered as an “illuminated” pixel. On the other hand, if the 3D
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RT-based reflectance is smaller than corresponding 1D RT-based reflectance, that

pixels is considered as a “shadowed” pixel. Previous studies assume that ∆R3D−1D

of both VNIR and SWIR bands follow a Gaussian distribution about zero and CER

and COT retrievals are independent from each other (i.e. ∂τ
∂RSWIR

and ∂re
∂RV NIR

in

Equation 4.5 are zero). If this assumptions are correct, the shadowing effects in

the CER-biases (∆rshad.e ), and the illuminating effects in the COT-biases (∆τ ill.)

dominate in the bi-spectral retrievals due to the unresolved 3D effect variability.

Figure 4.1 shows the radiance fields from 1D RT simulations. In order to investigate

∆R3D−1D distributions, we need to perform 3D RT simulations for the LES cases.

(i) 3D reflectance

(ii) Reflectance bias

Figure 4.5: Simulated 3D total reflectances (πI/µ0/F0) from MSCART (i) and

reflectance bias (R3D
I − R1D

I ) (ii) for (a) DYCOMS-II, (b) RICO, (c) ATEX-clean,

and (d) ATEX-polluted cases in 0.860 µm. The Sun is to the left at SZA = 40o

Figure 4.5 shows the simulated 3D reflectance fields(i) and 3D and 1D re-

flectance biases (ii) of (a) DYCOMS-II, (b) RICO, (c) ATEX-clean, and (d) ATEX-
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polluted cases from the MSCART RT model at 0.860 µm wavelength in the native

resolution. The Sun is to the left side of the domain at SZA=40o. In general, as

shown in Figure 4.5 (ii), large biases exist where strong spatial gradients of RI exist

(e.g. Figure 4.1 (c) [X=70,Y=120]). Interestingly, there are negative biases in Fig-

ure 4.5 (ii)(b-c) (i.e. ∆R3D−1D < 0 shadowing effects) even though some of these

cloud structures facing towards the sun. This reduction of R3D at the optically thick

cumulus cloud structures are likely due to the photon leaking from the sides. Note

that in this example, a moderate SZA(=40) has been used. For more oblique solar

geometries, the classic illuminating and shadowing effects (i.e. illuminating effect

at the sun-lit side while the shadowing effects at the opposite side) more significant

than moderate or high solar geometries.

Illuminating and shadowing effects in the radiance fields can occur due to

many reasons. Directly facing towards the sun or facing opposite direction to the

sun is not the only reason behind 3D variability in the radiance fields. Photon

leaking from the cloud sides also could cause “shadowing effects” while the cloud

facing directly towards the sun. However, from the retrieval’s perspective, the more

primitive question would be whether the illuminating effect or the shadowing effect

will be the most statistically significant effect for a given scene. In other words,

whether ∆R3D−1D follows a Gaussian distribution about zero or skewed to negative

(shadowing) or positive (illuminating) direction.

Figure 4.6 shows the PDF (probability density function) and CDF (cumula-

tive density function) of ∆R3D−1D for DYCOMS-II (a,b) and RICO (c,d) cases at

SZA = 40o. In Figure 4.6 (a), the PDF of ∆R3D−1D
I,SWIR is more closely following a
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Figure 4.6: Distribution of ∆R3D−1D
I,λ (R3D

I,λ −R1D
I,λ) for DYCOMS-II (a,b) and RICO

(c,d) case in the native-resolution at SZA = 40o for VNIR (dashed) and SWIR

(solid) wavelengths. MA-fil cloud mask has been used.

Gaussian distribution about zero than ∆R3D−1D
I,V NIR. A relatively long negative tail

exists in the VNIR-PDF than the SWIR-PDF in Figure 4.6 (a) which indicates

strong shadowing effects are more frequent in the VNIR band than the SWIR band.

The CDFs in Figure 4.6 (b) confirm this argument by having -0.015 50-percentile

for the VNIR band and -0.006 50-percentile for the SWIR band. Moreover the ab-

solute values of the first (|Q1|) and third (|Q3|) quantiles of ∆R3D−1D
I,V NIR are ∼ 0.03

and 0.005 respectively for the VNIR band which indicate more strong shadowing

effects exist than the illuminating effects (i.e. |Q1| > |Q3| implies frequent strong
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shadowing effects than illuminating effects). |Q1/Q3| ratio also can be used to

check whether the extreme biases are dominated by illuminating or shadowing ef-

fects. In the DYCOMS-II case, the VNIR band |Q1/Q3| = 6.4 while SWIR band

|Q1/Q3| = 3.0. In all the LES cases, at the native resolution |Q1/Q3| > 0 which

indicates frequent strong shadowing effects than the illuminating effects. This phe-

nomenon is prominent in the VNIR band than the SWIR band which likely due to

the strong absorption in the SWIR band. Less-absorbing VNIR photons can cause

more horizontal photon transfer via multiple scattering to increase the unresolved

3D variability at the fine resolutions.

Figure 4.7: The skewness of ∆R3D−1D distribution as SZA varies in the native

resolution. MA-fil cloud mask has been used.

To get a better understanding of the general shape of the ∆R3D−1Ddistribution

of all LES cases, Figure 4.7 plots the skewness (see Appendix A, Equation A.2 for

definition) of the distribution as SZA varies for all LES cases at the native res-

olution. For small SZAs , ∆R3D−1Ddistribution is negatively skewed. The mean

value of ∆R3D−1Dfor all the LES cases are negative values close to zero. The nega-

tive skewness with a negative mean close to zero indicates that the more weight of
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the ∆R3D−1Ddistribution is in the shadowing (negative) part. If ∆R3D−1D
SWIR follows a

Gaussian distribution about zero, shadowing effects dominate in the CER retrievals

as indicated in the inequality in Equation 4.1 . However, Equation 4.1 only con-

sider ∂re
∂RSWIR

element in the first derivative matrix in Equation 4.5 and ignores the

∂re
∂RV NIR

. That is, Equation 4.1 approximate ∆re u ∂re
∂RSWIR

∆RSWIR, but in real-

ity ∆re = ∂re
∂RV NIR

∆RV NIR+ ∂re
∂RSWIR

∆RSWIR from Equation 4.5. In Figure 4.4(iii),

∂re
∂RV NIR

is mostly zero for larger COTs, but for optically thin clouds, ∂re
∂RV NIR

> 0.

Therefore, for large COTs, ∆re u ∂re
∂RSWIR

∆RSWIR approximation is reasonable thus

Equation 4.1 would be valid when ∆R3D−1D-distribution has an ideal Gaussian

shape (Gaussian distribution with µ = 0) but for smaller COTs it is not neces-

sarily true. When ∆R3D−1D
SWIR deviates from Gaussian distribution about zero to have

more weight at the shadowing side, following a similar argument based on the Equa-

tion 4.5, we can see Equation 4.1 still be valid with even stronger shadowing effect

dominance in the CER retrievals for optically thick clouds, but not for optically thin

clouds.

The inequality in Equations 4.2 indicates that the illuminating effects become

more significant in the COT biases if the ∆R3D−1D
VNIR follows a Gaussian distribution

about zero and COT retrievals are independent from CER (i.e. ∂τ
∂RSWIR

u 0). How-

ever, when the ∆R3D−1D
VNIR distribution has more weight in the shadowing side, this

inequality 4.2 will not be necessarily valid anymore. The dominant shadowing effects

would cause more negative biases in the COT retrievals instead of the positive biases

as indicated in Equation 4.2 . In summary, for large SZAs, ∆R3D−1Dmore closely

follows a Gaussian distribution about the zero. Thus, the Equation 4.1 and 4.2 valid
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for large SZAs (We can observe this phenomenon in Figure 4.9(a). Strong COT and

CER biases exist due to the dominant illuminating effect in the COT retrievals and

the shadowing effects in the CER retrievals respectively).

So far we discussed about the ∆R3D−1Ddistributions at the native resolution.

Other than the RICO case that has 100 m native resolution, all the other LES

cases have 50 m native resolution. Figure 4.8 shows the variation of the skewness

of ∆R3D−1Ddistribution as the horizontal resolution increases. In general, as the

horizontal resolution increases, all ∆R3D−1Ddistributions become more symmetric

around the mean hence get closer to a Gaussian distribution about zero. There-

fore, in coarse resolutions, assuming ∆R3D−1Ddistribution as Gaussian distribution

about zero would be a more reasonable approximation than in the fine resolutions.

Consequently, when the resolution gets coarser, the CER and COT 3D RT biases

would tend to follow the inequalities in Equation 4.1 and Equation 4.2 respectively

if the dominant biases come from the diagonal-terms in Equation 4.5.

Figure 4.8: The skewness of ∆R3D−1D distribution as horizontal spatial resolution

varies at SZA = 40o. MA-fil cloud mask has been used.

In summary, if the resolved 3D variability of the radiance follows a Gaus-

78



sian distribution about the zero, and the CER and COT retrievals are independent

from each other (i.e. off-diagonal terms of Equation 4.5 are zero), the shadowing

effects dominate in the CER retrieval biases (Equation 4.1) and the illuminating

effects dominate in the COT retrieval biases (Equation 4.2). Even though the

∆R3D−1Ddistribution follows a Gaussian distribution about zero in coarse resolu-

tions where the resolved 3D variability is minimal, as the resolution becomes finer,

the resolved 3D variability increases (because smaller footprints likely cause more

IPA violations) and the shape of ∆R3D−1Ddistribution deviates from the Gaussian

shape about the zero. In the fine resolutions, ∆R3D−1Ddistribution becomes a neg-

atively skewed distribution with a negative mean value close to zero. Hence more

weight of ∆R3D−1Ddistribution is in the shadowing side. Consequently, this skewness

of ∆R3D−1Ddistribution towards causing more shadowing effects in finer resolution

would cause more positive biasses in CER-retrievals (agrees with Equation 4.1) and

more negative biases in the COT retrievals ( does not agree with Equation 4.2) if

∂re
∂RV NIR

and ∂τ
∂RSWIR

terms in Equation 4.5 are negligible. However, it is also impor-

tant to note that, for optically thicker clouds, illuminating effects can cause stronger

COT biases than the illuminating effects in the optically thin clouds, because RV NIR

vs COT relationship is an asymptotically increasing function (in the Nakajima-King

LUT space, the constant COT lines become closer to each other as VNIR reflectance

increases). In this section, we discussed mainly the biases in the reflectances, and

then their consequences on the retrievals. Section 4.4 investigates how these 3D RT

effects in the radiance fields influenced the underlying cloud property retrievals in

detail.
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4.4 Bi-spectral retrievals under 3D radiative transfer

In general, ∆R3D−1D-distribution has a Gaussian shape centered to zero. How-

ever as the resolution increases (in fine resolutions) or the SZA decreases, the shape

of the distribution deviates from the original Gaussian shape, and more weight of

the distribution tend to be centered in the shadowing part. In this section we discuss

how these radiance biases influence the underlying CER and COT retrievals. Since

we are going to assess the influence of 3D RT for different radiative and physical

quantities (e.g. CER, COT, RSWIR, RV NIR), it is convenient to define a common

“3D effect impact factor” as follows,

fP =
P3D − P1D

P1D

(4.6)

where P = COT , CER, RSWIR, RV NIR, etc.

Figure 4.9 compares different fP quantities with each other for the DYCOMS-

II case at SZA = 60o. CEV-fil cloud mask has been used. Figure 4.9 (d) is the

joint-histogram of fRSWIR
vs. fRV NIR . Both fRSWIR

and fRV NIR , in general, follow a

Gaussian distribution about the zero, yet |fRSWIR
| frequently have slightly larger val-

ues than |fRV NIR | as |f | increases. That is, fRSWIR
distribution has a large variability

than fRV NIRdistribution even though in the Figure 4.6(a) and (c), the ∆R3D−1D
VNIR -

distribution has a large spread than ∆R3D−1D
SWIR distribution (Note that SZA = 40o

in Figure 4.6. But the same argument is valid for SZA = 60o case too). This is

because the SWIR band is more absorptive thus, in general, the RSWIR tends to

have smaller values compared to the RV NIR. Therefore, the denominator of Equa-
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Figure 4.9: 3D effect impact factor (fP , Equation 4.6) comparisons for DYCOMS-

II case at SZA = 60o. CEV-fil cloud mask has been used. Colorbar of the joint

histograms is the percentage of counts on a logarithmic scale.

tion 4.6 becomes smaller and consequently causes large fRSWIR
values relative to the

fRV NIRvalues.

The interesting question is how these impacts on the radiances influence the

COT and CER retrievals. Figure 4.9 (a) shows fCOT vs. fCER for the DYCOMS-II

case at SZA = 60o. A vast majority of strong 3D effects in the COT retrievals with

|fCOT | > 0.5 are due to the illuminating effects. A negligible amount of pixels have

fCOT < −0.5, which indicates illuminating effects dominate in the strong COT biases

as in Equation 4.2. The strong CER biases that have |fCER| > 0.5 are dominated by

shadowing effects that agree with Equation 4.1. Thus, for the DYCOMS-II case, 4.2

and 4.1 inequalities are reasonable for large 3D effects impact factors of both COT
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and CER retrievals.

To be compliance with the assumptions of Marshak et al. (2006), we can

assume the off-diagonal elements ( ∂τ
∂RSWIR

and ∂re
∂RV NIR

) of Equation 4.5 are zero and

the ∆R3D−1D-distribution as an ideal Gaussian distribution about the zero. Then

the positive ∆R3D−1D
VNIR and ∆R3D−1D

SWIR values should give positive COT-biases (because

∂τ
∂RV NIR

> 0 as in Figure 4.4) and negative CER-biases (because ∂re
∂RSWIR

< 0 as in

Figure 4.4) respectively which correspond to the second quadrant of Figure 4.9 (a).

Due to the same reason (i.e. ∂τ
∂RV NIR

> 0 and ∂re
∂RSWIR

< 0), when ∆R3D−1D
SWIR and

∆R3D−1D
VNIR are negative, the COT and CER biases should be negative and positive

respectively which correspond to the fourth quadrant of Figure 4.9 . Since the COT

contours in the LUT-space get closer as RV NIR increases ( ∂2τ
∂2RV NIR

> 0), the COT

biases due to the illuminating effects are stronger than the COT biases due to the

shadowing effects (i.e. ∆τ ill. > ∆τ shad. as in Equation 4.2). We can observe this

phenomenon in Figure 4.9 (e) where shows the joint-histogram of fCOT vs. fRV NIR .

The illuminating effects of the VNIR reflectance (fRV NIR> 0) cause strong positive

biases in the COT retrievals (i.e. large fCOT values) relative to the shadowing

effects (fRV NIR< 0). As RSWIR decreases, the CER contour lines of the LUT-space

get closer ( ∂re
∂RSWIR

), hence the CER biases due to the shadowing effects should be

stronger than the CER biases due to the illuminating effects(i.e. ∆rshad.e > ∆rill.e

as in Equation 4.1). Figure 4.9 (c) shows the joint-histogram of fCER vs. fRSWIR
.

We can see in Figure 4.9 (c), in contrast to the illuminating effects, even a small

shadowing effect (slightly negative fRSWIR
value) can cause large bias in CER (large

increment in fCER). For the DYCOMS-II case 83% of cloudy-pixel are in quadrant I
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and II, where the Equation 4.2 and 4.2 are a reasonable approximation to understand

the COT and CER biases.

Figure 4.10: 3D effect impact factor (fP , Equation 4.6) comparisons for RICO case

at SZA = 60o. CEV-fil cloud mask has been used. Colorbar of the joint histograms

is the percentage of counts on a logarithmic scale.

The DYCOMS-II case is an overcast cloud scene with minimal microphysical

and optical variabilities compared to the other LES cases. The dominant trends

of COT and CER biases (for 83% of pixels) that we discussed so far based on

Figure 4.9 can be explained from 4.1 and 4.2 inequalities. Figure 4.10 shows the

correlations among the fP quantities for the RICO case at SZA = 60o. The CEV-fil

cloud mask has been used. Compared to the DYCOMS-II case (in Figure 4.9 (c))

which has strong fCER values for slightly negative fRV NIRvalues, Figure 4.10 (c)

does not have such frequent high fCER values. The ∆R3D−1D
SWIR -distribution of the
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RICO case has a positive mean and positive skewness hence more weight is in

the illuminating part with possible strong illuminating effects in contrast to the

DYCOMS-II case that has a ∆R3D−1D
SWIR -distribution closer to an ideal Gaussian shape

(Gaussian shape with µ = 0). Thus, the DYCOMS-II case which has ∆R3D−1D
SWIR -

distribution closer to a Gaussian distribution has large fCER values that tend to

agree with Equation 4.1, while in the RICO case does not have such values likely

because the ∆R3D−1D
SWIR -distribution is skewed to illuminating side.

In contrast to the DYCOMS-II case (Figure 4.9) where most of the COT and

CER retrieval-biases tend to be in Quadrant-II and IV, in the RICO case (Fig-

ure 4.10 ), more than 1/3 of pixels are in Quadrant-I where the both COT and CER

retrieval biases are positive. If we assume the off-diagonal elements of Equation 4.5

are negligible, since ∂τ
∂RV NIR

> 0 and ∂re
∂RSWIR

< 0, the only possibility of having both

positive COT and CER retrieval biases is from ∆R3D−1D
VNIR > 0 and ∆R3D−1D

SWIR < 0 val-

ues respectively. In Figure 4.10 (d), there exist such values (in Quadrant-IV) but

they do not necessarily correspond to the values in the Quadrant-I of Figure 4.10 (a).

Therefore, Figure 4.11 (a) shows the correlation between ∆R3D−1D
VNIR vs. ∆R3D−1D

SWIR of

the ∼36% of pixels that have both positive COT and CER retrieval biases corre-

spond to the Quadrant-I of Figure 4.10 (a). Among that 36% of pixels, only a 5%

has ∆R3D−1D
VNIR > 0 and ∆R3D−1D

SWIR < 0, thus neglecting the off-diagonal terms of Equa-

tion 4.5 can not explain ∼ 30% of biased-pixels in the RICO case (Note that, to avoid

confusion, all the indicated percentages are relative to the total cloudy-pixels of the

whole domain). Among the 36% of pixels that have positive COT and CER biases,

the majority of pixels (19%) have ∆R3D−1D
VNIR > 0 and ∆R3D−1D

SWIR > 0. Figure 4.11 (b)
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further analyses those 19% of pixels. The x-axis of Figure 4.11 (b) is the CER bias

(∆re = re(R
3D
VNIR, R

3D
SWIR) − re(R1D

VNIR, R
1D
SWIR)) computed from the retrieval sim-

ulator. The y-axis shows the ∂re
∂RSWIR

∆R3D−1D
SWIR term of Equation 4.5 by neglecting

the ∂re
∂RV NIR

∆R3D−1D
VNIR term. The a21 ( ∂re

∂RV NIR
) and a22 ( ∂re

∂RSWIR
) terms are computed

based on the LUT correspond to the considering geometry (SZA = 60o,SAA = 0o,

and V ZA = 0o) and shown in Figure 4.4. As shown in Figure 4.11 (b), if we only

consider ∂re
∂RSWIR

∆R3D−1D
SWIR term, the computed-CER retrievals by no means agree

with the simulated ∆re. The computed CER biases based on the LUT have nega-

tive values while the simulated-∆re has positive values. However, if we include the

contributions from ∂re
∂RV NIR

∆R3D−1D
VNIR , (in Figure 4.11 (c)), the correlation between

the computed CER biases (i.e. ∂re
∂RV NIR

∆R3D−1D
VNIR + ∂re

∂RSWIR
∆R3D−1D

SWIR ) and simulated-

∆re becomes more reasonable than the Figure 4.11 (b). We can see including both

terms gives a reasonable sign for the computed-CER biases in many cases (i.e. many

points tend to have in Quadrant-I of Figure 4.11 (c)). The points still do not get

the sign of the simulated-∆re accurately, either have very small ∆re values or small

∆R3D−1D
VNIR where fine resolution LUT tables are required to accurately compute a21

and a22 terms which we left for future studies.

In summary, if the resolved 3D variability of the radiance (∆R3D−1D) follows

a Gaussian distribution about the zero, and the COT and CER retrievals are inde-

pendent of each other (i.e. the off-diagonal elements of Equation 4.5 are negligible),

the shadowing effects dominate in the CER retrieval biases (Equation 4.1) and the

illuminating effects dominate in the COT retrieval biases (Equation 4.2). For large

SZAs (Figure 4.7) and coarse resolutions (Figure 4.8) ∆R3D−1D-distribution more
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Figure 4.11: (a) VNIR vs. SWIR reflectance bias correlation (∆R3D−1D
VNIR vs.

∆R3D−1D
SWIR ) for the pixels with fCER > 0 and fCOT > 0 (36% of cloudy-pixels)

in Figure 4.10(a) for the RICO case at SZA = 60o. Colors of the points repre-

sent the magnitude of R1D
VNIR. Large points indicate the high CER biases. (b)

∂re
∂RSWIR

∆R3D−1D
SWIR vs. ∆r3D−1De (the difference between 1D and 3D CER retrievals)

and, (c) ( ∂re
∂RV NIR

∆R3D−1D
VNIR + ∂re

∂RSWIR
∆R3D−1D

SWIR ) vs. ∆r3D−1De of the pixels in the

Quadrant-I of panel (a) (19% of cloudy-pixels of the RICO case ) .

close to an ideal Gaussian distribution (a Gaussian distribution with µ = 0) than

for small SZAs and fine resolutions. Even the ∆R3D−1D-distribution closely fol-

lows a Gaussian distribution about zero, only a subset of pixels follow 4.1 and 4.2

because assuming CER and COT retrievals independent from each other only ac-

curate when the COT and CER contour lines of the LUT are orthogonal. Hence

for overcast clouds with minimal microphysical variabilities as in the DYCOMS-II

case, a majority of pixels tend to follow Equation 4.2 and 4.1 at larger SZAs and

coarse resolution where the ∆R3D−1D-distribution tend to have closer to a Gaussian

distribution about the zero. However, to fully understand the biases due to the 3D

effects in the bi-spectral retrievals, especially when the cloud scene is dominated

by scattered cumulus clouds with many thin cloud edges (such as in the RICO
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case), the contributions from all four-elements in the “matrix of first derivatives” (

Equation 4.5) have to be considered.

The 3D radiative effects are usually classified into two groups of unresolved

3D variability. The 3D RT effects in smaller scales than the measurement footprint

and the resolved 3D variability effects of larger scales than the measurement foot-

print. Due to the non-linear functional dependence of RV NIR vs. COT and RSWIR

vs. CER, ignoring unresolved variability (averaging over subpixels) cause negative

biases in both COT and CER retrievals. If the resolved 3D variability ∆R3D−1Dhas

a Gaussian distribution about the zero, and the COT and CER retrievals are inde-

pendent of each other, (i.e., the off-diagonal elements of Equation 4.5 are negligible),

the shadowing effects dominate in the CER retrievals (Equation 4.1) and the illu-

minating effects dominate in the COT retrievals (Equation 4.2). In general, for

large SZAs and coarse resolutions, ∆R3D−1Dmore close to a Gaussian distribution

about zeros than the small SZAs and fine resolutions. When ∆R3D−1D-distribution

has an ideal Gaussian shape (Gaussian distribution with µ = 0), a subset of pixels

tends to follow 4.1 and 4.2 inequalities. When the retrievals are based on the non-

orthogonal region of the LUT-space where the off-diagonal elements of the matrix

of first derivatives (Equation 4.5) are significant, the 4.1 and 4.2-inequalities do not

necessarily true. This section summarizes the bi-spectral retrievals of all four LES

cases under 3D RT mainly emphasizing when the results agree with the theoretical

understanding and when they do not agree.

Figure 4.12 shows the bi-spectral retrievals of (i) DYCOMS-II, (ii) RICO, (iii)

ATEX-clean, and (iv) ATEX-polluted cases similar to Figure 4.2 but based on 3D
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(i) DYCOMS-II (ii) RICO (iii) ATEX(clean) (iv) ATEX(polluted)

Figure 4.12: Bi-spectral retrievals at the native resolution for each LES case based

on 3D RT. Panel (a),(b) and (c) of each column are CER (rNJK,3De ), COT(τNJK,3D)

and retrieval quality flags. The Sun is to the left at SZA = 40o. The VW-COT

cloud mask (see Section 2.5) has been used. Flag 1 and 2 are “successful retrieval”

and “outside the lookup table” respectively.

RT. The a and b-panels correspond to CER and COT retrievals respectively. The

Sun is to the left side of the domain (SAA=0o) with SZA=40o. VW-COT cloud

mask has been applied to mask the columns with vertically-weighted COT retrievals

smaller than 0.1. The c-panels of each column correspond to the retrieval quality flag

where ‘1’ and ‘2’ indicate a “successful retrieval” and a “retrieval outside the look-

up-table” respectively. For the DYCOMS-II case, compared to Figure 4.2 (i)(a), the

sides of the cloud that face away from the sun have larger r3D,NJKe retrievals in Fig-

ure 4.12 (i)(a) which indicates the existence of classic shadowing effects. However,
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Figure 4.12 is for a moderate SZA (SZA=40o), thus the classic illuminating and

shadowing effects (large 3D reflectance at the sun-lit side and small 3D reflectance

at the other side respectively) are not frequent as in oblique solar geometries (e.g.

SZA=60o). It is important to note that facing the sun is not the only reason for illu-

minating effects or facing away from the sun for shadowing effects. For an example,

the large τ 1D,NJKe retrievals (COT ∼ 30) in Figure 4.2 (iii)(b) has been significantly

reduced (COT < 30) in the τ 3D,NJKe retrievals in Figure 4.12 (iii)(b) despite the

orientation relative to the Sun. That is, even the τ 3D,NJKe of the sun-lit side is in-

fluenced by the shadowing effects which is likely due to the photon leaking from the

sides. This phenomenon is more clearly visible in the RICO and ATEX cases than

the DYCOMS-II case.

4.4.1 Solar zenith angle dependence

Solar geometry is a crucial factor when it comes to 3D RT effects. As dis-

cussed in Section 4.3, the shape of the ∆R3D−1D-distribution (3D variability of the

reflectance) changes as SZA varies. Moreover, the underlying LUT grid of the bi-

spectral retrievals also varies hence the non-linearity of the cloud properties and the

reflectances relationships also vary with SZA. This section further investigates solar

zenith angle dependence of the 3D effects of the bi-spectral retrievals based on the

selected four LES cases.

Figure 4.13 compares the bi-spectral retrievals based on 3D and 1D RT simu-

lations for DYCOMS-II case at (i) SZA=20o, (ii) SZA=40o, and (iii) SZA=60o. The
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Sun is to the left side of the domain. MA-fil cloud mask has been used. For the

DYCOMS-II case, ∆R3D−1D-distribution becomes closer to an ideal Gaussian shape

about the zero when SZA increases (skewness ∼ 0 in Figure 4.7). For small SZAs,

∆R3D−1D-distribution is negatively skewed with a negative mean value thus more

weight is in the shadowing part of the distribution than the illuminating part. In

Figure 4.13 (i)(d), the τ 3D,NJKe retrievals frequently have negative biases compared

to the τ 1D,NJKe retrievals. The mean bias between the two retrievals is -0.8565. As

SZA increases to 40o, the positive COT biases become more frequent compared to

SZA=20o and consequently at SZA=60o, the mean COT bias between 3D and 1D

retrievals becomes 0.1967. For high sun, ∆R3D−1Dis not an ideal Gaussian distri-

bution about zero but skewed to have more shadowing effects which might likely

cause shadowing effect dominance in the COT retrievals against 4.2 inequality. As

SZA increases, ∆R3D−1Dbecomes closer to the shape of an ideal Gaussian distri-

bution about zero and illuminating effects in the reflectances cause strong postive

COT retrieval biases than the shadowing effects of the same magnitude (agree with

Equation 4.2), thus overall τ 3D,NJKe becomes positively bias compared to τ 1D,NJKe .
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(i) SZA = 20o (ii) SZA = 40o (iii) SZA = 60o

Figure 4.13: Comparisons of 3D vs 1D bi-spectral retrievals for DYCOMS-II case at (i) SZA = 20o, (ii) SZA = 40o and (iii)

SZA = 60o in the native resolution. Colorbar of the joint histograms is the percentage of counts on a logarithmic scale. < x >

and < |x| > are the mean bias and mean absolute bias respectively (see Appendix A bias-statistic definitions). Sun is to the

left side of the domain. MA-fil cloud mask has been used.
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In the CER retrievals, at SZA=20o (Figure 4.13 (i)(b)), most r3D,NJKe retrievals

agree with their r1D,NJKe counterparts while the existing biases are dominated by

shadowing effects (r3D,NJKe >r1D,NJKe ). When SZA increases from 20o to 40o (in

Figure 4.13 (ii)(b)), in general, the biases between r3D,NJKe vs. r1D,NJKe become

more frequent especially the positive biases due to the shadowing effects than the

negative biases due to the illuminating effects. When SZA increases from 20o (Fig-

ure 4.13 (i)(b)) to 40o (Figure 4.13 (ii)(b)), the mean bias increases from 0.4350

to 0.6272. So in general, CER retrievals tend to be consistent with Equation 4.1

perhaps because of the skewness of the ∆R3D−1D-distribution complement to the

inequality (Equation 4.1) by increasing the weight in the shadowing part of the

distribution.
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(i) CER bias at SZA = 20o (ii) CER bias at SZA = 40o (iii) CER bias at SZA = 60o

(iv) COT bias at SZA = 20o (v) COT bias at SZA = 40o (vi) COT bias at SZA = 60o

Figure 4.14: CER (i-iii for SZA = 20o,40o, and 60o) and COT (iv-vi for SZA = 20o, 40o, and 60o) biases overplayed on

bi-spectral look-up-table space for DYCOMS-II case. The biases shown in (i), (ii), and (iii) correspond to a-panels Figure 4.13

(i), (ii), and (iii) respectively. The biases shown in (iv), (v), and (vi) correspond to c-panels in Figure 4.13 (i), (ii), and (iii)

respectively. Sun is to the left side of the domain. MA-fil cloud mask has been used.

93



Figure 4.14 overlays the biases shown in Figure 4.13 on the corresponding

Nakajima-King LUT-space for the DYCOMS-II case. Figure 4.14 (i-iii) correspond

to the biases of r3D,NJKe relative to r1D,NJKe shown in the a-panels of Figure 4.13 (i-

iii) for SZA= 20o, 40o, and 60o respectively. Figure 4.14 (iv-vi) correspond to the

biases of τ 3D,NJKe relative to τ 1D,NJKe shown in the c-panels of Figure 4.13 (iv-vi)

for SZA= 20o, 40o, and 60o respectively. The grey solid and dashed lines in Fig-

ure 4.14 are the constant CER and COT contours respectively. For optically thick

clouds, the value of the CER-contour increases as the SWIR reflectance decreases

(indicated by the downward arrow of each panel) while the value of the COT-contour

increases as VNIR reflectance increases (indicated by the horizontal rightward ar-

row). It is also important to note that due to the non-linear behavior of the RV NIR

vs. COT function, the COT contour lines are closer to each other for large VNIR

reflectances compared to the small reflectances. For optically thick clouds, due to

the non-linearity between RSWIR vs. CER relationship, the CER contour lines are

closer to each other in the smaller SWIR reflectance region of the LUT. For optically

thin clouds, COT and CER contour lines of the LUT are not orthogonal anymore

and the CER contours are densely packed close to each other. In Figure 4.14 (i),

the CER biases are mostly positive with minimal negative biases. In Figure 4.14 (ii)

(SZA = 40o), the CER biases between the 12 and 16 µm CER-contour lines are

closer to zero. However when the SWIR reflectance decreases bellow the value cor-

respond to the CER-16µm contour line, the bias between r3D,NJKe and r1D,NJKe in-

creases. On the other hand, when the SWIR reflectance increases above CER-12µm

contour line, the bias becomes negative. In Figure 4.14 (iii), these 3 groups are
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more clearly observable. Between 12-16 µm contours, the CER-bias close to zero.

When the SWIR reflectance increases greater than the corresponding value to the

CER-12µm contour line, the CER bias becomes negative (bluish points) while the

SWIR reflectance decreases bellow the value correspond to the CER-16µm contour

line, the bias becomes positive (reddish points). The DYCOMS-II case has rela-

tively constant microphysics in the range of 12-16µm (Figure 2.4(i)(a)). Thus the

biases greater than 16 µm are likely due to the shadowing effects and the biases

below 12 µm are likely due to the illuminating effects. In the region of the bluish

points, the CER contours have more spread than the region of the reddish points,

thus a particular -δRSWIR bias in the SWIR reflectance can cause a stronger shad-

owing effect (positive CER bias) than an illuminating effect can do due to the same

+δRSWIR (Equation 4.1).

Figure 4.15 summarizes the biases between the 3D RT-based bi-spectral re-

trievals and the 1D RT-based bi-spectral retrievals in the native resolution. Panel

(a) and (b) are the mean (〈r3De − r1De 〉) and mean absolute biases (〈|r3De − r1De |〉)

of CER retrievals respectively. Panel (c) and (d) are the mean (〈τ 3De − τ 1De 〉) and

mean absolute biases (〈|τ 3De − τ 1De |〉) of the COT retrievals respectively. Except for

the ATEX-polluted case at SZA=20o, in Figure 4.15 the mean biases of the CER

retrievals are greater than zero and less than ∼ 1.6 for all LES cases and geometries.

As discussed in Section 4.3, if the ∆R3D−1D-distribution of the resolved 3D variabil-

ity follows a Gaussian distribution with 0-mean and the off-diagonal elements of

the matrix of first derivatives in Equation 4.5 are negligible, the shadowing effects

dominate in the CER retrievals (Equation 4.1). For larger SZAs, all LES cases tend
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Figure 4.15: Mean bias (〈x〉) and mean absolute bias (〈|x|〉) (see Appendix A for

definitions) between 3D and 1D RT-based bi-spectral retrievals in the native reso-

lution. (a) and (b) are the mean and absolute mean CER biases as SZA varies. (c)

and (d) are the mean and absolute mean COT biases as SZA varies. MA-fil cloud

mask has been used.

to have ∆R3D−1D-distribution closer to ideal Gaussian shape (Gaussian shape with

µ = 0). When the SZA becomes smaller, the ∆R3D−1Dtend to have a negatively-

skewed distribution with a negative mean which in combine indicates more weight

in the shadowing part (∆R3D−1D< 0) than the illuminating part (∆R3D−1D> 0).

Therefore, for all SZAs, ∆R3D−1D-distribution either has an ideal Gaussian shape

or more weight in the shadowing part which both a complement to the inequality

in Equation 4.1. In Figure 4.15 (b), the mean absolute bias between r3De and r1De

gradually increases as SZA increases which indicates both illuminating and shad-
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owing effects increases in all LES cases as SZA increases. The mean biases between

the optical thickness retrievals in Figure 4.15 (c) are negative (shadowing effects)

for all LES cases when SZA-40 and 20 in contrast to Equation 4.2 which indicates

dominant illuminating effects. For smaller SZAs, ∆R3D−1D-distribution has more

weight in the shadowing part instead of the ideal Gaussian shape about zero (Sec-

tion 4.3). So the dominant-negative biases perhaps due to that negative-skewness

of the ∆R3D−1D-distribution.
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Chapter 5: 3D radiative transfer effects in polarimetric retrievals

5.1 Overview

In practice, the realistic 3D nature of the radiative transfer has to be replaced

by the 1D radiative transfer assumption in many remote sensing applications mainly

for the sake of computational efficiency. The 1D RT assumes that the cloud fields

are vertically and horizontally homogeneous which is usually referred to as “ Plane

Parallel Approximation” (PPA). In addition to PPA, 1D RT assumes a particular

pixel to be isolated from its neighboring pixels which is the so-called “Independent

Pixel Approximation” (IPA). Although the PPA and IPA are practically useful in

many situations, when the actual clouds deviate from these assumptions, the re-

trieved cloud properties show discrepancies known as 3D radiative effects (Marshak

and Davis, 2005). The impact of 3D effects on the underlying retrievals is dependent

on the solar geometry (Loeb and Davies, 1996), cloud inhomogeneity (Zhang et al.,

2012; Marshak et al., 2006) and the spatial resolution (Davis et al., 1997; Oreopoulos

and Davies, 1998). A large volume of studies have been performed to investigate

the 3D radiative effects in bi-spectral retrievals (Várnai and Marshak, 2002, 2001;

Marshak and Davis, 2005; Marshak et al., 2006; Zhang et al., 2012). However the

3D radiative effects in the polarimetric retrievals have not been extensively inves-
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tigated probably because polarimetric cloud property retrievals are so far limited

to POLDER (Deschamps et al., 1994) from space and a few airborne polarimeters

such as RSP (Cairns et al., 1999; Alexandrov et al., 2012, 2020), AirMSPI (Diner

et al., 2013) and AirHARP (Mcbride et al., 2019). However, ESAS (Earth Science

and Applications from Space) decadal survey (NASEM, 2018) has prioritized the

necessity of a multichannel-multiangle polarization imaging radiometer for future

climate and air quality studies. Moreover, the forthcoming HARP CubeSat (Mar-

tins et al., 2018) demonstrations of the polarimetric cloud retrievals from space and

PACE mission encourage to perform more simulation-based investigations towards

understanding the influence of 3D radiative transfer on the polarimetric retrievals.

In addition to PPA and IPA, the polarimetric retrievals often assume polarized

reflectance measurement mainly comes from the singly-scattered photons because

multiple scattering tend to increase the depolarization. Therefore, relative to the bi-

spectral retrievals which are based on the total reflectance that extensively includes

the information from the multiply-scattered photons, polarimetric retrievals have

been minimally affected by 3D RT effects (Rajapakshe and Zhang, 2020). However,

the detailed-investigations on the 3D radiative effect of polarimetric retrievals are yet

to be done. This chapter presents our effort to lay down the groundwork for under-

standing the 3D effects in polarimetric radiative transfer and retrievals. Section 5.2

starts with a brief discussion about the RT simulations of polarized reflectance from

MSCART. Section 5.3 develops a basic understanding on the polarimetric retrievals

based on 1D RT. Section 5.4 presents the observed 3D radiative effects in the po-

larimetric retrievals and the last three sections (Section 5.5, 5.6, and 5.7) discuss
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the polarimetric retrievals under 3D RT explicitly focusing on the solar zenith angle

dependence and the resolution dependence of the retrieval biases.

5.2 Radiative transfer simulations of the polarized reflectance

Similar to Chapter 4, we will use the LES-based retrieval simulator as main

tool for our investigation of the 3D effects in polarimetric cloud observations and

retrievals. Figure 5.1 shows the simulated reflectance from MSCART 1D radiative

transfer simulations for the LES cases described in Section 2.3 (R1D,0.860µm
Q = πQ

µ0F0
).

The Sun is to the left side of the domain with SAA = 0o. To avoid confusion, the

same SAA = 0o has been used throughout the study unless specifically mentioned

otherwise. In this particular case, SZA set to be 40 degrees. Panel (a), (f), (k),

and (p) are the native-resolution (Table 2.1) R1D,0.860µm
Q simulations from MSCART

for DYCOMS-II, RICO, ATEX-clean, and ATEX-polluted LES cases respectively.

The remaining panels of each row show the coarse-resolution images which are gen-

erated by computing the moving average of the native-resolution simulations with

2D square footprints that have different spatial resolutions. These coarse resolu-

tion images have been used to simulate the polarimetric observations with different

spatial resolutions for study the 3D effects as the spatial resolution varies. (Sec-

tion 4.2 discusses the purpose of using moving-averaged coarse-resolution images

and their differences and similarities compared to the simple-average images). Over

the cloud-free (or thin cloud) regions, a weak polarized signal can be observed rela-

tive to the optically thick regions. It is important to notice that, as the horizontal
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resolution of the footprint increases, the magnitude of polarized reflectance appears

to be decreased, especially when predominant cloud-free parts exist in the footprint.

However, the polarimetric retrievals exploit the angular pattern of the polarized

reflectance rather than the absolute magnitude. Thus, having smaller polarized

reflectance along a particular direction does not necessarily indicate less-reliable

retrievals.

Figure 5.1: Panel (a),(f),(k), and (p) are the simulated 0.860 µm 1D polarized

reflectances (πQ/µ0/F0) of DYCOMS-II, RICO, ATEX-clean and ATEX-polluted

cases respectively in the native resolution. Each coarse resolution image was pro-

duced by taking the moving average of a 2D square footprint on the native resolution

image. The resolution of the footprint is indicated in the title of each panel. Sun is

to the left at SZA = 40o

We select a few points form the LES cases for more in-depth analysis. The
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angular pattern of the geometrically corrected polarized reflectance R∗p(ΘS) (Equa-

tion 1.2.2) for points indicated by the red circles in Figure 5.1 are shown in Figure 5.2

for each LES case. If the domain is overcast like DYCOMS-II and ATEX-polluted

cases, it is highly unlikely to contain cloud-free pixels inside the considering foot-

print. In such situations, the angular pattern of R∗p(ΘS) in the primary bow region

is almost invariant for varying footprint size as shown in Figure 5.2 (a) and (d).

If the domain contains a significant fraction of cloud-free regions as in the RICO

case (Figure 2.5(f)), the angular pattern of R∗p(ΘS) has been significantly impacted

as the resolution of the footprint increases, especially in the primary bow region

(Figure 5.2(b)).

Figure 5.2: The angular pattern of the simulated 0.860 µm 1D polarized reflectance

for the points indicated in Figure 5.1. The curves in (a),(b),(c) and (d) are corre-

sponded to the red circles marked in 5.1 (a-e), (f-j), (k-o) and (p-t) for DYCOMS-II,

RICO, ATEX-clean and ATEX-polluted cases respectively.
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Figure 5.3 is the same figure as Figure 5.2 but from 3D radiative transfer simu-

lations. In contrast to Figure 5.2(a), the angular features of R∗p(ΘS) in Figure 5.3(a)

vary as footprint gets coarse, thus could have implications for underlying polarimet-

ric retrievals. For an example, in Figure 5.3(a), the intensity of the supernumerary

bow increases as the resolution of the footprint increases which would be interpreted

as a CEV increase. This implies 1D and 3D radiative assumptions might lead us to

different conclusions.

Figure 5.3: The angular pattern of the simulated 3D polarized reflectance for the

points indicated in Figure 5.1. The curves in (a),(b),(c) and (d) are corresponded

to the red circles marked in 5.1 (a-e), (f-j), (k-o) and (p-t) for DYCOMS-II, RICO,

ATEX-clean and ATEX-polluted cases respectively.

From the retrieval technique’s perspective, the variation of R∗p(ΘS) can be in-

terpreted as cloud microphysics variability. Therefore, it is important to understand

how far the other factors than the cloud microphysical variability can change the
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angular features of R∗p(ΘS). For example, all the polarized reflectances that are

shown in Section 5.2 are for 40o solar zenith angle. Under 3D radiative transfer,

different solar zenith angles might change R∗p(ΘS) differently. In addition to SZA,

averaging over different horizontal footprints can also perturb the “true” angular

features of R∗p(ΘS) correspond to the actual cloud microphysics. Both variability in

R∗p(ΘS) due to the varying SZA and footprint resolution will be mixed with actual

microphysical variability. Therefore, in practice, it is much easier to first investigate

whether varying SZA and horizontal footprint could cause retrieval biases under 1D

radiative transfer assumptions and later compare with the results under 3D radiative

transfer.

5.3 Polarimetric retrievals under 1D radiative transfer

Polarimetric retrievals use the angular pattern of R∗p(ΘS) to retrieve CER and

CEV. The angular features of R∗p(ΘS) is, on one hand, connected to the actual cloud

microphysics, but on the other hand also influenced by both scattering geometry

and the horizontal resolution of the footprint. Before investigating the 3D radia-

tive transfer effects, this section investigates whether the 1D polarimetric retrievals

are influenced by the solar zenith angle and horizontal resolution variability. The

first and second rows of Figure 5.4 show the polarimetric CER (rpol.,1De ) and CEV

(vpol.,1De ) retrievals of each LES case respectively. VW-COT cloud mask (the second

row of Figure 2.5) has been applied to mask the columns with vertically-weighted

COT less than 0.1. The third row shows the corresponding R2 value of the under-
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lying parametric curve-fitting. Significantly large R2(' 0.95) values indicate all the

observed R∗p patterns being converged to a particular P12 pattern in the library with

sufficient accuracy. However large R2 values can not necessarily indicate whether

the retrieved values are physically reasonable or not. In contrast to observational

studies that do not have a straight forward way to compare the retrieved properties

with the actual physics, a simulation-based study can asses the underlying retrieval

technique relative to more reasonable reference cloud properties.

(i) DYCOMS-II (ii) RICO (iii) ATEX(clean) (iv) ATEX(polluted)

Figure 5.4: Polarimetric retrievals for each LES case in the native resolution based

on 1D RT. Panel (a),(b) and (c) of each column are corresponded to CER, CEV and

R2 of the underlying parametric curve-fitting.(SZA=40o, VW-COT cloud mask)

Figure 5.5(ii) compares the polarimetric retrievals (rpol.,1De and vpol.,1De ) of

DYCOMS-II case (shown in Figure 5.4(i)) with the corresponding vertically-weighted

retrievals (rvwe and vvwe ). A strong correlation exists between rpol.,1De and rvwe with

a domain mean absolute bias (〈|rpol.,1De − rvwe |〉) within fractions of micron. The
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r-value of the rpol.,1De vs. rvwe correlations in this particular geometry (SZA=40o) is

0.976. The ATEX-clean and polluted cases both have a high r-values 0.913 and 0.952

respectively for rpol.,1De vs. rvwe correlations. However, for the RICO case, r-value

of the rpol.,1De vs. rvwe correlation is only 0.08, which is significantly lower than the

other cases. Moreover the mean absolute bias between rpol.,1De and rvwe is more than

3 µm and a significant amount of pixels appears to have rpol.,1De = 30µm as depicted

in Figure 5.6(ii)(b). The most obvious reason for this rpol.,1De = 30µm cluster is the

30 microns upper limit of the P12 library. All the R∗p(ΘS) patterns correspond to

CER > 30µm are being converged to the last bin of the library. Moreover, these

large rpol.,1De in Figure 5.6(ii) (a) and (b) are mostly associated with vpol.,1De > 0.2

retrievals. Since the supernumerary bow feature vanishes as CEV gets large (Fig-

ure 1.6), polarimetric retrieval technique does not sensitive to the size distributions

with large CEV. Therefore, another cloud mask is used which filters vpol,1De greater

than 0.2 (see Section 2.5 for detailed descriptions on cloud masks).

In the DYCOMS-II case, vpol.,1De vs. vvwe correlation shows a similar behavior

as the rpol.,1De vs. rvwe correlation (Figure 5.5(ii)(d)). The mean absolute biases

between rpol.,1De and rvwe retrievals are 0.006 with r-value 0.87 at SZA = 40o. In the

RICO case, the correlation between vpol.,1De and vvwe retrievals has 0.076 absolute bias

with a low 0.297 r-value. However, if we use CEV-fil cloud mask (Figure 2.7(b))

that removes vpol.,1De > 0.2 pixels, the mean absolute bias becomes 0.023 with a

much higher 0.609 r-value. In contrast to the comparisons of CER retrievals for the

RICO case in Figure 5.6(ii)(b), a significant fraction of polarimetric CEV retrievals

in Figure 5.6(ii)(d) appears to have slight positive systematic bias with respect to
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the vertically-weighted CEV retrievals. In native resolution retrievals, such a CEV

systematic bias only exist in the RICO case.

5.3.1 Solar zenith angle dependence of the retrieval bias

Except for the biases due to the CEV greater than 0.2 PSDs, the polarimetric

retrievals reasonably agree with the vertically-weighted retrievals under 1D radiative

transfer assumption for moderate solar zenith angles (SZA = 40o). In 3D radiative

transfer, low solar geometries are favorable to horizontal photon transfer than the

overhead sun. Before considering the retrievals under 3D radiative transfer, it is

important to confirm whether the solar zenith angle variability could cause biases

between 1D-polarimetric retrievals and vertically-weighted retrievals.
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(i) SZA = 20o (ii) SZA = 40o (iii) SZA = 60o

Figure 5.5: Comparisons of polarimetric retrievals against vertically-weighted pseudo retrievals for DYCOMS-II case at (i)

SZA = 20o, (ii) SZA = 40o and (iii) SZA = 60o. Colorbar of the joint histograms is the percentage of counts on a logarithmic

scale. < x > and < |x| > are the mean bias and mean absolute bias respectively. Sun is to the left side of the domain. VW-COT

cloud mask have been used.
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Figure 5.5 shows rpol.,1De vs. rvwe correlations for the DYCOMS-II case at (i)

20o, (ii) 40o and (iii) 60o solar zenith angles. Figure 5.5(i)(a) is the difference between

polarimetric (rpol.,1De ) and vertically-weighted (rvwe ) CER retrievals for DYCOMS-

II case at solar zenith angle 20 degrees. Panel (b) in Figure 5.5(i) is the joint

histogram of rpol.,1De against rvwe for SZA=20o. Panel (c) and (d) are the biases

between polarimetric CEV retrievals (vpol.,1De ) with respect to the vertically-weighted

CEV retrievals (vvwe ) and the joint histogram of vpol.,1De against vvwe respectively.

Figure 5.5 (ii) and (iii) are the same comparisons except for solar zenith angle 40

and 60 degrees respectively. Each corresponding panel of Figure 5.5(i), (ii) and (iii)

do not show any prominent differences among each other. Table 5.1 summarizes the

bias statistics computed for each case for varying SZA (Note that the computations

in the table are based on CEV-fil cloud mask while the VW-COT cloud mask has

been used in Figure 5.5. The difference due to the cloud mask is negligible for the

DYCOMS-II case). For DYCOMS-II case, the mean absolute biases between rpol.,1De

and rvwe are 0.28, 0.28, and 0.27 µm for SZA 20, 40 and 60 degrees respectively. The

predicted gradients of the regression lines are 1.02, 1.03 and 1.04 for SZA 20, 40 and

60 degrees respectively. Thus, clearly, both CER and CEV polarimetric retrievals

are closely correlated with the corresponding vertically weighted retrievals in the

DYCOMS-II case regardless the SZA variation.
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(i) SZA = 20o (ii) SZA = 40o (iii) SZA = 60o

Figure 5.6: The comparisons of polarimetric retrievals against vertically-weighted pseudo retrievals for RICO case at (i) SZA =

20o, (ii) SZA = 40o and (iii) SZA = 60o under 1D radiative transfer assumption. Colorbars of the joint histograms are the

percentage of counts on a logarithmic scale. < x > and < |x| > are the mean bias and mean absolute bias respectively.
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Among the four LES cases, RICO case has a broad DSD (large CEV) with

considerable amount of large droplets. Figure 5.6 analyzes the CER and CEV biases

between the polarimetric and vertically-weighted retrievals of the RICO case with

VW-COT cloud mask (i.e. all the pixels with τ vw > 0.1 are included). The bias

between rpol.,1De and rvwe has large values (3.21, 3.15, and 3.02 µm for SZA = 20, 40

and 60 degrees) for the RICO case in all geometries as depicted in Figure 5.6. In all

the other cases, CER bias between the retrievals and the vertically-weighted prop-

erties are less than 1 µm for all the geometries compared to > 3µ in the RICO case.

Similar to CER biases, the RICO case has the highest mean bias 〈|vpol.,1De − vpol.,vwe |〉

(0.077, 0.076, and 0.074 for SZA = 20, 40, and 60 respectively) compared to the

other cases (. 0.03). The biases with VW-COT cloud mask (which includes all the

pixels that have COT greater than 0.1) provides a general picture of how well the

ideal polarimetric retrievals under 1D RT agree with the corresponding reference

cloud properties in different cloud regimes. However, for the DSDs with large CEV,

the supernumerary bow features of the R∗p(ΘS) dissapears, thus the polarimetric re-

trievals are not reliable anymore. MA-fil cloud mask (Section 2.5) is used to ignore

the pixels that have rpol.,1De > 0.2 in addition to removing the pixels that have been

influeced by the parallax effect (Section 2.5). Such a subset will be helpful to further

investigate the biases due to the other effects than the vpol.,1De > 0.2 and parallax

effects. Even though using CEV-fil cloud mask does not impact the LES cases that

have strongly mono-dispersed (large CEV) DSD with relatively small droplets (ex.

DYCOMS-II and ATEX-polluted), it ignores considerable number of cloudy pixels

when the cloud has large droplets with small CEVs (ex. RICO and ATEX-clean).
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Even with the large biases that we discussed, in general, , behaviors of both rpol.,1De

vs. rvwe and vpol,1De vs. vvwe correlations in Figure 5.5 and Figure 5.6 do not show sig-

nificant variability as SZA varies for both DYCOMS-II and RICO cases. Knowing

the existence of these biases under 1D RT assumption is helpful to eliminate them

in the 3D effect analysis.

Table 5.1: Statistical quantities of the retrieval biases between 1D-polarimetric CER

retrievals (rpol.,1De ) and vertically-weighted CER (rvwe ) for varying solar zenith angle.

µ and σ are the mean bias (〈rpol.,1De − rvwe 〉) and standard deviation respectively.

µ∗ and σ∗ are the mean absolute bias (〈|rpol.,1De − rvwe |〉) and standard deviation

respectively. rms is the root-mean-square bias. β1, β0, β
std.
1 and r-value are the

slope, intercept, variability of slope and the correlation coefficient of rpol.,1De vs. rvwe

linear regression (Appendix A). CEV-fil cloud mask has been used.

case SZA µ σ µ∗ σ∗ rms β1 β0 r value βstd.1

ATEXc 20 -0.27 1.02 0.53 0.91 1.05 0.93 1.07 0.83 0.01

ATEXc 40 -0.14 0.54 0.44 0.34 0.55 1.02 -0.57 0.96 0.00

ATEXc 60 -0.04 0.73 0.47 0.56 0.73 1.01 -0.19 0.95 0.00

ATEXp 20 -0.00 0.23 0.18 0.14 0.23 1.05 -0.41 0.95 0.00

ATEXp 40 0.00 0.25 0.19 0.16 0.25 1.05 -0.38 0.94 0.00

ATEXp 60 0.00 0.26 0.20 0.17 0.26 1.04 -0.29 0.95 0.00

DYCOMS2 20 -0.24 0.22 0.28 0.15 0.32 1.02 -0.60 0.97 0.00

DYCOMS2 40 -0.22 0.23 0.28 0.16 0.32 1.03 -0.68 0.97 0.00

DYCOMS2 60 -0.19 0.26 0.27 0.17 0.32 1.04 -0.80 0.97 0.00

RICO 20 0.59 1.53 1.10 1.22 1.64 1.25 -4.50 0.92 0.01

RICO 40 0.50 1.43 1.02 1.13 1.52 1.21 -3.56 0.93 0.01

RICO 60 -0.08 4.42 1.34 4.22 4.42 0.49 9.94 0.70 0.01
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Table 5.1 shows the bias-statistics of rpol.,1De vs. rvwe comparisons in the native

resolution as SZA varies . MA-fil cloud mask has been applied to filter the retrieval

biases due to the parallax effect and vpol.,1De > 0.2 retrievals. For the RICO case, in

contrast to ∼ 3µm mean absolute bias as observed in Figure 5.6 (i)(b),(ii)(b) and

(iii)(b) with VW-COT cloud mask, with MA-fil cloud mask, the mean absolute bias

is ∼ 1µm for all SZAs. In addition to the RICO case, ATEX-clean case which also

has a significant population of large droplets and large CEV values, also exhibits a

same behavior. With the VW-COT mask, for the ATEX-clean case, the comparisons

of rpol.,1De vs. rvwe have 0.71, 0.63, and 0.60 µm absolute CER mean biases for 20,

40, and 60 degrees SZAs respectively. Those values have been dropped to 0.53, 0.44

and 0.47 respectively in Table 5.1 where the CEV-fil cloud mask has been used.

Except in the RICO case, the mean absolute bias between rpol.,1De vs. rvwe is

less than 1/2µm. Moreover, the r-values of the linear regression between rpol.,1De

vs. rvwe are larger than 0.9 for all cases in all geometries except DYCOMS-II at

20 SZA (0.83) and RICO at 60 SZA. In summary, under 1D RT assumption rpol.,1De

reasonably agree with rvwe for all the cases without a significant variability due to the

SZA variation. When the cloud consists of mono-disperse DSDs with small cloud

droplets (ex. DYCOMS-II and ATEX-polluted case), rpol.,1De retrievals accurately

represent the reference cloud microphysics. When the cloud has many large droplets

with a broad DSD (ex. RICO and ATEX-clean), the polarimetric retrievals where

CEV > 0.2 becomes less-reliable because supernumerary bow features in P12(ΘS)

angular pattern vanishes as CEV increases.
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5.3.2 Horizontal resolution dependence of the retrieval bias

In practice, usually, polarimetric cloud retrievals are performed within sev-

eral hundred meters to 1km resolution from airborne sensors like RSP (Alexandrov

et al., 2016) and airHARP (Mcbride et al., 2019). From space-borne sensors, the

horizontal resolution of the polarimetric cloud retrievals could be even more than

100 kilometers. For an instance, even though POLDER has polarimetric measure-

ments of 6km2 pixel-resolution, polarimetric cloud retrievals have been performed

by averaging over 150km2 footprint to sample the complete cloud-bow scattering an-

gle range (Bréon and Doutriaux-boucher, 2005). Hopefully, spaceborne polarimeters

like HARP CubeSat and HARP2 will be able to perform retrievals within several km

resolution (Mcbride et al., 2019). Therefore, understanding how the horizontal aver-

aging cause biases in polarimetric retrievals will be helpful to better understand the

future polarimetric cloud property retrievals. In this study, we expect to investigate

the influence of horizontal resolution and SZA, specifically for 3D radiative trans-

fer effects in polarimetric retrievals. Before we move on to 3D radiative transfer,

this section investigates how the polarimetric retrievals comparable with underlying

reference cloud microphysics under 1D RT assumption as the horizontal resolution

varies.

All the LES cases other than the RICO case has 50 m native resolution. The

native resolution of the RICO case is 100 m. Radiative transfer simulations are

performed in the native resolution of each LES case using MSCART to obtain cor-

responding radiance fields. Figure 5.1 (a),(f),(k), and (p) are the simulated radiance
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fields from MSCART in the native resolution for DYCOMS-II, RICO, ATEX-clean

and ATEX-polluted cases respectively at SZA = 40o. To obtain 0.1km-resolution

radiance fields for DYCOMS-II, ATEX-clean, and ATEX-polluted cases, the mov-

ing average of a 100-by-100 meter footprint (equivalent to 2-by-2 pixel array) have

been computed over the native-resolution image. Corresponding 0.1km-resolution

radiance fields are shown in Figure 5.1 (b), (l) and (q). Similarly, the radiance

fields equivalent to 0.5, 1.0, and 5.0 km resolutions are obtained by computing the

moving average of 10-by-10, 20-by-20, and 100-by-100 pixel arrays on top of the

native resolution radiance field respectively. In the RICO case, since the native

resolution is different from the other three cases, 0.5, 1.0, 2.0, and 5.0 km coarse-

resolution radiance fields are obtained by computing the moving average of 5-by-5,

10-by-10, 20-by-20, and 100-by-100 pixel arrays over the native-resolution radiance

field respectively.

We note that the moving average leads to strong smoothing effects as a result

of two adjacent pixels that are highly correlated because they are computed based on

very similar populations of high-resolution pixels. In addition to the moving average,

we have also performed a “simple” averaging based on the independent sampling

of high-resolution pixels. Figure 5.7 shows the LES cases based on independent

“simple” averaging. Clearly, the simple averaging reduces the number of pixels as

the resolution becomes coarse. At 5km-resolution, each LES case has only 4 (1 in

the RICO case) pixels. This makes the visualization very difficult, therefore, we

choose to plot the results using the moving average. But in the statistical analysis

we include the results from both moving and simple averages to ensure that the two

115



ways of obtaining coarse resolution observations lead to consistent results and the

same conclusion.
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Figure 5.7: Simulated 0.860µm polarized reflectances from MSCART in the native

resolution and corresponding coarse-resolution images. Panel (a),(f),(k), and (p)

are the simulated 0.860 µm 1D polarized reflectances (πQ/µ0/F0) of DYCOMS-II,

RICO, ATEX-clean and ATEX-polluted cases respectively in the native resolution.

Each coarse resolution image was produced by taking the simple average of a 2D

square footprint on the native resolution image. The resolution of the footprint is

indicated in the title of each panel. Sun is to the left at SZA = 40o
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(i) Native (100m) (ii) 0.5km (iii) 1.0km (iv) 2.0km (v) 5km

Figure 5.8: Polarimetric retrievals of RICO case for different resolutions under 1D radiative transfer assumption. Panel (a),(b),

and (c) of each column correspond to CER, CEV, and R2 of the underlying parametric curve-fitting. (The Sun is to the left.

SZA=60o, VW-COT cloud mask has been used)
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The a-panels in Figure 5.8 (i-v) show rpol.,1De in 0.1 (native), 0.5, 1.0, 2.0, and

5.0 km resolutions respectively. The b-panels in (i-v) are vpol.,1De for 0.1 (native), 0.5,

1.0, 2.0, and 5.0 km resolutions respectively. When implementing the polarimetric

retrievals, each resolution radiance image has been treated as separate “satellite

image”. That is, for a particular resolution, all the retrievals, comparisons and

computations are performed to mimic the realistic observational scenario.

The gray regions of the c-panels in Figure 5.8 (i-v) correspond to the pixels

that have been omitted by the VW-COT cloud mask. It is important to note

that the VW-COT cloud mask can be different for each resolution. The pixels of

the considering resolution that have vertically-weighted COT smaller than 0.1 have

been masked by the VW-COT cloud mask and hence shown in gray in the c-panels

of Figure 5.8(i-v). The pixels that are shown in blue in the c-panels of Figure 5.8(i-v)

indicate when the underlying curve-fitting of the polarimetric retrieval do not find

a particular P12(ΘS) pattern in the library that has a reasonably large R2 value.

Therefore the gray-pixels in (a) and (b) panels of Figure 5.8(i-v) correspond to

both blue (due to bad curve-fittings) and gray (cloud mask) pixels in each c-panel.

However, it is important to emphasize that having reasonably large R2 values does

not necessarily indicate successful or physically reasonable polarimetric retrievals.

Section 5.4 discusses the physical science basis of potential instances where the

polarimetric retrievals could mathematically converge to physically unreasonable

values.

When the polarized signal is averaged over a larger footprint, small-scale mi-

crophysical variation disappears and the retrievals become more horizontally homo-

119



(i) Native resolution (50m) (ii) 1km resolution

Figure 5.9: Comparisons of polarimetric retrievals against vertically-weighted

pseudo retrievals for DYCOMS-II case at SZA = 60o in (i) 50m resolution (native)

and (ii) 1km resolution. The color bar of the joint histograms is the percentage of

counts on a logarithmic scale. < x > and < |x| > are the mean bias and mean

absolute bias respectively (refer to Appendix A for definitions).

geneous. This behavior can be observed in both rpol.,1De and vpol.,1De retrievals in

Figure 5.8. As the horizontal resolution increases, the magnitude of vpol.,1De becomes

larger than 0.2 in a large part of the domain. This has strong influence on the

reliability of the polarimetric retrievals because the supernumerary bow features of

P12(ΘS) disappears when CEV becomes large (Figure 1.6).

In addition to the retrieval failures due to the CEV > 0.2 PSDs, in realistic

3D RT, the parallax effect also causes biases in the polarimetric retrievals which is

discussed in detail in Section 5.4.1. MA-fil cloud mask is introduced (Section 2.5) to

filter the pixels that have been influenced by large CEV-values and the parallax effect

at the cloud edges to investigate the unknown biases due to the 3D effects. In this
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section, we temporarily ignore the 3D nature of radiative transfer and assume 1D

RT assumption to investigate how the varying horizontal resolution of the footprint

influences the polarimetric retrievals of cloud properties. Figure 5.9 (i) and (ii)

compares polarimetric and vertically-weighted retrievals of the DYCOMS-II case at

50m (native) and 1km resolutions respectively at SZA = 60o. In Figure 5.9(i)(b)

we can see that the mean absolute bias between rpol.,1De and rvwe is low as ∼ 0.269

in 50m resolution and further reduces as horizontal resolution increases to 1km in

Figure 5.9(ii)(b). The CEV retrieval biases also have similar behavior as shown in

the d-panels of Figure 5.9(i) and (ii), which is low in general and further reduces as

the horizontal resolution of the footprint increases from 50m to 1km.

DYCOMS-II case has horizontally homogeneous cloud microphysics compared

to the other LES cases. Figure 5.10 summarizes the variation of mean bias and mean

absolute bias of polarimetric retrievals relative to the vertically-weighted cloud prop-

erties as the horizontal resolution of the footprint varies. Underlying RT simulations

are from 1D RT simulations at SZA = 40o. MA-fil cloud mask is used to filter

the retrievals that have been influenced by the parallax effect and vpol.,1De > 0.2

retrievals. Panel (a) shows the variation of the mean CER bias between polari-

metric and vertically-weighted retrievals as the horizontal resolution increases from

the native resolution to 5km. The mean CER bias between the retrievals and the

vertically-weighted properties under 1D RT assumption only varies in fractions of

microns as the resolution varies. Except the RICO case, mean absolute bias be-

tween rpol.,1De vs. rvwe of all the other LES cases (Figure 5.10(b)) are less than 1 µm.

When the resolution varies from 50 m to 1.0 km, the mean absolute bias gradually
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Figure 5.10: Mean bias (〈rpol.,1De − rvwe 〉) and mean absolute bias (〈|rpol.,1De − rvwe |〉)

of CER retrievals vs. horizontal resolution are shown in panel (a) and (b) respec-

tively. Panel (c) and (d) are the mean bias (〈vpol.,1De − vvwe 〉) and mean absolute

bias (〈|vpol.,1De − vvwe |〉) of CEV retrievals vs. horizontal resolution of the footprint.

SZA = 40o. MA-fil cloud mask (Section 2.5) have been used.

decreases. This could be a result of smoothing the fine microphysical variabilities

in the domain due to the horizontal averaging.

In Figure 5.10, the RICO case does not show any results for the resolutions

greater than 2.0 km. In those resolutions, all the pixels either have vpol.,1De > 0.2

retrievals, or have been influenced by the parallax effects at the cloud edges. The in-

fluence of parallax effects that happen at the cloud edges is discussed in Section 5.4.1.

In general, polarimetric retrievals become less reliable when the footprint of the po-

larized signal has predominantly covered by cloud-free regions. In other words,
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polarimetric retrievals become less reliable when the scene is dominated by broken

cloud fields. In the RICO case, when the footprint becomes large, the polarized

signal has been averaged over more broken cloud fields. Hence, as the horizontal

resolution increases, the difference between rpol.,1De and rvwe increases, and eventu-

ally, all the retrievals have been filtered due to the unreliable retrievals that cause

by either vpol.,1De > 0.2 retrievals or parallax effect at the cloud edges.

(i) Native resolution (100m) (ii) 1km resolution

Figure 5.11: Comparisons of the polarimetric retrievals against the vertically-

weighted pseudo retrievals of the RICO case at SZA = 60o under 1D radiative

transfer assumption for (i) native resolution and (ii) 1km resolution. MA-fil cloud

mask has been used. Colorbar of the joint histograms is the percentage of counts

on a logarithmic scale. < x > and < |x| > are the mean bias and mean absolute

bias respectively (see Appendix A for bias-statistic definitions). The Sun is to the

left side of the domain.

Figure 5.11 (i) compares the polarimetric and vertically-weighted retrievals for

the RICO case at the native resolution after masking the values based on MA-fil
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cloud mask. The retrievals correspond to high vpol.,1De (> 0.2) values that appear in

Figure 5.8(i)(b) with VW-COT cloud mask are filtered, and remaining more reliable

rpol.,1De and vpol.,1De results are compared with the corresponding vertically-weighted

retrievals in Figure 5.11 (i) (b) and (d) respectively. Unlike the other cases, even

after filtering the biases due to the vpol.,1De > 0.2 and the parallax effects at the

cloud edges, the RICO case has more than 1µm absolute CER bias between the

polarimetric and vertically-weighted CER retrievals under 1D RT assumption. Sim-

ilarly, CEV retrievals of the RICO case has the highest bias of 0.0255 compared to

0.006, 0.018, 0.022 mean absolute biases for DYCOMS-II, ATEXc, and ATEXp. As

the resolution increases from 100m (native ) to 1km, mean absolute bias between

two CER retrievals for RICO case increases from 1.33 µm (Figure 5.11 (i)(b)) to

2.37 µm (Figure 5.11(ii)(b)). The mean absolute bias of CEV also increases as res-

olution increases from native to 1km resolution. In summary, the different behavior

in the RICO case compared to the other cases potentially due to the existence of

the predominant cloud-free region of the considering footprint.

Unless the domain consists with broken clouds that contain “holes” inside the

footprint like in the RICO case, under 1D RT assumption, the polarimetric retrievals

agree with the corresponding vertically-weighted retrievals with the mean absolute

bias of CER less than 1 micron and the mean absolute bias of CEV less than 0.025.

In the majority of cases that we discussed in this section, the polarimetric retrievals

under 1D RT assumption reasonably agree with the vertically-weighted retrievals.

Section 5.6 and 5.7 summarizes how the polarimetric retrievals under 3D radiative

transfer comparable with respect to the vertically-weighted retrievals. Before that,
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the next section (Section 5.4) discusses three main effects that we can observe in

the polarimetric retrievals due to the 3D nature of radiative transfer that has been

ignored by the 1D RT assumption.

5.4 3D radiative transfer effects

Compared to the numerous studies that have investigated the 3D radiative

effects of the bi-spectral retrievals (Várnai and Marshak, 2002, 2001; Marshak and

Davis, 2005; Marshak et al., 2006; Zhang et al., 2012), the 3D radiative effects of the

polarimetric retrievals have been poorly investigated. Since the main contribution

to the polarmetric reflectance comes from the singly-scattered photons, it is gener-

ally considered that the polarimetric retrievals have been minimally affected by the

multiple scattering. Therefore, unlike bi-spectral retrieval that relies on the total

reflectance where the multiple scattering plays a crucial role, polarimetric retrievals

are usually assumed to be minimally influenced by 3D RT effects. However, these

assumptions are not sufficiently tested in the literature. This section presents poten-

tial 3D RT effects that can cause biases in the polarimetric retrievals and explains

the physical science basis of those biases.

5.4.1 Parallax effect at the cloud edges

Two reflectance measurements registered to a single-pixel but with different

viewing angles have different lines of sights, hence effectively looking at different

regions of the cloud. This is known as the “parallax effect” in cloud remote sens-
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ing. The bi-spectral retrievals are based on a pair of total reflectance measurements

that have been measured from the same viewing geometry. Therefore the VNIR

and SWIR reflectance pair that used in the bi-spectral retrievals have the same

line of sight, despite the possibility of retrieved cloud properties belong to different

regions of the cloud than the registered pixel. In other words, even though the

bi-spectral retrievals can be influenced by the parallax effect, they do not use mea-

surements from different lines of sight to obtain a particular pair of CER and COT

retrievals. In contrast to the bi-spectral retrievals, polarimetric retrievals depend

on the multi-angular measurements. Therefore, a single pair of CER and CEV po-

larimetric retrieval requires the measurements from different viewing angles, hence

from different lines of sight. However, no comprehensive investigations have done to

assess and understand the potential uncertainties in the polarimetric retrievals due

to the parallax effects. The objective of this section is to fill this gap.

Figure 5.12 compares the 1D-polarimetric and vertically-weighted retrievals of

the RICO case at SZA = 60o and SZA = 20o. COT-VW cloud mask has been

imposed to include all the pixels that have vertically-weighted COT greater than

0.1. The b-panels of Figure 5.12(i) and (ii) are the joint histograms of rpol.,1De and

rvwe . Strong positive and negative biases (rpol.,1De −rvwe ) exist in both SZA = 20o and

SZA = 60o cases in panel (i)(b) and (ii)(b) respectively. Figure 5.12 (a) and (b) show

the spatial locations of these strong positive and negative baiases for SZA = 60o and

SZA = 40o respectively. The Sun is to the left side of the domain. When SZA = 60o

((i)(a)), strong negative biases exist at the shadowing edges (edges to the right) of

the cloud. When SZA = 20o ((i)(b)), we can also observe strong negative biases
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(i) SZA=60 (ii) SZA=20

Figure 5.12: Comparisons of the polarimetric retrievals against the vertically-

weighted pseudo retrievals of the RICO case at (i) SZA = 60o and (ii) SZA = 20o

under 1D radiative transfer assumption at the native resolution. Colorbar of the

joint histograms is the percentage of counts on a logarithmic scale. < x > and

< |x| > are the mean bias and mean absolute bias respectively. The Sun is to the

left side of the domain. VW-COT cloud mask has been used to mask the cloud-free

region.

but at the illuminating side. The positive biases also follow a similar spatial pattern

depending on the solar geometry but less-significant compared to the negative biases.

To illustrate how parallax effect can lead to strong polarimetric retrieval bias, we

selected two cloud-edge points ‘A’ and ‘B’ with large and opposite bias. The vertical

cross-sections along the y-axis of point ‘A’ and ‘B’ in Figure 5.12(i)(a) are shown in

Figure 5.13(i) and Figure 5.14(i) respectively.

The green line in Figure 5.13(i) is the line of sight of the polarized reflectance

correspond to the primary-bow (ΘS ∼ 140) at point ‘A’ in Figure 5.12(i)(a) when

127



(i) LES crossection (ii) SZA = 20o

(iii) SZA = 40o (iv) SZA = 60o

Figure 5.13: Point ‘A’. Illustration of the parallax effect at the illuminating edge

of the cloud using the RICO case. Panel (i) shows the vertical cross-section of the

3D LES domain correspond to the point ‘A’ in Figure 5.12(i)(a. The red, cyan

and green lines in panel (i) correspond to the apparent primary-bow lines of sight

at SZA = 20o, SZA = 40o, and SZA = 60o respectively. Panel (ii), (iii) and (iv)

are the observed angular pattern of the geometrically-corrected polarized reflectance

(R∗p(ΘS)) correspond to red, cyan and green primary-bow lines of sight respectively.

SZA = 60o. This green line intercepts with the non-zero COT part of the cloud.

Therefore, when SZA = 60o, the cloud-bow angular pattern (R∗p(ΘS)) correspond

to point ‘A’ in Figure 5.12(i)(a) has a clear primary bow feature as shown in Fig-

ure 5.13(iv). Existing the primary-bow feature in the cloud bow region confirms

that the polarized reflectance has been measured from a cloud-target. The cyan

128



line in Figure 5.13(i) corresponds to the apparent primary-bow line of sight of the

polarized reflectance measurement when SZA = 40o. As shown in Figure 5.13(iii),

the cloud-bow feature exists in R∗p(ΘS) in this case too which confirms that the

polarized signal comes from a cloud. In contrast to both SZA = 60o and 40o, when

SZA = 20o, the apparent cloud-bow line of sight (red line) in Figure 5.13(i) clearly

goes through a cloud-free part and hence in Figure 5.13(ii), we can not observe

the cloud-bow features in R∗p(ΘS). Therefore, the CER-retrieval correspond to the

R∗p(ΘS) pattern in Figure 5.13(ii) is physically meaningless and exhibits a strong

negative bias relative to the corresponding vertically-weighted retrievals as observed

at point ‘A’ in Figure 5.12(ii).

The same phenomenon occurs at the shadowing edge-pixels like point ‘B’ of

the cloud in Figure 5.12. The apparent primary-bow line of sight at SZA = 60o that

goes through a cloud-free region (the green line in Figure 5.14(i)) gives physically

unreasonable CER-retrievals which causes strong negative bias between rpol.,3De and

rvwe (point B in Figure 5.12(i)(a)). In contrast to SZA = 60o case, at SZA = 20o,

the apparent primary-bow line of sight actually goes through the cloud (the red line

in Figure 5.14(i)) and consequently gives cloud-bow features in R∗p(ΘS) as shown

in Figure 5.14(ii). Therefore, the strong negative biases in point B (and similar

pixels along the shadowing edge) in Figure 5.12(i)(a) at SZA = 60o do not exist in

Figure 5.12(ii)(a) at SZA = 20o.
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(i) cloud edge (ii) red

(iii) blue (iv) green

Figure 5.14: Point ‘B’. Illustration of the parallax effect at the shadowing cloud edge.

Panel (i) shows the vertical cross-section of the 3D LES domain correspond to the

point ‘B’ indicated in Figure 5.12(i)(a) and (ii)(a). Red, cyan, and green lines in the

panel (i) correspond to the apparent cloud-bow line of sight at SZA = 20o, SZA =

40o, and SZA = 60o respectively. Panel (ii), (iii) and (iv) are the observed angular

pattern of the geometrically-corrected polarized reflectance (R∗p(ΘS)) correspond to

red, cyan and green lines respectively.

5.4.1.1 Multi-angular cloud mask

Since the polarimetric retrievals depend on multi-angular observations to re-

trieve a single CER-CEV pair, unavoidably, different angles that the polarized re-

flectance has been measured to obtain complete R∗p(ΘS) pattern always have dif-
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ferent lines of sight. This is due to the “parallax effect” which could occur both

at the cloud edges and in the middle of the cloud. It is practically impossible to

completely eliminate the biases due to the parallax effect. However, at the cloud

edges, when the apparent primary-bow line of sight orienting towards a cloud-free

region, corresponding retrieved CER-CEV pair do not have a physical meaning. In

order to identify and avoid such biases that occur due to the parallax effect at the

cloud edges, we use a cloud mask that only labels a “cloudy pixel” if the total re-

flectance (at 0.860 µm ) is greater than 0.02 for the complete cloud-bow scattering

angle range(135 < ΘS < 165). Since multi-angular reflectances have been used to

determine the cloudy and cloud-free pixels, we referred to this cloud mask as the

“multi-angular cloud mask” (MA cloud mask for short).

MA cloud mask misses a fraction of pixels that have been considered as “cloudy

pixels” by the VW-COT cloud mask which simply use vertically-weighted COT

threshold (τ vw > 0.1 =⇒ “cloudy pixel”) to differentiate cloudy pixels from cloud-

free pixels. Three different cloud masks that have been used throughout this study

are discussed in Section 2.5. Figure 5.15 shows the MA cloud mask of each LES

case for 1km-resolution. Since the MA cloud mask depends on the solar and viewing

geometries, a different MA cloud mask have been computed for each SZA. For an

example, the second column in Figure 5.15 is the MA cloud mask for the RICO case

at 1k-resolution. The cloudy pixels are shown in white. Panel (b), (f) and (j) are for

SZA 60o, 40o and 20o respectively. For the overcast cloud scenes such as DYCOMS-

II case, different geometries and resolutions do not cause any significant difference

in the cloud mask in contrast to the broken cloud fields. The main objective of MA
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Figure 5.15: Multi-angular (MA) cloud mask for each LES-case at 1km resolution.

Each column from left to right corresponds to DYCOMS-II, RICO, ATEX-polluted,

and ATEX-clean LES cases. Each row is for 60, 40, and 20- degree solar zenith

angles. The pixels that have VNIR total reflectance greater than 0.02 over the all

cloud-bow scattering angle space (135 < ΘS < 165) have been considered as cloud

and shown in white.

cloud mask is to mask the cloud edges where the polarimetric retrievals fail due to

the parallax effects.
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(i) VW-COT mask (ii) MA mask (iii) MA-fil mask

Figure 5.16: Comparisons of polarimetric retrievals versus the vertically-weighted retrievals by applying (i) VW-COT (ii) MA,

and (iii) MA-fil cloud mask at the native resolution for SZA = 60o. Colorbar of the joint histograms is the percentage of counts

on a logarithmic scale. < x > and < |x| > are the mean bias and mean absolute bias respectively (see Appendix A.
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Figure 5.16 uses the three different cloud masks ((i) VW-COT, (ii) MA and (iii)

MA-fil) and compare polarimetric retrievals with the vertically-weighted retrievals

for each scenario. The VW-COT cloud mask conservatively includes all the cloudy

pixels while MA cloud mask can be used to filter out the biases due to the parallax

effect at the cloud edges. Since the angular features of the cloud-bow region of the

P12(ΘS) disappears as the CEV increases (Figuere 1.6), polarimetric retrievals also

fail when CEV > 0.2. MA-fil combines MA cloud mask with a CEV < 0.2 filter

to choose the polarimetric retrievals that are neither been influenced by parallax

effects at the cloud edges and the CEV > 0.2 polarimetric retrievals.

5.4.2 Parallax effect in the middle of the cloud

When the radiance measurements have been made at a slant angle to the

normal, the parallax effect always occurs and hard to avoid completely almost every

practical situation. However, certain conditions reduce the influence of the parallax

effect than the others. Primarily, when it is possible to accurately determine the

cloud top, the biases due to the parallax effects can be significantly reduced. We

can observe this scenario in the strati-formed cloud domains such as DYCOMS-II

which has relatively minimum variability in the cloud-top altitude. Section 5.4.1

discusses how the polarimetric retrievals can be influenced by the parallax effect at

the cloud edges under certain conditions. It is relatively easy to identify when the

polarimetric retrievals fail at the cloud edges due to the parallax effects because

the zero-polarized reflectance along the primary-bow line of sight clearly indicates
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that the signal does not come from a cloud target, hence retrievals are physically

unreasonable. However, when the same phenomenon (parallax effect) happens in

the middle of the cloud, it is not easy to identify the pixels that have been influenced.

This section discusses the possibility of happening the same scenario in the middle

of the cloud with the aid of an example case.

  

(a) (b) (c)

(d)

(e)

(f) (g)

A B BA A B

A BBA

Figure 5.17: A case study to illustrate the parallax effect of the polarimetric re-

trievals in the middle of the cloud. Panel (d) and (e) are the difference between

polarimetric and vertically-weighted CER and CEV retrievals respectively for RICO

case after applying MA-fil cloud maks (SZA = 60o, native resolution). The vertical

cross-section of dτ , CER, and CEV along the horizontal dotted-line in panel (d)

and (e) are shown in panel (a), (b) and (c) respectively. Panel (f) and (g) show the

spatial variation of the normalized CER and CEV retrievals respectively from X =

8 - 10 km.
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The CER and CEV biases of polarimetric retrievals relative to the vertically-

weighted retrievals for the RICO case are shown in Figure 5.17 (d) and (e) respec-

tively. Relatively strong biases can be observed at point ‘A’ and ‘B’ in panel-d.

Figure 5.17 (a) shows the vertical cross-sections of COT along Y ∼ 5km line from

X = 8−12km in Figure 5.17 (d). Similar vertical cross-sections of the CER and CEV

profiles are shown in panel (b) and (c) respectively. The LES columns of x-locations

correspond to the point ‘A’ and ‘B’ in Figure 5.17 (d) are shown in red dashed lines

in panels a-c. The line-integral of the COT-weighted cloud microphysics along these

red-lines are equivalent to the vertically-weighted retrievals. Figure 5.17 (f) and (g)

show the variation of the normalized CER and CEV retrievals from X = 8− 10km.

The locations correspond to the point ‘A’ and ‘B’ are indicated by the black dotted

lines. The values in Figure 5.17 (d) A-B correspond to the retrieved-CER differences

between rpol.,3De (solid blue line) and rvwe (dashed red line) in panel-f. Note that the

y-axis is not the absolute value of CER but an arbitrary unit that helps to focus on

the variability of the retrieved value rather than the absolute value.

The geometry of the problem is crucial to understand the parallax effect.

In Figure 5.17 , the sun is to the left side of the domain with a 60-degrees solar

zenith angle. In this geometry, the apparent primary-bow line of sight corresponds

to the retrievals indicated by point ‘A’ and ‘B’ are shown in blue dashed lines in

panels a-c. If the primary information of the polarimetric retrievals comes from

the cloud-bow scattering angles, under 3D radiative transfer, the cloud properties

aggregated along the blue dashed lines (tilted two-way weighted retrievals) should

better comparable with the 3D-polarimetric retrievals than the vertically-weighted
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retrievals that compute the line integral of the cloud properties along the red dashed

line. This is observable in panel-f. The variation of the 3D polarimetric retrievals

(solid blue line) closely follows the variation of tilted two-way retrievals (dashed blue

line) rather than the vertically-weighted retrievals (dashed red line). In contrast to

the 3D-polarimetric retrievals, 1D retrievals are based on the RT simulations that

assume the independent pixels. In 1D RT simulations, the photons are forcibly

restricted to follow a vertical path. Therefore in Figure 5.17 (f), the retrievals that

are based on the 1D RT (red solid line) closely correlated with the vertically-weighted

retrievals (red dashed line) than the tilted two-way retrievals (blue dashed line).

Similar behavior can be observed in the CEV retrievals shown in Figure 5.17 (g).

The polarimetric CEV retrievals based on 1D RT (solid red line) resembles vertically-

weighted CEV (red dashed line) than the tilted two-way retrievals (blue dashed

line), while the 3D polarimetric CEV-retrievals closely resembles the tilted two-way

weighted CEV (blue dashed line) than the vertically-weighted CEV (red dashed

line).

In summary, similar to the parallax effects at the cloud edges, the same phe-

nomenon occurs in the inner region of the clouds which is relatively more difficult

to identify. When the domain consists of scattered cumulus clouds with significant

cloud top variability, there is a high chance to retrievals to be influenced by the

parallax effect. Moreover, the geometry of the underlying observation is crucial in

the parallax effect. If the primary-bow line of sight of the polarized reflectance

measurements makes a large angle to nadir, such retrievals are more likely to be

impacted by the parallax effects.
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5.4.3 Angular shift of the cloud-bow pattern

Polarimetric retrievals rely upon the angular signature of the polarized re-

flectance. Specifically, CER retrievals depend on the exact angular pattern of

R∗p(ΘS). When the parallax effect (or any other effect) shifts the angular pattern of

the polarimetric retrievals, in theory, the corresponding bias of the retrieved-CER

should be correlated with the underlying angular shift. This section investigates to

what extent, the CER-retrieval biases are correlated with the angular shift of the

observed polarized reflectance.

Figure 5.18: Shifting angular pattern of the 1D polarized reflectance R∗p(ΘS, 1D)

(solid red curve) to be aligned with the angular pattern of the corresponding 3D

polarized reflectance R∗p(ΘS, 3D) (solid blue curve) for an arbitrary pixel in the

RICO case at native resolution. The Red dashed curve is the optimally corre-

lated R∗p(ΘS, 1D) pattern with the corresponding R∗p(ΘS, 1D) which was obtained

by shifting the 1D pattern (red solid line) over the angular space.
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Figure 5.18 shows the angular pattern of the geometrically corrected polarized

reflectance R∗p(ΘS) from a cloud target (an arbitrary pixel in the RICO case at

native resolution) based on 1D and 3D RT in red and blue curves respectively. To

obtain R∗p(ΘS + ∆Θ, 1D) pattern (dashed red curve) which is optimally correlated

with R∗p(ΘS, 3D) (solid blue curve), the angular pattern of R∗p(ΘS, 1D) is shifted in

0.1 degrees steps to both left (∆Θ < 0) and right (∆Θ > 0) over the scattering

angle space. In this example (Figure 5.18 ), ∆Θ = 0.2 means the angular pattern

of polarized reflectance from 1D RT has been moved 0.2 degrees to the right to be

aligned with the 3D results which implies under 3D radiative transfer, polarimetric

CER retrieval is smaller than its 1D counterpart.

Figure 5.19: Angular shift (∆Θ) of the polarized phase function (P12(ΘS)) as cloud

effective radius (CER) varies. (a) Angular pattern of P12(ΘS) for varying CER in

the cloud bow scattering-angle range (135o < ΘS < 165o). (b) ∆Θ/∆re vs. CER.

A theoretical relationship between ∆Θ/∆re (phase shift per CER) vs. CER

can be obtained from the pre-computed P12(ΘS) library. Figure 5.19 (a) shows

P12(ΘS) for water clouds as CER varies for CEV=0.02. P12(ΘS) has more sharp
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angular features for large CER values. As CER decreases, the angular pattern of

P12(ΘS) becomes less significant and has a positive phase shift. That is the whole

angular pattern of P12(ΘS) moves over the angular space towards increasing ΘS

direction as CER decreases. Figure 5.19 (b) shows ∆Θ/∆re vs CER correspond to

the P12(ΘS) patterns in Figure 5.19 (a). In the large cloud effective radius regime,

∆Θ shift per 1 µm CER bias is smaller compared to small CER regime which has

large ∆Θ shift per 1µm CER bias.

(i) DYCOMS-II (ii) RICO

(iii) ATEX-clean (iv) ATEX-polluted

Figure 5.20: Phase shift (∆Θ) vs. CER-bias for (i) DYCOMS-II (ii) RICO, (iii)

ATEX-clean, and (iv)ATEX-polluted cases respectively for SZA = 60o.

Figure 5.20 shows ∆Θ vs. CER bias for (i) DYCOMS-II, (ii) RICO, (iii)

ATEX-clean, and (iv) ATEX-polluted LES cases for SZA = 60o after applying the
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CEV-fil cloud mask. A clear negative correlation exists between ∆Θ and CER bias

in all LES cases. That is, after filtering the biases due to the large CEV-values

and the parallax effects at the cloud edges, the remaining CER biases are likely

stemmed from the angular shift of P12ΘS large CEV-values values. Moreover, the

gradient of the regression line becomes steeper for the domains with relatively small

CER (ATEX-polluted case) while the ∆Θ/∆re becomes large for the domains with

large CER (RICO). This observation is consistent with ∆Θ/∆re vs. CER plot in

Figure 5.19(b).

5.5 Polarimetric retrievals under 3D radiative transfer

Section 5.3 performed a closure study in order to understand the correlations

between polarimetric retrievals and vertically-weighted retrievals under 1D radiative

transfer. Unless the domain consists with broken cumulus clouds with many cloud-

free regions such as in the RICO case, 1D polarmetric retrievals agrees with the

corresponding vertically-weighted retrievals reasonably (〈|rpol.,1De − rvwe |〉 < 1µm,

〈|vpol.,1De − vvwe |〉 < 0.025). This section investigates the biases between polarimetric

retrievals under 3D radiative transfer (rpol.,3De ) with respect to the vertically-weighted

retrievals (rvwe ).

Figure 5.21 shows the polarimetric retrievals of (i) DYCOMS-II, (ii) RICO,

(iii) ATEX-clean, and (iv) ATEX-polluted cases based on 3D radiative transfer.

First two panels of each column are the CER (rpol.,3De ) and CEV (vpol.,3De ) retrievals.

The pixels that have vertically-weighted COT less than 0.1 have been masked and
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(i) DYCOMS-II (ii) RICO (iii) ATEX(clean) (iv) ATEX(polluted)

Figure 5.21: Polarimetric retrievals for each LES case in the native resolution based

on 3D RT. Panel (a),(b), and (c) of each column correspond to CER, CEV, and R2

of the underlying parametric curve-fitting. (Sun is to the left at SZA=40o, VW-COT

cloud mask have been used)

shown in gray by using the VW-COT cloud mask (the second row of Figure 2.5).

The last row shows the corresponding R2 value of the underlying parametric curve-

fitting for each LES case. Significantly large R2(' 0.95) values indicate that the

observed R∗p(ΘS) patterns have been converged to a particular P12(ΘS)-pattern in

the theoretically-computed library with a sufficient accuracy regardless the physical

validity of the retrievals. Compared to the equivalent results from the 1D RT in the

last row of Figure 5.4, the R2 values of the 3D results in the last row of Figure 5.21

shows certain fine features. The R2 values of the 3D results decrease at the cloud

edges. Corresponding CEV retrievals of the relatively low R2 values are associated

with large CEV retrievals which is more visible in the ATEX-clean case. As CEV
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increases, the supernumerary bow features of P12(ΘS) weaken (Figure 1.6), thus the

polarimetric retrievals fails in the large CEV regime.

5.6 Solar zenith angle dependence

Section 5.4 discusses two scenarios where the parallax effect could influence

the polarimetric retrievals. Among them, the prominent situation which appears to

cause significant biases is the parallax effects that occur at the cloud edges. When

the apparent primary-bow line of sight corresponds to the polarimetric measurement

orienting away from the cloud towards the cloud-free region, the retrieved cloud

properties become physically invalid. CEV-fil cloud mask remove such pixels that

have been influenced by the parallax effect at the cloud edges in addition to the

vpol.,1De > 0.2 retrievals which also physically unreasonable.
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(i) SZA = 20o (ii) SZA = 40o (iii) SZA = 60o

Figure 5.22: Comparisons of polarimetric retrievals against the vertically-weighted retrievals for DYCOMS-II case at (i) SZA =

20o, (ii) SZA = 40o and (iii) SZA = 60o under 3D radiative transfer assumption. Colorbar of the joint histograms is the

percentage of counts on a logarithmic scale. < x > and < |x| > are the mean bias and mean absolute bias respectively. Sun is

to the left side of the domain. MA-fil cloud mask has been used.
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After applying the CEV-fil cloud mask to remove the biases due to the parallax

effect at the cloud edges and large CEV, Figure 5.22 compares 3D-polarimetric

retrievals (rpol.,3De and vpol.,3De ) of the DYCOMS-II case with the vertically-weighted

retrievals (rvwe and vvwe ) for different SZAs. Similar to Figure 5.5 which performs

equivalent comparisons based on 1D RT, a significant amount of pixels have strong

one-to-one correlation between rpol.,3De and rvwe in the b-panels of Figure 5.22(i-

iii). Even though substantially lower compared to the number of pixels that have

one-to-one correlation, b-panels of Figure 5.22 indicates some pixels with the 3D-

polarimetric retrievals have been significantly deviated from the one-to-one line.

These deviations do not exist in Figure 5.5. Moreover, these rpol.,3De deviations

appear to span over a longer range when SZA gets larger. The absolute bias between

rpol.,3De and rvwe are 0.57, 0.38, and 0.76 µm for SZA = 20, 40, and 60 respectively

while the similar quantities based on 1D RT are 0.28, 0.28, and 0.27 µm. The mean

absolute bias of vpol.,3De with respect to vvwe are 0.0126, 0.0127, and 0.0197 for SZA

= 20, 40, and 60 degrees respectively which are about 50% increment from the bias

observed in the 1D counterparts (0.0066, 0.0068, and 0.0075 for SZA = 20, 40, and

60 degrees respectively).
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(i) SZA = 20o (ii) SZA = 40o (iii) SZA = 60o

Figure 5.23: Comparisons of polarimetric retrievals against vertically-weighted pseudo retrievals for RICO case at (i) SZA = 20o,

(ii) SZA = 40o and (iii) SZA = 60o under 1D radiative transfer assumption. Colorbar of the joint histograms is the percentage

of counts on a logarithmic scale. < x > and < |x| > are the mean bias and mean absolute bias respectively. Sun is to the left

side of the domain. MA-fil cloud mask has been used.
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RICO case is the most challenging case for the polarimetric retrievals among

the four LES cases that have been used throughout this study. One reason for that

is the scattered cumulus cloud fields can cause biases at the cloud edges due to the

parallax effects more frequently than the stratocumulus cloud fields. In addition

to the parallax effect, If we consider the vertically-weighted pseudo retrievals as

reference cloud microphysics, RICO case has more CEV > 0.2 columns which are

also challenging in the polarimetric retrievals because the angular pattern of R∗p(ΘS)

gradually looses its supernumerary bow feature as CEV increases. After removing

those two main biases due to the large CEV-values and the parallax effects at the

cloud edges , Figure 5.23 compares the 3D-polarimetric retrievals and corresponding

vertically-weighted retrievals for the RICO case at (i) SZA = 20o, (ii) SZA = 40o,

and (iii) SZA = 60o. The (a) and (c) panels are CER (rpol.,3De − rvwe ) and CEV

(vpol.,3De − vvwe ) biases respectively for each SZA. The (b) and (c) panels are the

joint histograms of the polarimetric and vertically-weighted retrievals. In the joint

histograms (b-panels), the polarimetric CER retrievals more likely have deviated

from the one-to-one regression line in both SZA = 20o and SZA = 60o cases

compared to the SZA = 40o case. When SZA = 60o, the apparent primary-bow

line of sight of the polarimetric reflectance measurement (Figure 5.17(a) blue dashed

line) makes 20-degree anti-clockwise angle with the -z direction. When SZA = 40o

and 20o, the apparent primary-bow lines of sight make 0o and 20o clockwise angles

with the -z direction. If we assume the primary information of the polarimetric

retrieval comes from the polarized reflectance measurement along the primary-bow

line of sight, SZA = 40o is less likely to be impacted by the parallax effect while

147



SZA = 20o and SZA = 60o are equally susceptible to parallax effect due to the

symmetry. Section 5.4.2 investigates this hypothesis further focussing on the strong

positive and negative CER biases around (85,50) and (95,50) in Figure 5.23(iii)(a).

Figure 5.24: Mean bias (〈x〉) and mean absolute bias (〈|x|〉) (see Appendix A for

definitions) of CER (a and b respectively) and CEV (c and d respectively) as SZA

varies under 3D RT (in blue) and 1D RT assumption (in red) at the native resolution.

Figure 5.24 summarizes the mean and mean absolute biases between the po-

larimetric and vertically-weighted retrievals in the native resolution. Panel (a) and

(b) are the mean and mean absolute biases of CER retrievals. Panel (c) and (d) are

the mean and mean absolute biases of the CEV retrievals. The blue and red lines are

based on 3D and 1D RT simulations respectively. After applying the CEV-fil cloud

mask to ignore the pixels that have been influenced by the large CEV-values and the

parallax effects at the cloud edges, both 3D and 1D mean biases are greater than

-0.25 µm and less than 1 µm. The mean absolute biases of CER retrievals that are
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shown in panel (b) give a better manifestation of the general behavior compared to

the panel (a). For all LES cases, the mean absolute biases of 1D polarimetric CER

retrievals do not show significant variation as SZA varies. The 3D absolute bias is

always greater than its 1D counterpart. In Figure 5.24(b), the mean absolute biases

of all four LES cases show a similar trend as SZA varies. When SZA = 40o, the

bias is minimum but increases when SZA decreases (to 20o) and increases (to 60o).

The same trend can be observed in CEV mean absolute biases in Figure 5.24(d).

This behavior is consistent with our understanding of the parallax effects in the

middle of cloud (refer to Section 5.4.2). When SZA = 40o, the line of sight of

the primary-bow scattering direction (ΘS ∼ 140o) is exactly aligned with the nadir

(Figure 5.17(a) red dashed line). Therefore, the vertically-weighted retrievals which

obtain the weighted line-integral along the nadir agree well with the 3D-polarimetric

retrievals at SZA = 40o. When SZA = 60o, the apparent primary-bow line of sight

of the polarimetric reflectance measurement makes a 20-degree anti-clockwise angle

with nadir (Figure 5.17(a) blue dashed line), while the same angle is 20o clockwise

when SZA = 20. Therefore, the apparent primary-bow directions are symmetric

about the nadir when SZA = 60o and SZA = 20o. Hence, compared to SZA = 40o

(nadir apparent primary-bow) geometry which is minimally influenced by the par-

allax effects, SZA = 60o (apparent primary-bow is 20o anti-clockwise from nadir)

and SZA = 20o (apparent primary-bow is 20o clockwise from nadir) geometries are

equally influenced by the parallax effects due to the symmetry.
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5.7 Horizontal resolution dependence

Figure 5.25 shows the polarimetric retrievals of the RICO case based on 3D

RT as horizontal resolution varies. Panel (a) and (b) of each column are the CER

and CEV retrievals respectively. The c-panels show the R2 values of the underlying

curve-fitting. The VW-COT (Section 2.5) cloud mask has been used and the sun

is to the left with SZA = 60o. The a-panels in Figure 5.25 (i-v) show rpol.,3De

in 0.1 (native), 0.5, 1.0, 2.0, and 5.0 km resolutions respectively. The b-panels

in Figure5.25(i-v) are vpol.,3De for 0.1 (native), 0.5, 1.0, 2.0, and 5.0 km-resolutions

respectively. Figure 5.8 shows the same set of figures but based on 1D RT. In

Figure 5.25(i)(a), shadowing edges of the cloud appear to have extremely low rpol.,3De

values in contrast to the 1D results in Figure 5.8(i)(a). The magnitude of these small

CER values in the a-panels of Figure 5.25 increases as the horizontal resolution of the

footprint increases from 100m to 5km. These small CER retrievals at the shadowing

edges cause strong negative biases relative to the vertically weighted retrievals as

shown in Figure 5.12(i)(a). Such biases that occur at the cloud edges have been

investigated in detail in Section 5.4.1 and likely due to the parallax effect that occurs

at the cloud edge. At SZA = 60o, the primary-bow line of sight of the polarized

reflectance measurement is directed towards the cloud-free region, thus the retrieved

polarimetric retrievals are physically unreasonable. Throughout this study, the MA

cloud mask has been used to identify and filter the pixels that have been influenced

by the parallax effect at the cloud edges (Section 5.4.1.1). As resolution increases,

vpol,3De increases (b-panels of Figure 5.25(i-v)) and consequently the polarimetric
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retrievals become unreliable because the supernumerary bow features of P12(ΘS)

becomes less significant (Figure 1.2) as CEV increases. To identify and filter the

pixels that have been influenced by both large CEV-values and the parallax effects

at the cloud edges, the CEV-fil cloud mask (Section 2.5) has been used.
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(i) Native (100m) (ii) 0.5km (iii) 1.0km (iv) 2.0km (v) 5km

Figure 5.25: Polarimetric retrievals of RICO case for different resolutions under 3D radiative transfer. Panel (a),(b), and (c) of

each column correspond to CER, CEV, and R2 of the underlying parametric curve-fitting. (The Sun is to the left. SZA=60o,

VW-COT cloud mask has been used)

152



Figure 5.26 summarizes the mean and mean absolute biases between the po-

larimetric and vertically-weighted retrievals at SZA = 60o. Panel (a) and(b) are the

mean and mean absolute biases of CER retrievals. Panel (c) and (d) are the mean

and mean absolute biases of the CEV retrievals. The blue and red lines are based on

3D and 1D RT simulations respectively. The CEV-fil cloud has been used to ignore

the pixels that are influenced by the large CEV-values and the parallax effects at the

cloud edges. Except the RICO case, all the other LES cases have mean CER-bias

(between rpol.,3De and rvwe ) greater than -0.5 µm and less than 0.5µm without promi-

nent resolution dependence. In contrast to the mean CER biases, mean CEV biases

from 3D RT shows a clear resolution dependence. Starting from the largest value

at the native resolution, in all the cases the CEV bias of vpol.,3De vs. vvwe gradually

decreases as the resolution increases. The absolute mean biases in Figure 5.26 (b)

and (d) also exhibits a similar trend. In general, 3D polarimetric retrievals have

relatively higher biases than their 1D counterparts. The largest bias between the

3D-polarimetric and vertically-weighted results exist at the native resolution and

gradually decreases as the resolution increases.

In Figure 5.26 , the coarse resolution results are based on the radiance im-

ages obtained by taking the moving average of the native resolution image. In

Figure 5.27 , we compare the moving-average based coarse resolution results with

the simple-average based coarse resolution results. The gray dashed lines in Fig-

ure 5.27 are the 3D polarimetric results using the moving-average coarse resolution

images. Thus, the gray lines in Figure 5.27 are similar to the blue lines in Fig-

ure 5.26 . The 3D polarimetric retrievals based on the simple-averaging based coarse
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Figure 5.26: Mean bias (〈x〉) and mean absolute bias (〈|x|〉) (see Appendix A for

definitions) of CER (a and b respectively) and CEV (c and d respectively) as the

resolution of the footprint varies under 3D RT (in blue) and 1D RT assumption (in

red) at SZA = 60o.
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Figure 5.27: Mean bias (〈x〉) and mean absolute bias (〈|x|〉) (see Appendix A for

definitions) of CER (a and b respectively) and CEV (c and d respectively) as the

resolution of the footprint varies under 3D RT at SZA = 60o based on moving-

averaged coarse resolution results (in gray lines which are similar to the blue lines

in Figure 5.26) and simple-average coarse resolution results (in blue).

resolution images are shown in blue dashed lines in Figure 5.27 . In the majority of

cases, different averaging techniques lead to similar results, especially as the resolu-

tion increases up to 1km. At the 5-km resolution, simple-average based results only

have 4 pixels in DYCOMS-II and ATEX cases, and only 1 pixel in the RICO case

which causes deviations from moving-average based results.
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Chapter 6: Using polarimetric observations to detect and quantify

the 3D RT effects in the bi-spectral retrievals

The content of this chapter is adapted from the published prior work of the

author (Rajapakshe and Zhang, 2020).

6.1 Introduction

Clouds play an important role in the Earth systems. To better understand this

role and simulate clouds in the numerical weather and climate models, it is requires

observations of cloud properties from regional to global scales. Many satellite remote

sensing techniques have been developed to meet this requirement. Of particular in-

terest in this study is the cloud optical thickness (COT) retrievals from the passive

satellite observations of cloud reflectance in the visible (VIS) or near-infrared (NIR)

band. The COT is an important cloud parameter that largely determines the radia-

tive effects of clouds. A widely used method for COT retrieval is simultaneously re-

trieving the COT with cloud effective radius (CER) based on a pair of observed cloud

reflectances, one in VIS/NIR spectral region and the other in the water-absorbing

shortwave infrared region (SWIR) (Nakajima and King, 1990). This so-called bi-

spectral method has been adopted in several widely used operational cloud products,
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such as MODIS (Moderate Resolution Imaging Spectroradiometer), VIIRS (Visible

Infrared Imaging Radiometer Suite) and SEVIRI (Spinning Enhanced Visible and

Infrared Imager) (Cao et al., 2014; Platnick et al., 2003; Roebeling et al., 2006). The

retrievals that utilizes the multangular polarimetric observations for cloud micro-

physics retrievals is another widely used approach which exploits the angular pattern

of the polarimetric cloud reflectances in the cloud bow scattering angles (Bréon and

Goloub, 1998; Bréon and Doutriaux-boucher, 2005). This method not only provides

retrievals of CER but also estimates the width of cloud droplet size distribution

(i.e., cloud effective variance (CEV) of cloud top droplet size distribution). The po-

larimetric based cloud microphysics retrievals (polarimetric retrieval for short) have

been used for the POLDER satellite mission, as well as several airborne polarime-

ters such as RSP (Research Scanning Polarimeter), airMSPI (Airborne Multiangle

SpectroPolarimetric Imager) and airHARP (Airborne Hyper-Angular Rainbow Po-

larimeter) (Alexandrov et al., 2012; Diner et al., 2013; Martins et al., 2018).

Most operational passive satellite cloud remote sensing algorithms, including

those mentioned above, are based on 1D Radiative Transfer (RT) theory, which

makes two fundamental and important assumptions. The first assumption, often re-

ferred to as the plane-parallel approximation (PPA), assumes cloud fields within each

cloudy pixel to be horizontally homogeneous. The second assumption is known as

the independent pixel approximation (IPA) that assumes all pixels are independent

of each other from the perspective of net photon transportation. In some situations,

such as stratus clouds, these assumptions are not unreasonable. However, in many

other circumstances, clouds have distinct 3D structures that deviate substantially
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from the above two assumptions. In such cases, cloud radiative properties (e.g.,

reflectance and transmittance) determined by 3D RT would be different from those

derived based on 1D RT theory. As a result, the operational passive remote sensing

algorithms, which uses the 1D RT theory to interpret the observed cloud radiative

properties, are subjected to significant biases and uncertainties. This is known as the

3D radiative transfer effect in passive cloud remote sensing. Hence, the 3D radiative

effect is a fundamentally inherited challenge, not only in operational cloud property

retrievals but also in various remote sensing applications other than the techniques

that involve line-of-sight absorption and emission with little atmospheric scattering

(Marshak et al., 2006; Marshak and Davis, 2005; Várnai and Davies, 1999).

The 3D RT effects in cloud property retrievals may have various adverse impli-

cations. For example, satellite retrievals are an important source of data for global

cloud property observations, which are especially valuable for evaluating and im-

proving global climate models. However, biases and uncertainties caused by the 3D

effects can complicate the evaluation process and even mislead the conclusions (Kay

et al., 2012; Seethala and Horváth, 2010). Furthermore, the studies on the aerosol

indirect effects that use the observed relationship between the aerosol amount and

cloud properties (Chang and Christopher, 2016; Kaufman et al., 2005; Rosenfeld

and Feingold, 2003) could also be affected by the 3D radiative effects in passive

cloud property retrievals (Marshak et al., 2006).

In the past, most research has focused on elucidating the physics behind the 3D

RT effects and assessing the consequential impacts on the retrieved cloud properties,

such as cloud optical thickness (Várnai and Davies, 1999; Loeb and Davies, 1996;
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Marshak et al., 1995; Várnai and Marshak, 2001) and cloud effective radius (Zhang

et al., 2012; Zhang and Platnick, 2011). Thanks to these studies, we now have a

reasonable understanding of what conditions would favor the 3D RT effect (e.g.,

broken clouds under the low sun condition), which enables us to filter the satellite

cloud property retrievals to reduce the impact of 3D radiative effect. For example,

passive cloud property retrievals in the high-latitude regions are often disregarded

all together in many model evaluation studies partly due to the concern of enhanced

3D RT effect under the low Sun conditions (e.g., Song et al. (2018); Takahashi et al.

(2017); Zhang et al. (2019)). Obviously, such crude filtering causes a significant

data loss. Pixel-level identification of 3D RT effect is certainly more ideal, but

unfortunately it has been proven to be a highly challenging problem. Some studies

attempted to use the sub-pixel inhomogeneity as an index for 3D RT effect (e.g.,

Zhang and Platnick (2011); Di Girolamo et al. (2010); Zhang et al. (2017)). The

limitation of the sub-pixel inhomogeneity index is, it only can be used to identify

the violation of the PPA but not IPA. As explained in Section 6.3, as well as many

previous studies, the violation of IPA can lead to some strong 3D RT effects (e.g.,

illuminating and shadowing effect) and thereby cause large errors in retrieved COT

and CER. Some attempts have been made to identify the 3D RT effects caused by

the violation of the IPA. For example, Várnai and Marshak (2002) used the cloud top

topography retrievals based on the infrared cloud observations that are minimally

affected by the 3D RT effect to identify the pixels influenced by the illuminating and

shadowing effects in the visible band. Their method clearly revealed that the COT

retrievals influenced by the illuminating effects are statistically larger than those
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influenced by the shadowing effect. Nevertheless, this method faces two limitations.

First, although it can be useful to identify the pixels influenced by the 3D RT

effect, it cannot be used to quantitively correct the COT retrieval bias. Second,

the method involves rather complicated multi-pixel analysis which makes it difficult

to implement as an operational algorithm. Lately, some attempts have been made

to use the machine-learning techniques to retrieve the cloud properties based on

the 3D, instead of the 1D RT theory. A common theme of these studies is to first

develop a large collection of synthetic satellite cloud observations based on simulated

cloud fields (e.g., from a large-eddy-simulation model) and 3D RT model. Then the

simulated samples are used to train the machine-learning algorithm which will be in

turn used to retrieve the cloud properties from the real observations. These methods

are still at their infancy and their performance, especially applied to real data, need

further studies.

In this study, we explore a new method based on the physical principles of RT

and utilize the unique capability of multi-angular polarimetric cloud observation to

both identify and correct the 3D radiative effect. In particular, our method, referred

to as the maximum 1D reflectance method, is highly effective and efficient to detect

the pixels influenced by strong illuminating effect. The outline of this paper, as

follows. First, Section 6.2 provides a brief description about the hypothetical 1D

cloud fields and the radiative transfer simulation model that have been used. Then,

Section 6.3 uses one hypothetical cloud field to explain how the 3D RT effects ap-

pear at the cloud property retrievals. Thereafter, Section 6.4 introduces a quantity

called 3D effect impact factor. After that, Section 6.5 explains our maximum 1D
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reflectance mainly emphasizing the capability of detecting illuminating effects. Sec-

tion 6.6 further explores the maximum 1D reflectance method towards correcting

COT biases. Stepwise procedure of implementation is mentioned at the beginning

of Section 6.5 by summarizing both Section 6.5 and 6.6. Section 6.7 discusses about

potential observational implementation for future studies and Finally, Section 6.8

gives a summary and offers some concluding remarks.

6.2 Models

In this study, two hypothetical 1D cloud fields have been used. The first one

is referred to “step cloud (Figure 6.1 (a)) which has a constant physical thickness

of 1 km and an optically thick region (COT = 10.0) at the middle surrounded by

two optically thin regions (COT = 0.1) at each edge. The cloud effective radius of

the step cloud is assumed to be 10 m. Though the step cloud case is very useful

to demonstrate and understand certain physical principles, it is too simple from

realistic cloud fields. Hence we will use the well-known fractal cloud generation

method, the bounded cascade model (Cahalan et al., 1994) to generate our second

hypothetical 1D cloud field which is hereafter referred as the fractal cloud for short.

Figure 6.3 (a) shows the fractal cloud field simulated based on the bounded cas-

cade model (Cahalan et al., 1994). This model uses a two-parameter multiplicative

recurrent process that allows simulating the realistic horizontal spatial distribution

of the cloud liquid water path (LWP) when the mean LWP is known (Davis and

Marshak, 2010; Marshak et al., 1994). The modeling process starts with a uniform
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Figure 6.1: (a) An idealized 1D cloud field named the “step cloud”. (b) Simulated

1D and 3D VNIR reflectances (solid red and blue respectively) and 1D and 3D

SWIR reflectances (dashed red and blue respectively) for (a). (c) The illuminating

and shadowing effects in (b) depicted in the bi-spectral LUT space (SZA = 60o,

V ZA = 0, CEV = 0.02). (d) The cloud optical thickness and the cloud effective

radius retrievals based on (c).

plane-parallel cloud slab with a constant mean LWP. This initial cloud slab has a

finite geometrical thickness ∆z and ∆x, but infinite along the y direction. The re-

cursive procedure proceeds as follows: Divide the uniform slab into two halves (i.e.,

∆x/2) at the middle of the x dimension, and then transfer f0 fraction of water mass

from one side to the other chosen randomly with equal probability. Subsequently,

each of the new halves is treated as two separate slabs and sub-divide each into

two halves and transfer f1 fraction of water among adjacent halves again chosen

randomly with equal probability. This process continues multiple times to produce
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fractal-like LWP variation along the x dimension. The nth fractional mass is speci-

fied by

fn = f0c
n (6.1)

where scaling parameter c and the variance parameter f0 are set to be 2−1/3

and 0.5, respectively, to follow LWP distribution characteristics of a stratocumulus

cloud (Cahalan et al., 1994). The mean LWP of the cloud was set to be 90 g/m2.

The effective radius and effective variance are 12 µm and 0.05 respectively. The

horizontal resolution, i.e., the final grid size, along the x-axis is 10 m. Periodical

boundary conditions are used in RT simulations. Note that the Mie calculations

for this study are computed using Wiscombe (Wiscombe, 1979) Mie code and the

well-known modified gamma distribution (Hansen and Travis, 1974) is assumed as

the droplet size distribution in the bulk optical property computations.

Both 3D and 1D radiative transfer simulations for this study were performed

using the Multiple-Scaling-based Cloudy Atmospheric Radiative Transfer (MSCART)

model (Emde et al., 2018; Wang et al., 2017a). When the medium has a highly

forward-peaked scattering phase function such as in cloud droplets and ice crystals,

the variance of the simulated radiances in a Monte-Carlo method increases dramati-

cally which costs large amounts of photons and thereby computational time to reach

sufficient accuracy. Many previous RT simulation models have used either the phase

function forward truncation method or the target directional importance sampling

technique for radiance variance reduction. In the phase function forward truncation

method, the photons that are scattered into the highly forward-peak direction are
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forcefully considered as not being scattered at all. Then to compensate the truncated

forward-peak, the single scattering albedo and the optical thickness of the medium

are adjusted (Hu et al., 2000; Wiscombe, 1977; Nakajima and Asano, 1977). The

target directional importance sampling technique computes the probability that a

photon will be scattered towards the sensor at each scattering event while tracing

the photon path to improve the efficiency (Buras and Mayer, 2011) Different from

these previous studies, MSCART uses a novel hybrid scattering-order dependent

variance reduction method which combines the phase function forward truncation

technique together with the target directional importance sampling technique at

each scattering order to maintain the optimal balance between numerical efficiency

and accuracy.

6.3 Illuminating and shadowing effects

As aforementioned, IPA is one among the two fundamental assumptions of the

1D RT theory. However, when the cloud field has significant horizontal variability,

either optically or geometrically, the net horizontal transport of photon can lead

to the violation of IPA and thereby 3D RT effects. The so-called illuminating and

shadowing effects are classic examples of such 3D RT effects. Here, we use idealized

“step-cloud example to illustrate 3D RT effects and their impacts on the bi-spectral

retrievals of COT and CER. As shown in Figure 6.1 (a) the “step cloud case, If the

cloud is illuminated from the left-hand side at solar zenith angle (SZA) = 60◦, the

resultant simulated reflectances for both VNIR (visible and near-infrared) and SWIR
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(shortwave infrared) bands are shown in Figure 6.1(b). The solid and dashed red

lines are VNIR and SWIR reflectances respectively based on 1D radiative transfer

simulations. The solid and dashed blue lines are VNIR and SWIR reflectances

respectively based on 3D radiative transfer simulations. (Note that, the same color

convention, which is red for 1D and blue for 3D RT-based results, is adopted in all

figures).

As a result of IPA, the simulated cloud reflectance based on the 1D RT theory

is simply a step function that follows the variation of COT. Interestingly, the cloud

reflectances simulated based on the 3D RT theory are quite different, especially

at the transition regions (e.g., from thin to thick or from thick to thin). At the

illuminating side (i.e., 24 km), the cloud reflectances simulated based on 3D RT

theory (hereafter referred to as 3D cloud reflectance for short) are significantly larger

compared to their 1D counterparts. This is known as the illuminating effect which

is caused by the photon transfer from the optically thin region to the optically thick

region due to the multiple scattering. In contrast, at the shadowing edge, (i.e., 1012

km) the photon leaking from optically thick region to optically thin region causes

a significant drop in the 3D reflectances compared to the 1D reflectances which is

called the shadowing effect. In general, at the illuminating side, both VNIR and

SWIR reflectances increase due to 3D RT effects and both decrease at the shadowing

side.

Figure 6.1(c) illustrates how these 3D RT effects influence the bi-spectral re-

trieval in Nakajima-King LUT (Look-up table) space (Nakajima and King, 1990).

Since the 1D cloud reflectances are step functions, they simply reduce to two points
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in the LUT space. One point corresponding to the thin part of the step cloud is

located at the lower left corner close to the origin of the LUT. The other corre-

sponding to the thick part is located at the center of the LUT with VNIR and

SWIR reflectance around 0.39 and 0.25, respectively. In case of the illuminating

effect, the 3D cloud reflectances are larger and therefore located to the upper right

of the 1D cloud reflectances in the LUT space. As a result of the shadowing ef-

fect, the 3D cloud reflectances are smaller and therefore located to the lower left of

the 1D cloud reflectances in the LUT space. Therefore, as shown in Figure 6.1(d),

the illuminating effects cause positive biases in COT retrievals and negative biases

in CER retrievals while the shadowing effects cause negative biases in COT and

positive biases in the CER.

Figure 6.2 (a) shows the simulated VNIR polarized reflectance (i.e., RQ =

πQ/(µ0F0) where Q is the second component of the reflected Stoke Vector, µ0F0

is the incident flux) for the step cloud case. The solid blue line is VNIR polar-

ized reflectance from 3D RT simulations and the solid red line is VNIR polarized

reflectance from 1D RT simulations. For the same band, polarized reflectance has

sharp illuminating and shadowing effects compared to those in the total reflectances

in Figure 6.1(b). It is important to note that, even though the magnitude of the

polarized reflectance vary at the illuminating (x =2.11 km) and shadowing (x =

11.95 km) edges compared to the middle of the cloud (x = 6.01), as shown in Fig-

ure 6.2(b), the angular pattern remains mostly unchanged. Note that different from

the bi-spectral CER retrievals which are based on the magnitudes of the total re-

flectances, the polarimetric CER retrievals rely upon the angular pattern of the
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polarized reflectances. Hence the magnitude change in the polarized reflectance due

to the 3D effects has a negligible influence on the underlying CER retrievals. This

feature is evident in CER retrievals shown in Figure 6.2(a), where the polarimet-

ric retrievals of CER (rpole ) from both 1D and 3D RT simulations (dotted red and

dashed blue line respectively) are almost identical regardless the illuminating and

shadowing effects. After further investigations, we exploit this interesting advantage

of the polarimetric retrieval technique for our maximum 1D reflectance method in

Section 6.5.

Figure 6.2: (a) Simulated polarized reflectances for the step cloud case in Fig-

ure 6.1(a) based on 3D and 1D RT simulations (blue and red solid lines respec-

tively) at VZA = 0 for VNIR band. Corresponding polarimetric CER retrievals are

shown in blue dashed and red dotted lines based on 3D and 1D RT-based polar-

ized reflectance respectively. (b) Angular pattern of the polarized reflectance at the

selected locations (x = 2.11, 6.01 and 11.95 km) in (a).
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6.4 3D Effect impact factor

The step cloud case is useful for introducing main concepts and revealing the

underlying physics, but it is too simple and ideal. To establish and test our method

in more realistic conditions, in this section we will use the well-known fractal cloud

field to further illustrate the illuminating and shadowing, and also to explain our

maximum 1D reflectance method for 3D RT effect detection and correction.

Figure 6.3(b) shows 1D and 3D SWIR band (i.e., 2.13 µm) reflectances simu-

lated using the MSCART model in red and blue respectively for the nadir viewing

geometry. The Sun is to the left at SZA = 60◦. One can see from the figure,

whenever there is an abrupt variation in COT, e.g., around 11 km and 21 km, the

illuminating and shadowing effects are clearly observable. To quantify how strong

the 3D effect, we define a quantity called 3D effect impact factor as follows

fRλ =
R3D
λ −R1D

λ

R1D
λ

; λ = SWIR,VNIR (6.2)

Where R3D
λ and R1D

λ are the 3D and 1D reflectance, respectively. The SWIR

3D effect impact factor (fRSWIR
) derived based on the simulated SWIR reflectances

(R3D
SWIR,R1D

SWIR ) of the fractal cloud case for SZA = 60◦ is shown in the black curve

in Figure 6.3(c). Clearly, the positive 3D effect impact factors (fλ > 0) indicate the

illuminating effects while the negative values (fλ < 0) indicate the shadowing effects.

In other words, the sign and magnitude of the fRλ can be used to detect and quantify

the illuminating and shadowing effects. Moreover, if the fλ is known for a observed

3D cloud reflectance, Equation 6.2 can be used to obtain corresponding unbiased
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Figure 6.3: The cloud optical thickness variation of the fractal cloud generated from

the bounded cascade model. The mean LWP, CER and CEV are 90g/m2, 12µm

and 0.05 respectively. (b) The simulated SWIR reflectances from 1D (red) and 3D

(blue) RT-based simulations at SZA = 60o and V ZA = 0o. (c) The actual (black)

and approximated (green) 3D effect impact factors of the SWIR band. The grey

line is the actual 3D effect impact factor of the SWIR band for SZA = 40o.

R1D
λ (R1D

λ = R3D
λ /(1 + fλ)). The grey curve in Figure 6.3(c) is the 3D effect impact

factor for SZA = 40◦. While acknowledging the necessity of further investigations

based on more realistic cloud fields in the future studies, here we can qualitatively

observe that the strength of 3D effects (both illuminating and shadowing) decreases

as SZA decreases.
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6.5 Maximum 1D reflectance method to detect illuminating effect

As mentioned in the last section, the sign and the magnitude of the fRλ can

be used to detect the 3D effect and assess its strength. Note that the observed cloud

reflectance R3D
λ is inherently a result of 3D radiative transfer. Therefore, the key

problem is how to estimate the 1D cloud reflectance R1D
λ . Unfortunately, it is an

extremely challenging task to obtain the R1D
λ for all pixels under all circumstances.

And, it is not our objective. Instead, our method focuses on the pixels that are

strongly influenced by the illuminating effect.

The step-by-step procedure for implementing the maximum 1D reflectance

method to detect and correct strong illuminating effects as follows. Figure 6.6 shows

the flowchart. The detection process is shown in solid lines and the correction process

is shown in dashed lines. The detection and correction processes are explained in

detail in Section 6.5 and Section 6.6 respectively.

1. Use the rpole retrieved from the polarized reflectance as the true CER.

2. Select the corresponding SWIR-VNIR theoretical relationship (gre=r
pol
e

LUT ) for

rpole from the LUT and select a VNIR reflectance threshold (R∗V NIR) such

that the gradient of the SWIR-VNIR theoretical relationship [dRSWIR

dRV NIR
]re = rpole

is smaller than 0.01 (ideally approaches to zero). Subsequently obtain the

maximum possible SWIR reflectance, R1D,max
SWIR (rpole ) and assume R1D,max

SWIR as

the R1D
SWIR for all the observations that R3D

VNIR > R∗V NIR (Eq. 3).

3. Use Equation 6.2 and 6.3 to get the 3D effect impact factor of the SWIR band,
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fapxRSWIR
.

4. Assume both VNIR and SWIR 3D effect impact factors are approximately

equal (Equation 6.4).

5. Use fapxRSWIR
and fapxRV NIR

to correct both SWIR and VNIR reflectances re-

spectively for all the observations that R3D
VNIR > R∗V NIR (By using, R1D

λ =

R3D
λ /(1 + fapxRλ

)).

6. Use the corrected reflectances to do bi-spectral retrievals.

We argue that, if the observed R3D
λ for a target pixel is even larger than the

maximum value of cloud reflectance that is allowed by the 1D RT theory, then this

pixel must be influenced by the illuminating effect. The basic idea of our method

can be readily appreciated from Figure 6.3(b). Focusing on the R1D
SWIR (red line)

in the figure, one can notice that no matter how optically thick the cloud is, the

R1D
SWIR never exceeds certain maximum value, i.e., around 0.27 in this case (see

around 10 ∼ 20 km). This maximum value R1D,max
SWIR (re) is a result of the absorption

of the SWIR band and it is mainly a function of CER (i.e., the larger the CER

the smaller the R1D,max
SWIR ). Therefore, if the CER is known, then the maximum 1D

reflectance can be estimated and used to detect the strong illuminating effect.

However, how to estimate the CER of the target cloud still remains as a

challenge. As shown in the step cloud case as well as many previous studies, the

CER retrieval from the bi-spectral method can be significantly biased due to the

3D effect and therefore cannot be used. This is where the polarimetric retrievals
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becomes useful. As explained in Section 6.3 with the aid of Figure 6.2(b), although

the magnitude of the polarimetric cloud reflectance is influenced by 3D effect, the

angular features of the cloud bow remain unchanged. As a result, the retrieved

CER from the multi-angular polarimetric observation is minimally affected by the

3D effects and, hence provides the basis to estimate the maximum 1D reflectance.

In the rest of this section and the proceeding section, we will provide a step-by-step

explanation of our method. The stepwise procedure is listed at the begining of this

section and a flowchart for practical implementation is provided in Figure 6.6.

The first step of the maximum 1D reflectance method is to estimate the CER

of the target cloud field. Figure 6.4 (a) shows the simulated polarized reflectances

for the fractal cloud case in Figure 6.3 (a) based on 1D (solid red) and 3D (solid

blue) RT simulations for the VNIR band at V ZA = 0. We can clearly see the

illuminating and shadowing effects near x ∼ 11km and x ∼ 21km respectively

similar to the simulated total reflectance in Figure 6.3(b). Figure 6.4 (b) shows

the CER retrievals from both bi-spectral (blue dashed line) and polarimetric (blue

solid line) retrieval techniques based on 3D RT simulations (without applying any

corrections). We can clearly see, even though the bi-spectral CER retrievals have

strong biases due to the 3D RT effects, the polarimetric retrievals are mostly around

12 µm within fractions of a micron. Usually, in practice, the polarized reflectance

has to be averaged over a coarser spatial domain to cover complete angular space

of the cloud bow region in order to implement polarimetric retrieval technique. By

taking this into consideration, if we use the domain averaged polarized reflectance

to do the retrievals, we get CER = 12.00 µm, which is same as the assumed value
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in the process of fractal cloud generation. In summary, since the polarimetric CER

retrievals are minimally affected by 3D RT effects, we can use the retrieved rpole

based on the polarized reflectance to approximate the CER of the target cloud.

Figure 6.4: (a) Simulated 1D (solid red) and 3D (solid blue) polarized reflectances for

the fractal cloud case in Figure 6.3(a). (b) CER retrievals from bi-spectral (dashed

blue) and polarimetric (solid blue) retrieval techniques based on 3D RT simulations.

After obtaining the rpole from the polarimetric observations, the next key step is

to determine the maximum 1D reflectance (R1D,max
SWIR (re)) correspond to the retrieved

CER. Note again that, this is the maximum cloud reflectance in the SWIR band

allowed by the 1D RT theory. Therefore, any observed cloud reflectance that is larger

than this R1D,max
SWIR (re) is likely affected by the illuminating effect. Figure 6.5(a) shows

the Nakajima-King (NK) LUT for SZA = 60◦ and V ZA = 0◦, in which each solid

and dashed isolines correspond to a constant CER (g
re=r∗e
LUT ) and a constant COT

(gτ=τ
∗

LUT , respectively. For a given CER, as the cloud becomes optically thicker with
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increasing COT, the SWIR reflectance first increases but eventually reaches to an

asymptotic maximum value, i.e., R1D,max
SWIR (re). The determination of this saturated

SWIR reflectance R1D,max
SWIR (re) from the observed quantities is not trivial and can be

done as follows. Qualitatively, one can see in Figure 6.5 (a), for a given CER, R1D
SWIR

reaches R1D,max
SWIR when R1D

VNIR becomes large enough. Therefore, when the CER is

known from the polarimetric retrievals, R1D,max
SWIR can be deduced by using g

re=r∗e
LUT

isoline from the appropriate LUT. To this end, we can define a SWIR-saturated

VNIR reflectance threshold (R∗V NIR) based on the slope of the constant CER curve,

[dRSWIR

dRV NIR
]re=r

pol
e such that the slope approaches to zero (i.e., R1D

SWIR approaches to

R1D,max
SWIR ) when R3D

VNIR > R∗V NIR. Figure 6.5(b) shows the gradients of the constant

CER curves for three cloud effective radii. The green dashed line, black solid line,

and magenta dashed line are for CER= 4.0, 12.0 and 25.0 µm, respectively. As

CER increases the gradient of the constant CER curve reaches to zero faster (at

a lower VNIR reflectance). Hence the VNIR filtering threshold (R∗V NIR) would be

smaller for larger CER (for a given geometry and CEV). In practice the threshold

value R∗V NIR can be precomputed based on the LUT. The underlying physics is

simple: if the observed R3D
VNIR is larger than R∗V NIR then the cloud optical thickness

is large enough to saturate the SWIR reflectance, hence the R1D
SWIR should approach

to R1D,max
SWIR i.e.,

R1D
SWIR ≈ R1D,max

SWIR (rpol.e ) ; when R3D
VNIR > R∗V NIR (6.3)

By substituting Equation 6.3 into Equation 6.2, we can obtain an approximate

3D effect impact factor fapxSWIR = (R3D
SWIR − R1D,max

SWIR )/R1D,max
SWIR . Evidently, a posi-
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Figure 6.5: An illustration of implementing the maximum 1D reflectance method for

the fractal cloud in Figure 6.3(a). (a) The theoretical relationships between VNIR

and SWIR reflectances for various COT and CER (bi-spectral LUT space) are shown

in grey for SZA = 60o and V ZA = 0o. The red and blue data points are based

on 1D and 3D RT simulations respectively for the fractal cloud. Cyan arrow is the

maximum possible SWIR reflectance for CER = 12µm. (b) The variations of the

gradients of the constant CER curves for different cloud effective radii. The black

horizontal line in (a) is the VNIR threshold based on the gradient of CER = 12µm

curve (black curve).
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Figure 6.6: Flowchart for the practical implementation of the maximum 1D re-

flectance method. The detection procedure is shown in solid lines and the COT

correction process is shown in dashed lines.
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tive fapxSWIR indicates illuminating effect. In summary, on the basis of observed and

retrieved quantities, i.e., rpole , R3D
VNIR and R3D

SWIR we have developed an algorithm

to detect the SWIR-saturated observations that are influenced by the illuminating

effect. The performance of this detection algorithm for the fractal cloud case is

shown in Figure 6.7. As shown in Figure 6.7(a), for the SWIR-saturated pixels (i.e.,

the pixels where R3D
VNIR > R∗V NIR), fapxRSWIR

and the true 3D effect impact factor

(f trueRSWIR
) are almost identical with a correlation coefficient R2 ∼ 1, which indicates

that our method works extremely well (100% sensitivity with 99.5% accuracy) for

detecting the SWIR-saturated pixels (black circles) influenced by the illuminating

effect. For comparison purpose, we loosen the requirement for R3D
VNIR > R∗V NIR and

compute the fapxSWIR for all pixels. As expected, fapxRSWIR
is systematically smaller than

f trueRSWIR
when considering all pixels. Nevertheless, it is interesting and important to

note that when fapxRSWIR
is positive the corresponding f trueRSWIR

is always positive, but

the opposite is not true. In other words, a positive fapxRSWIR
can be used as a con-

servative filter (43% sensitivity with 100% accuracy) for detecting the illuminating

effect although it has a high missing rate.

So far, our detection algorithm has been focused the SWIR band. An im-

portant question remains to be addressed: Does it also work for the VNIR band?

To address this question, we compare fapxRSWIR
with f trueRV NIR

in Figure 6.7(b). It

is encouraging to see that for 98% of SWIR-saturated pixels (i.e. the pixels where

R3D
VNIR > R∗V NIR ) (black circles), a positive fapxRSWIR

corresponds to a positive f trueRV NIR
.

The false detection rate (i.e., a positive fapxRSWIR
corresponding to a negative f trueRV NIR

)

is only 2%. Moreover, 97% of SWIR-saturated illuminating effects are sensitive to
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Figure 6.7: The correlation of the approximated 3D effect impact factor of SWIR

vs. the actual 3D effect impact factors of the (a)VNIR and (b) SWIR bands for all

(grey points) and SWIR-saturated (i.e. pixels such that ) (black circles) pixels.

the detections. This result, together with the close correlation between fapxRSWIR
and

f trueRSWIR
in Figure 6.7(a), indicates that for pixels with R3D

VNIR > R∗V NIR an illuminat-

ing effect in the SWIR band also implies an illuminating effect in the VNIR band,

and they both can be detected using fapxRSWIR
. However, if we loosen the constraint

on R3D
VNIR > R∗V NIR (gray points in Figure 6.7 (b)), 21% of positive fapxRSWIR

(i.e.,

indicative of illuminating effect) would correspond to a negative f trueRV NIR
(i.e., truly

a shadowing effect). In other words, without screening out the SWIR-saturated

observations, a simple filter of positive fapxRSWIR
for all pixels can lead to 21% false

detection. This result indicates that some pixels that influenced by the illuminating

effect in the SWIR band (i.e., R3D
SWIR > R1D

SWIR) are influenced by the opposite

shadowing effect in the VNIR band (i.e., R3D
VNIR < R1D

VNIR).
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6.6 Explore the possibility of COT bias correction

In the rest of this section, we will try to go one step further and explore the

possibility of correcting the COT retrieval bias in the identified pixels. For the rea-

sons discussed in the last section, here we only focus on the SWIR-saturated pixels

with R3D
VNIR > R∗V NIR. Assuming that the CER is already known from the polari-

metric retrieval, the unbiased COT can be readily estimated from the LUT if the

R1D
VNIR is known. It follows from Equation 6.2 that R1D

VNIR = R3D
VNIR/(1 + fRV NIR).

Therefore, the key problem is how to estimate the 3D effect impact factor for the

VNIR band fRV NIR . Figure 6.7 (b) shows the correlation between the fapxRSWIR
and

the f trueRV NIR
. As mentioned in the last section, even though the correlation between

fapxRSWIR
and f trueRV NIR

for SWIR-saturated observations (black circles) is sufficient to

detect VNIR illuminating effects (97% sensitivity with 98% accuracy), fapxRSWIR
is

not perfectly accurate to approximate and f trueRV NIR
but follows the correct trend with

R2 ∼ 0.47. While acknowledging the fact that further investigations are essential

to get an accurate relationship between fapxRSWIR
and f trueRV NIR

, we approximate that

the VNIR and SWIR 3D effect impact factors are equal to each other based on the

trend in Figure 6.7(b) SWIR-saturated pixels (black circles), i.e.,

fRapx.V NIR
≈ fRapx.SWIR

(6.4)

After the VNIR 3D effect impact factor has been approximated, we can correct

SWIR-saturated 3D reflectances of the VNIR band (the pixels where R3D
VNIR >

R∗V NIR) for 3D effects using Equation 6.2 (R1D
VNIR = R3D

VNIR/(1 + fapxRV NIR
))).

179



Finally, both VNIR and SWIR corrected 3D reflectances can be provided as

input reflectances to the bi-spectral retrievals to get the COT retrievals that are

corrected for SWIR-saturated illumination effects.

Figure 6.8 summarizes the retrieved COT biases. The x-axis is the bias of the

retrieved optical thickness relative to the unbiased retrievals (the retrievals based on

1D RT-based reflectances) and the y-axis is the probability density function (PDF).

The grey line is the retrieved COT biases before the 3D correction. There are strong

positive COT biases even greater than COT = 20 with a mean bias of 1.01. For

demonstrational purpose, the dotted line in the figure shows the COT biases of

the retrievals after implementing the 3D correction to all the observations without

limiting to the SWIR-saturated observations. In other words, all grey points in

Figure 6.7 (a) and (b) have been considered to do the corrections in Figure 6.8

dotted line. The strong COT biases greater than 20 are corrected but the mean

bias becomes 1.81 which is 0.80 greater than the mean bias without any corrections.

This is because both f trueRSWIR
vs. fapxRSWIR

and f trueRV NIR
vs. fapxRSWIR

relationships are

only reasonable for the SWIR reflectances that have been saturated to reach to

the asymptotic maximum (R1D,max
SWIR ). Therefore, in the maximum 1D reflectance

method, we limit the corrections to the SWIR-saturated illuminated pixels (the

pixels where R3D
VNIR > R∗V NIR). The black line in Figure 6.8 shows the retrieved

COT biases after only correcting the 3D correction for SWIR-saturated observations.

The strong illuminating effects of COT retrievals have been detected and corrected

with a reasonable accuracy, but the remaining shadowing effects cause a negative

bias which will be remained for future studies.
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Figure 6.8: The summary of COT biases without (grey) and with (black) the 3D

correction based on maximum 1D reflectance. The x-axis is the bias of retrieved

optical thickness relative to the unbiased retrievals (the retrievals based on 1D RT-

based reflectances) and the y-axis is the corresponding probability density function

(PDF). Dotted line is the COT bias when the SWIR-saturated constrain has been

removed.
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6.7 Requirements on instrument

To implement the maximum 1D reflectance method in a realistic observational

scenario, it is required both radiometric and multiangle polarimetric image of the

same cloud target. Despite the gap occurred in the spaceborne polarimetric obser-

vations due to the failure of the Glory mission (Mishchenko et al., 2007), one of the

primary instrument of it, Research Scanning Polarimeter (RSP) provides valuable

field measurements of clouds that have been proven to be useful in many studies re-

lated to the cloud microphysical retrievals (Alexandrov et al., 2012, 2013; NASEM,

2018).

RSP measures both total and polarimetric reflectances in 9 spectral bands,

6 VNIR bands and 3 SWIR bands. More importantly it has exceptional angular

resolution with 0.8-degree angular intervals within 60 degrees in both forward and

backward directions (Alexandrov et al., 2012) which provide sufficient angular span

and resolution to resolve the cloud bow features of the polarized reflectance while

providing the radiometric image of the same cloud target. Hence RSP measure-

ments will be a viable observational platform to further investigate the maximum

1D reflectance method.

Moreover, ESAS (Earth Science and Applications from Space) decadal survey

(NASEM, 2018) has prioritized the necessity of a multichannel-multiangle polar-

ization imaging radiometer for future climate and air quality studies which will be

an encouragement for the further improvements of the maximum 1D reflectance

method towards observational implementations.
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6.8 Discussion and Conclusions

Many studies have been conducted to investigate the 3D RT effects in passive

cloud property retrievals. However, relatively fewer attempts have been made to

do pixel-level detections and corrections. From this study, we introduce a novel

method called the maximum 1D reflectance method to detect and quantify the 3D

RT effects in the bi-spectral cloud property retrievals. The main objective of this

study is to explain the theoretical basis and investigate the feasibility of the detection

and correction framework based on strictly hypothetical simulated 1D cloud fields.

Rigorous investigations are yet to be done in the future based on more realistic cloud

fields (e.g., synthetic cloud fields from large-eddy simulation) and observations (e.g.,

airborne RSP).

For a given CER, the SWIR reflectance reaches to an asymptotic physical

maximum as COT increases. In the maximum 1D reflectance method, we use this

asymptotic physical maximum limit of the SWIR reflectance as a proxy to 1D SWIR

reflectance to detect the 3D RT effects. Furthermore, we explore the possibility

of correcting cloud reflectances, and consequently the COT retrievals for 3D RT

effects. Since the asymptotic maximum value where the SWIR reflectance saturates

is chosen as the 1D reflectance, the corrections that have been made are only accurate

for SWIR-saturated observations (pixels). Therefore, a VNIR filtering threshold

(R∗V NIR) is introduced to select SWIR-saturated observations and the corrections

have only been applied to those cases where 3D-VNIR reflectance (R3D
VNIR) is greater

than the approximated VNIR reflectance (R∗V NIR).
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As shown in Figure 6.7(a) and (b) and explained in Section 6.5, the maximum

1D reflectance method is capable of detecting illuminating effects with a remarkable

accuracy. For the SWIR-saturated pixels (the pixels where R3D
VNIR > R∗V NIR), max-

imum 1D reflectance method has a 100% sensitivity with a 99.5% accuracy for the

illuminating effects in the SWIR band and a 97% sensitivity with a 98% accuracy for

the illuminating effects in the VNIR band. This is because strong illuminating effects

are usually associated with large reflectances which has a high likelihood to cause

saturation in the SWIR band. In summary, the maximum 1D reflectance method

can be used to detect illuminating effects in the SWIR-saturated observations. Al-

though the method only sensitive to 43% and 31% of total illumination effects in

the SWIR and VNIR bands respectively, it still has a 99% accuracy in the SWIR

band and 79% accuracy in the VNIR band illumination effect detection. Hence,

maximum 1D reflectance method could perform as a conservative filter to detect

illuminating effects even without constraining to the SWIR-saturated observations,

especially in the SWIR band.

Corresponding COT biases before and after implementing the maximum 1D

reflectance method are summarized in Figure 6.8. In both with and without SWIR-

saturation constraint (dotted and solid black lines respectively), the strong positive

COT biases due to the illuminating effects have been corrected. However, R1D
SWIR can

be approximated by R1D,max
SWIR (rpole ) only if the SWIR reflectance being saturated and

reached to its asymptotic maximum. Hence, as shown in the dotted line, although

the high COT biases have been corrected by the 3D corrections, the correction that

have been applied to the observations where the SWIR reflectance has not been sat-
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urated (i.e. R3D
VNIR < R∗V NIR) cause high mean bias. Therefore, in the maximum 1D

reflectance method, we only apply the corrections to the SWIR-saturated pixels (i.e.

R3D
VNIR > R∗V NIR pixels). As shown in the solid black line in Figure 6.8, by applying

correction only to the SWIR-saturated pixels, maximum 1D reflectance method can

correct the high optical thickness biases in the bi-spectral COT retrievals.

In summary, we introduce a novel method to detect and quantify the 3D

radiative effects in passive cloud property retrievals. In a realistic observational

scenario, both polarimetric and radiometric images of the same cloud target will be

needed to implement this method. This study only uses strictly hypothetical 1D

cloud fields to explain the main concept and the theoretical basis of the maximum 1D

reflectance method. Rigorous case studies base on more realistic simulated clouds

fields and actual observations are yet to be done in the future.
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Appendix A: Bias statistic definitions

If yi and xi are retrieved and reference cloud properties of the ith pixel respec-

tively, retrieval bias of the ith pixel εi is defined as follows,

εi = yi − xi (A.1)

Subsequently, following statistics are defined.

Mean bias (µ) =

∑
εi

N

Std. (σ) =

√∑
(εi − µ)2

N

Skewness =
3(µ−median)

σ

Mean absolute bias (µ∗) =

∑
(|εi|)
N

Absolute std. (σ∗) =

√∑
(|εi| − µ∗)2

N

root-mean-square (rms) =

√
ε2i
N

(A.2)

When β1 and β0 are the coefficient of predicted regression line and βstd.1 is the

standard deviation of β1, the form of predicted regression line can be written as

follows,

yi = f(xi) = (β1 ± βstd1 )xi + β0 (A.3)

r-value (correlation coefficient) is computed as follows,

rxy =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(A.4)
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