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Semi-supervised learning has proven to be one of the most widely used techniques to

overcome the concern of limited labels. One of the concerns while using neural

networks for semi-supervised learning in presence of an extremely small labeled

dataset is the occurrence of confidently predicted incorrect labels. This phenomenon

of confidently predicting incorrect labels for unsupervised data is called confounding

bias. Even though pseudo-labeling and consistency regularization are among the

state-of-the-art techniques for semi-supervised learning, these techniques are

susceptible to the problem of confounding bias while using neural networks. We

propose a methodology that could help neural networks overcome this problem by

leveraging information from unlabeled images using cluster generating techniques

and smoothness generating techniques in a tightly-coupled way to overcome the

fundamental problem of outliers. These techniques could help the model to learn

certain attributes from the image which could not be learned from the original

resolution of the unlabeled images. We argue both theoretically and empirically that

contrastive outlier suppression is a necessary yet overlooked criteria in the application

of EM-derived latent bootstrapping, because discrimination models such as neural

networks have the potential to make erronous predictions with high confidence if

these datasets are far from the decision boundary, whereas generative methods for



which Expectation Maximization (EM) was originally designed have no such issue.

Contrastive outlier suppression is derived under the assumption that the latent feature

vector predictions should follow a multivariate gaussian mixture distribution.  Our

results show that contrastive latent bootstrapping greatly improves semi-supervised

classification accuracy over a baseline, and furthermore when combined with a

state-of-the-art consistency regularization method, our results achieve the highest

reported semi-supervised accuracy for the CIFAR-10 classification using only 250

labeled sample images.
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Chapter 1: Introduction

Learning with limited labeled data samples is a problem that deep learning has not yet

overcome. While humans can achieve this task seamlessly, contemporary Artificial

Intelligence (AI) algorithms still struggle to do so. These AI algorithms need to be

trained with large labeled data volumes in order to perform well.  And while great

strides have been made in transfer learning, borrowing labeled volumes from another

domain, we have not yet seen a widespread application of semi-supervised deep

learning and it is fair to say that semi-supervised deep learning has not advanced to

the level necessary to be widely applied.  The applications for semi-supervised

learning are numerous as in many domains, unlabeled data is plentiful yet high

quality labeled data is scarce. Data labeling remains a task that is time consuming,

expensive and error prone. Medical imaging is a particularly promising area, as

labeling for classification and segmentation tasks require board certified radiologists

or other highly trained medical professionals in order to perform manual labeling.

Semi-supervised learning has been one of the most used algorithms to learn with a

limited amount of data but has still not achieved the best solution to the problem.

Semi-supervised learning becomes very challenging when the labeled data volumes

are very small relative to the unlabeled volumes.  In  this case, most methods are

susceptible to a kind of confounding bias, in which the model at first learns some

error due to the small labeled sample, and then proceeds to pseudo label the data

incorrectly thereby reinforcing its prior error.  If the initial labeled sample is
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sufficiently large this problem does not occur.  But as we decrease the labeled sample

size, and increase the unlabeled sample size, this confounding bias becomes more and

more of a concern.  There is a strong need for semi-supervised learning algorithms

that can learn with small volumes of labeled data and large volumes of unlabeled

data.

We believe that the key to optimally addressing the confounding bias problem is to

combine the well known smoothness and manifold assumptions into a single deep

learning algorithm framework.  The state-of-the-art methods for semi-supervised deep

learning assume either smoothness or manifold but not both simultaneously.  At

present, the methods based on the smoothness assumption outperform those that

assume manifold, but to the best of our knowledge the combination of these

assumptions has not been adequately explored in a deep learning context.  We review

a variety of methods and express our reasoning why this novel approach is likely to

address the confounding bias problem and allow deep learning methods to learn from

substantially smaller labeled data volumes.  As there are many possible ways to

develop an algorithm based on either assumption, we believe that the search for the

best way of combining smoothness and manifold assumptions will be a topic that will

lead to many publications as well as an advancement of the field toward industry

applications for which large volumes of unlabeled data are obtainable, yet data

labeling is prohibitively expensive.
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Thesis Statement

The confounding bias problem with semi-supervised bootstrapping and

pseudolabeling can be addressed and overcome through contrastive outlier removal

of samples not well represented in the labeled set.

Contributions

● Observed that outlier samples, unexplainable by labeled data, can cause

confounding bias in pseudolabeling techniques.

Observed that pseudolabeling methods suffer from confounding bias caused

by high confident but incorrect “outlier” predictions of samples not well

represented by labeled data.

● Combination of contrastive outlier removal and consistency

regularization yields state-of-art results for semi-supervised classification.

A combination of contrastive outlier removal and consistency regularization

yields the highest reported accuracy in semi-supervised classification as

measured by the semi-supervised CIFAR10 task with only 250 or 4000

labeled samples when the labels follow a uniform distribution.

● Contrastive k-nearest neighbors technique to remove outlier predictions.

This technique compares k low-dimensional feature maps of images and has

been observed to remove predictions that cannot be explained by the model.

● Improved technique to reduce confounding bias for self-training.

Contrastive k-nearest neighbor along with gaussian filtering reduces the

confounding bias overall to as low as 0.96% per expectation maximization

bootstrapping iteration.
3



● Novel technique to determine the quantity of manually annotated labels

during active semi-supervised learning.

ASEM achieves an accuracy of 92% for computer aided diagnosis based

classification.
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Chapter 2: Background of semi-supervised learning

Machine learning (ML) is the study of complex algorithms which improves itself

automatically with the help of training data. Deep learning (DL) on the other hand is a

subset of a broader family of machine-learning algorithms based on artificial neural

networks representation learning. The learning primarily can be supervised,

semi-supervised and unsupervised. Deep learning has seen tremendous success in the

areas of image classification and speech recognition. In order to make a model learn

these attributes, it is necessary to feed the model with a large supervised labeled

dataset in order to avoid the model from over-fitting. Also, adding manually

annotated high quality labels to the data is an expensive task and often it is not

possible to receive labels of every data sample. Semi-Supervised Learning (SSL)

overcomes this task with the help of using partially labeled and unlabeled data

samples in the model while training. As mentioned, in semi-supervised learning you

often have a dataset S that has a labeled set SL and unlabeled set SU. The labeled

dataset is usually much smaller than the unlabeled dataset. The primary goal of

semi-supervised learning is to leverage the unlabeled dataset to build a stronger

performing model than the model trained on only the small amount of labeled dataset.

Also, eventually getting a model that would converge closer to a model that was

trained on the dataset S which was completely labeled. Using this data for training

helps us to create a prediction function for the model to identify which class the data

sample belongs to. For example, when we use only SU (which is a relatively lower

sample size than SU) to classify data points, the prediction function identifies a

decision boundary that separates one class from the other. The aim of semi-supervised
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learning is to use the information from the unlabeled dataset SU which could help to

enhance the decision boundary of the model and make much more accurate

predictions. Semi-supervised learning initially appeared in the form of self-training

[4]. This paper focuses on training the model with the partially labeled dataset and

predicting the labels for a subset of the unlabeled dataset. These predictions were then

added to the training dataset iteratively to increase the accuracy of the model.

There have been several methods that have been tried over several years. These

methods can be broadly classified into 4 categories [33]:

Consistency Regularization: These methods mainly focus on generating additional

training samples without affecting the model and without changing the prediction of

the unlabeled samples significantly. The model can be trained to have consistent

predictions for unlabeled data points and its perturbed version [1,2,11,12,13,35,36].

Proxy-Label Methods: These methods emphasize on labeling a subset of an

unlabeled dataset based on a particular condition and can be added to the training

sample to be re-trained to increase the sample size of the dataset. Some of the

examples of these methods are Self-training, Co-training and Multiview training

[4,10,15, 25].

Generative models: When we have a dataset G which has similar characteristics but

is not exactly the same class of the small sample size of the labeled dataset S, the

dataset G can be generated using generative models. These generative models can be

used to transfer the weights to generate the sample dataset S to increase the sample

size of the labeled dataset. [21,24,38,40,41]
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Graph-Based Methods: The data samples are considered as a nodes on the graph

and the model's predictions are compared between the labeled and the unlabeled

samples. The objective of these methods are to compare the similarity between two

nodes based on how strong the edges are between the two nodes [33,43,44,8].

2.1 Main Assumption of Semi-Supervised Learning

Before diving deeper into some of these techniques, let's try to understand some of

the general assumptions that need to be made during semi-supervised learning. Some

of these assumptions about the data structure need to be true in order to perform

sem-supervised learning on a finite dataset.

Some of these assumptions are as follows:

● The Smoothness Assumption

If there are two points x1 and x2 that lie close to each other in a high-density region

then its corresponding output y1 and y2 should be close to each other [4]. In other

words, if there are two data points that belong to the same class and belong to the

same cluster in a high density region with all other data points with the same class,

their corresponding output should also be close to each other. This is also true for the

inverse scenario that if two points are separated from a low density region and do not

belong to the same cluster, their corresponding outputs should also be away from

each other. This assumption is mainly used during classification tasks which helps us

to verify that the predicted sample can be added to the training sample or not.

● The Cluster Assumption
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If there are two points that belong to the same cluster, they are likely to belong to the

same class [4]. This assumption is made on the basis that the input samples that

belong to the same class are considered as one cluster. This makes it easier to assign

and verify if the model's prediction belongs to a particular class. It can also be called

the low-density assumption. For example, if we make a decision boundary at a high

density region of the input samples, we are likely to make clusters of samples that

belong to different classes that violate the basic principles of semi-supervised

learning.

● Manifold Assumption

The (high-dimensional) data lie (roughly) on a low-dimensional manifold [20]. In a

high-dimensional dataset the requirement of volume of data-sets also go up during

generative tasks which makes it quite challenging. This assumption is based on the

fact that if the input data can be represented in a low dimensional space, the input

unlabeled data can be used to make a lower dimensional representation, learn some

special characteristics which can be used while learning the labeled samples which

enhances the performance of the model while classification.

2.2 Consistency Regularization

The principle of consistency regularization is that the model has to be less sensitive

even when there are different perturbations applied to the training data. One of the

most common techniques used in consistency regularization is data augmentation.

The idea behind data augmentation is to considerably increase the training data

volume. In some methods, the input data is stretched and expanded which still keeps
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the sample aligned to its original class. This helps the model to learn various aspects

of the data that it was not able to learn with just one form of the input sample. In

semi-supervised learning, consistency regularization is used with the idea that the

model predicts the same class to the perturbed version of the unlabeled sample. In

other words, the model should be able to predict the unlabeled sample x exactly the

same way it predicts the class for the augmented version of x [2].  In the “Mean

Teacher” [1] algorithm, the exponential moving averages of the model parameters are

taken to get a much more stable target prediction and this method has significantly

shown improvements in results. One of the drawbacks in these types of methods is

that they use domain specific augmentations. These problems have been overcome by

techniques like “Virtual Adversarial Training” [35]. These techniques believe in

generating additive samples with similar characteristics to increase the data volume

and thus avoiding random augmentations. There are also approaches such as

Transformation Consistency where they propose that if the x and x’ that are at a

distance from each other are fed into the model their corresponding predictions y and

y’ need to be at the same distance from each other [36]. The most common distance

measurement techniques are Mean Squared Error (MSE), Kullback-Leiber (KL)

divergence and Jensen-Shannon (JS) divergence.  In other words, consistency

regularization obtains pseudo-labels from the model's predicted distribution based on

the different augmentations applied to the input image [11, 12, 13, 37].
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2.3 Proxy-Label Methods

Semi-supervised learning focuses on using the unlabeled data as a part of  the training

data along with the labeled samples. Proxy-label methods assign a soft label to these

unlabeled samples. Self training is one of the oldest and simplest techniques that uses

the model predictions for unlabeled data to be added on to the training sample

followed by re-training the model with an increased sample size of training data.

Formally, when a model m is training on a dataset x, the predictions of the unlabeled

dataset m(x) is compared with a predetermined threshold T. If the prediction

surpasses that threshold, it is then added to the dataset to re-train the model [4,10,15,

25]. Co-training is a part of multi-view training where a dataset S can be represented

as 2 independent feature sets S1 and S2. After the model is m1 and m2 are trained on

the respective datasets, at every iteration, the predictions that surpass the

predetermined threshold from exactly one model are then passed to the training

dataset of the final model [26, 23]. In recent times, co-training has been used in 3-D

medical imaging where the coronal, sagittal and axial view of the data was trained on

three different networks [9]. A consensus model between these three networks was

used to predict the label for the unlabeled dataset. The major limitation with such

types of models is that they are unable to correct their own mistakes and any bias or

wrong prediction detected by the model results in confident but erroneous predictions.

One of the papers proposed by Yalnizet et al. [39] uses self-training to improve

ResNet-50 and work towards making a robust model even after being subjected to

various perturbations. Initially, the model is trained on unlabeled images and their

10



proxy-labels which is then used to fine-tune the model with the help of the labeled

images in the final stage.

2.4 Generative Methods

Figure 2.1: Generative Adversarial Network

Generative Adversarial Networks [42] consists of a generator G and a discriminator D

(Figure 2.1). The generator receives a latent sample z~p(z) which is sampled from

p(z) and tries to map it to the input sample. The discriminator on the other hand

fetches a sample either from the generator or the real image and tries to classify it as

“fake” or real. There have been many other proposed extensions using the hinge loss,

wasserstein loss (WGAN) etc. The semi-supervised GAN (SGAN) [21] is an

extension of traditional Generative Adversarial Networks. As such, the model works

on the unsupervised mode and the supervised mode. In the unsupervised mode, the

model is initially trained on unlabeled datasets for the generator to generate images

and the discriminator extracts certain features to classify the generated images as real

or fake. This discriminator is then used later as a starting point on the same dataset to
11



predict the class of the samples which is a part of the supervised mode. The features

extracted by the discriminator during the unsupervised mode helps the model to learn

certain features which could enhance the performance of the model during supervised

classification. For example: Odena et al. show how GAN based semi-supervised

learning on the MNIST dataset can perform as well or better than just a stand-alone

CNN model [21]. Salimans et al. [38] present how Semi-supervised GANs perform

equally well or better in many image classification techniques including the MNIST

dataset. Fujino et al. [24] present how SGANs along with bias correction techniques

like maximizing conditional entropy can be used with expectation maximization for

semi-supervised learning. Kigma et al. [40] expanded the work on using generative

techniques for generative sem-supervised techniques [41]. They use the generative

distribution of the data to improve the classification performance of the model.

Variational Autoencoders (VAE) are one of the approaches that  use generative

techniques for semi-supervised learning. Initially, the model is trained on both the

labeled and the unlabeled data. Using the fully trained VAE, the observed labeled

samples are modified into a low dimensional latent space sample. These samples can

then be used with the associated label of the original data sample for classification.

These low dimensional embeddings are much more informative since they are formed

by independent Gaussian posterior parameterized by the encoder of the VAE.

2.5 Graph Based Methods

Graphs can be used to express the relations between any data points which could

express the data in a general and global manner. In this technique, every data point xi
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is represented as a node on a graph and the edges ei represent the relation between the

two nodes. For eg. if we have a graph G = (V,E), where V = {v1,v2,v3,...vn} are the

nodes on the graph and E = { } represent the relation between the vertices. This𝑒
𝑖𝑗=1
𝑛

relation between nodes and edges on the graph are represented with the help of an

adjacency matrix A ij. In the adjacency matrix the relation between the nodes is

represented by a non-negative number and if there is no relation, A ij = 0. The

adjacency matrix can either be derived using the similarity metric between two

data-points [43] or could be derived using knowledge graphs. Graph based

classification can be broadly classified into four categories: node classification, link

prediction, clustering, and visualization [33]. Graph based techniques can be

transductive and inductive in nature as well. Transductive methods are capable of

only producing labels for the samples seen during training while inductive methods

are capable of both getting information from the labeled samples and transferring the

information to the unseen and unlabeled samples. The node classification approaches

are one of the most used methods in semi-supervised learning [44]. This method

works with a general idea that the nodes which are close to each other have the same

label or the labels that are close to each other have the same embedding. Xu et al. [8]

proposed using the technique of graph heat to capture information from the

neighboring nodes. GraphHeat is a set of filters which takes the graphical

representation as an advantage to get information from neighboring nodes for smooth

labelling.Qimai et al. [14] present two methods in specific called Graph Labeled

Propagation (GLP) and Improved Graph Convolutional Networks (IGCN). In Graph

Labeled Propagation, a low pass filter is used on the data which is treated as a graph
13



to predict the vertices and then pass this new version of the data into a classifier. The

advantage is that we are able to inject graphical relations into the data which shows a

better performance. IGCN on the other hand replaces the weight matrix with a

k-exponent weight matrix which makes the graph smoother and shows better

performance than GLP. Papandreo et al. depicts a graphical model to evaluate the

joint PDF of picture names, pixel esteems, and pixel marks utilizing pixel names as

an idle variable [19]. Yang et al. [27]  confirm that  graphs can basically be

constructed by us as a feature, which could be the distance between the instances or

directly derived from external data such as knowledge graphs. In the paper, they have

chosen a data-set in which a graph is already given which does not intersect with the

features. They have concentrated on a transductive and inductive framework which

gives out a graphical representation of the information gained from the networks.

2.6 Related Methods

Active Learning

If some of the most sophisticated supervised learning tasks had the capability to

choose the data to be learned from, they could perform much better than usual. Active

learning is an interactive platform where at any point, the true label of the desired

sample can be fed into the model to enhance its performance [45]. The two most used

measures of choosing samples during active learning are informativeness and

representativeness [33]. Informativeness is the measure which tells us how the model

is affected by the addition of a particular unlabeled sample to the model.
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Representativeness on the other hand measures how well an instance can be used to

describe the structure of input patterns. Phuong et al. present how active

semi-supervised learning can be used to classify medical modalities [46]. This work

presents how the intervention of radiologists in the active-learning section provides

diagnostic labels to the unlabeled samples that could enhance the performance of the

statistical model with expectation maximization. Active learning relates to the

common problem of semi-supervised learning which is improving predictions with a

very limited set of labeled data.

Transfer Learning

Transfer Learning is one approach that helps a statistical model to learn from a

dataset with similar characteristics and structure like the limited, labeled training

sample. Once the model is trained on the dataset from a similar domain, this model

can then be used to transfer this knowledge on the training sample. This helps our

model to achieve a better start point of convergence and extracts the important

features from the training data efficiently. Razavian et al. proves that transfer learning

permits CNNs to take in robust highlights from an enormous dataset which improves

the classification performance [20]. Transfer learning can also be used in generative

approaches to generate input samples for classification. We have also demonstrated

that while generating COVID-19 x-rays [47]. Due to the limitations of the COVID-19

x-ray samples, we trained a Res-Net 50 model on similar pneumonia based x-rays and

then this model was transferred to generate COVID-19 x-rays using a mean teacher

approach. Shin et al. evaluate the use of state of the art (2016) convolutional neural

networks for transfer learning to perform Computer Aided Diagnosis (CAD) and
15



compare the performance of these models versus CNN's being trained from scratch

[30]. The author assesses their theory utilizing two CAD issues: thoraco-abdominal

Lymph node (LN) identification and Interstitial Lung Diseases (ILD) characterization.

Transfer learning can be broadly classified into 3 techniques:

1. Feature Extraction: This technique primarily focuses on using a pre-trained

network’s intermediate layers on another dataset for feature extraction. This

technique works particularly well when you train a model on some dataset and

reuse the intermediate layers and replace the fully connected layers while

applying the model on a completely different dataset [52].

2. Fine Tuning: This technique in addition to the feature extraction method is

focused on using the entire pre-trained network on a new dataset. While

training it on the new dataset the entire model is trained from the first epoch

as it is.

3. Two - Stage Transfer Learning: In contrast to the fine tuning technique, this

method trains the final fully connected layers first for a few epochs and then

the entire as it is believed that training the entire network from scratch might

transfer harmful gradients to the fully connected layer which could degrade

the models performance [52]. When we add new fully connected layers to a

pre-trained intermediate layer network, the randomly initialized weights might

cause instability in the model's learning.
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Weakly - Supervised Learning

Since manually captioning of data samples can be very time consuming and

expensive, weakly supervised learning is one of the approaches that have been used.

The use of low quality images and larger training samples are constructed with the

help of these annotators [48]. This method is very similar to supervised learning but

the only difference is that real labels are replaced by weak labels. For example, In

segmentation tasks, it is very difficult to obtain pixel level annotations so inexact

locations like bounding boxes are taken into account. In such scenarios

semi-supervised learning can be used with a limited quantity of labeled images and a

larger quantity of weakly labeled images. Berthelot et al. explains the importance of

augmentation anchoring with both weak and strong augmentations [5]. Papandreo et

al. also present the combination of weakly labeled foreground and background

pixel-level scores for the images with the image level labels. Rosenberg et al. also

present the work of using weakly supervised labels to estimate the weak labels for the

unlabelled dataset, compute expected statistics using fully labeled and weak label

samples and update the parameters of the detection model [25].

2.7 Limitations of Semi-Supervised Learning

Unless the learner is absolutely certain about the assumptions between the labeled and

the unlabeled data (if no assumptions are made between the labeled and the unlabeled

data then it is called no-prior knowledge setting) then the one cannot hope a

significant improvement over supervised learning with the use of semi-supervised

learning [49]. Although it has been assumed that having extra knowledge about the
17



distribution of the unlabeled samples helps to enhance the performance of

semi-supervised learning, it has been proved that having extra information about the

unlabeled distribution also can lead to degrading the performance of the

semi-supervised model. This generally happens when there is no relation assumed

between the labeled and the unlabeled information which feeds the model with

unwanted noise and takes the model away from the target.

2.8 Problems of Semi-Supervised Learning

Semi-supervised learning is mainly focused on leveraging the information

from the unlabeled data to generalize a group of data to a particular class. Let’s say

we want to perform a binary classification task where we have a set of labeled and

unlabeled data. In semi-supervised learning, we assume n << N  where n consists of

labeled data and N is the set consisting of both labeled and unlabeled data. One of the

simplest methods to tackle this problem would be self learning where we train our

model on the labeled data n to predict the unlabeled data (N-n). These predictions are

then used along with the labeled data to train the model again with the assumption

that the model would learn additional features that were not present in the small

subset of labeled data. These methods often fail to converge as we do not make an

assumption for the relation between the labeled and the unlabeled data. In these

methods, when the model is trained initially on only the labeled images to predict the

labels for the unlabeled images, it tends to sometimes yield false predictions as well.

When these uncertain labels for the unlabeled samples are added to the training

dataset to re-train the model, there is a possibility to overfit the model to this dataset
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which is a mix of true positives and false positives. This scenario where we overfit

the model to these incorrect predictions is known as confirmation bias. Our main

focus in this proposal is to build a framework which would consider all the

assumptions of semi-supervised learning to reduce this condition of confirmation

bias.

Recently, there have been approaches that include mixing up of the data and

using various consistency regularization techniques that use data augmentation to

overcome confirmation bias [2]. A network is said to be over-confident when it is

trained on hard labels and it is this scenario which is taken care of by randomly

mixing labels of different classes to reduce the prediction-confidence of these neural

networks [7]. In other words, naive pseudo labeling results in overfitting models due

to confirmation bias and hence, Arazo et al. had proposed a mix-up augmentation

technique and a minimum number of labeled samples per mini batch are effective

regularization techniques to overcome confirmation bias [7].

The first most addressed problem with semi-supervised learning is how to

choose the subset of newly labeled data from the unlabeled data as an extension to the

previously labeled data [50]. There have been techniques that use a confidence

interval to determine the threshold for the newly labeled data. Sometimes, using a

very high threshold does not always result in the improvement of the classification

performance whereas using a very low threshold also results in misclassified

examples which causes the model to diverge. Hence selecting an optimal threshold
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value for a particular dataset needs to be addressed. Our model specifically focuses on

overcoming this limitation.

The second most addressed problem is the use of the discriminator to finally

classify the class of the input data. Some of the standard approaches that the previous

work suggests is the use of the classifier which was used to train the labeled samples

after the last iteration. This could lead to overfitting problems as well. There have

also been approaches that suggest the use of an upper bound error rate to stop the

iterations for the discriminator [51].

There are papers that take one or two out of the three assumptions of

semi-supervised learning into consideration but do not consider all three assumptions

while performing semi-supervised learning. We propose to consider all the three

assumptions while constructing our model which we strongly believe can help to

overcome the issue of confirmation bias. Graph-Based learning typically works on

local similarity indexes to construct a graph over all data points. It is important to find

a local similarity matrix to consider such assumptions for graphs. The high

dimensionality datasets like images work specifically on the smoothness based

assumptions where the model needs to be constant even for minor perturbations of the

input images [28]. Semi-supervised learning too works on the similar assumptions as

its supervised learning counterparts. The support vector machine instances often

consider the cluster based assumptions which states that the decision boundary of the

clusters should be in the low-density region. It has still not been discovered which
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method and which particular assumption suits the best for which dataset and we try to

focus on proposing a generalized technique that considers all the three assumptions

which could be more robust and that could be widely applicable. There is no

established method over the years to determine which assumption and method works

the best for any particular dataset and that is what we try to achieve in this proposed

technique.

2.9 Problems of Semi-Supervised Learning in Medical Imaging

Our proposed work has a lot of applications on medical imaging as well.

Computer- Aided Diagnosis (CAD) has been explored a lot in the past and we know

that labeled images are one of the most talked about hurdles that a researcher has to

deal with. Deep learning requires a large amount of labeled data to establish a relation

with the data distribution and the associated label. This could be a very challenging

and expensive task as clinically labeling X-rays, (Computer Tomography) CT-scans

or any other medical modality requires a radiologist. Medical imaging requires to

surpass the metrics of sensitivity and specificity which is often signified by the

Receiver-Operating-Characteristics (ROC) curve. Sensitivity calculates the amount of

true positives in the set whereas specificity measures the amount of true negatives in

the set. CAD focuses on increasing the amount of true positives that the model

predicts. Another important problem is using hard labels with a large quantity of high

resolution medical modalities does not allow the model to learn the detailed aspects

of the data distribution. There are techniques that focus on CAD using the smoothness

assumption to classify the ct-scans and also x-ray generation. There have been

proposed techniques using only the cluster assumption during generation to determine
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a threshold for the predicted images. Manifold assumptions have also been used to

learn from low-dimensional representations of the input data but as to our knowledge

all the three assumptions are not used in CAD which we have tried to achieve

incrementally in our preliminary work. We have also demonstrated the use of a

combination of active learning and semi-supervised learning with the help of human

intervention for providing the model with labeled necessary samples.  This work

builds upon our recent work demonstrating that a Semi-supervised EM (SEM)

algorithm was able to perform as well as a cross-validated Lung Cancer screening

accuracy as compared to a fully-fully-supervised technique [10]. We have also

demonstrated our algorithm that incorporates Active learning in combination with

Expectation-Maximization (EM) in order to further improve cross-validated screening

accuracy. The active learning component allows the algorithm to interactively suggest

images to radiologists that need to be labeled, and the semi-supervised learning using

EM allows the algorithm to incorporate a larger unlabeled training image dataset

along with a smaller labeled dataset.

2.10 Dataset

● MNIST Dataset

The MNIST dataset consists of images of 10 classes which are digits from 0 to 9.

These images consist of handwritten and is one of the datasets that have been used

widely for deep learning and computer vision related problems. The MNIST database

contains 60,000 training images and 10,000 testing images. Half of the training set

and half of the test set were taken from NIST's training dataset, while the other half of

22



the training set and the other half of the test set were taken from NIST's testing

dataset.

● CIFAR 10 Dataset

The CIFAR-10 dataset contains 60,000 32x32 color images in 10 different classes.

The 10 different classes represent airplanes, cars, birds, cats, deer, dogs, frogs, horses,

ships, and trucks. There are 6,000 images of each class. It is also one of the most used

datasets for validating the performance of semi-supervised learning approaches.

● Medical Datasets

We propose to use publicly available Covid-19 CT-scans and x-rays. The publicly

available Covid-19 images consist of 1210 images of the Covid-19 class. We also

propose to use a publicly available Kaggle dataset that consists of 5400 slices of

malignant nodules. This helps us to verify our algorithm on a medical dataset problem

as well.

Chapter 3: Deep Expectation-Maximization for

Semi-Supervised Lung Cancer Screening

We begin by presenting a semi-supervised algorithm for lung cancer screening in

which a 3D Convolutional Neural Network (CNN) is trained using the Expectation
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Maximization (EM) meta-algorithm. Semi-supervised learning allows a smaller

labeled data-set to be combined with an unlabeled data-set in order to provide a larger

and more diverse training sample. EM allows the algorithm to simultaneously

calculate a maximum likelihood estimate of the CNN training coefficients along with

the labels for the unlabeled training set which are defined as a latent variable space.

We evaluate the model performance of the Semi-Supervised EM algorithm for CNNs

through cross-domain training of the Kaggle Data Science Bowl 2017 (Kaggle17)

data-set with the National Lung Screening Trial (NLST) data-set. Our results show

that the Semi-Supervised EM algorithm greatly improves the classification accuracy

of the cross-domain lung cancer screening, although results are lower than a fully

supervised approach with the advantage of additional labeled data from the

unsupervised sample. As such, we demonstrate that Semi-Supervised EM is a

valuable technique to improve the accuracy of lung cancer screening models using 3D

CNNs.

3.1 Introduction

The accuracy of Computer Aided Diagnosis (CAD) for cancer screening has

improved tremendously in recent years due to advances in Deep Learning[54, 32, 31,

55, 56, 29, 57]. The most successful deep learning algorithm to date for image

classification being the Convolutional Neural Network (CNN). However, a major

limitation of most deep learning algorithms including CNNs is that they are fully

supervised. As such, low data volumes of labeled imagery are often a limiting factor,

especially in the medical imaging domain in which accurate data labels require a

great deal of clinical training to be able to construct. Semi-supervised learning is an
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approach to expand the volume and diversity of the labeled training sample set by

making use of an additional unlabeled training sample. This approach can increase

data volumes thereby potentially improving screening accuracy. However,

semi-supervised learning introduces additional complexity into the training process.

Expectation maximization (EM) is a classical statistical meta-algorithm for estimating

a model given some variables existing in a latent variable space [58]. Although in

machine learning EM is often associated with relatively simple Gaussian Mixture

Models (GMM), it can also be applied to more complicated deep learning models

including CNNs thereby enabling CNNs to be trained in the presence of latent

variables. In our approach, we perform semi-supervised learning by employing the

EM meta-algorithm to train the maximum likelihood CNN model in the presence of

both observed and unobserved (latent) image labels. For training and evaluation we

combined two lung cancer screening data-sets: The Kaggle Data Science Bowl 2017

(Kaggle17) as well as the National Lung Screening Trial (NLST). Kaggle17 has a

total of 1375 patients and the Computed Tomography (CT) scans include image

volumes with associated binary clinical labels for 365 patients diagnosed with lung

cancer within one year of the scan. The CT-scans for which the patient was diagnosed

with lung cancer are labeled as 1 and the remaining are labeled as 0. NLST is another

data-set we have used for training our model. The subset of the NLST made available

to us for this model contained 4075 patients out of which 639 patients had been

diagnosed with lung cancer. Combining two cancer screening data-sets in this way

introduces potential challenges with cross-domain training. Even though both

data-sets represent imagery from a similar lung cancer screening task, there are small
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discrepancies that may impact the classification performance. Furthermore, the NLST

data-set is 4x larger than the Kaggle17. As such, we want to evaluate the ability to

train a model using supervised imagery from one data-set and to incorporate

unsupervised imagery from another data-set to perform semi-supervised learning. In

this study, we demonstrate that a semi-supervised training approach using EM is able

to achieve greater accuracy than a fully supervised approach using either the NLST or

Kaggle17 data-set on its own. We find that semi-supervised learning with EM is able

to increase the available labeled data volume and thereby improve the accuracy of

deep cancer screening tasks.

3.2 Related Work

Semi-supervised learning comprises a variety of methods to combine labeled and

unlabeled training data to improve model performance [54; 59; 26; 60; 61].

Generative techniques attempt to model the probability distribution of the unlabeled

imagery as a function of the model and labeled imagery [62; 63]. The most influential

generative technique is Expectation Maximization introduced by Dempster et. al 1977

[64]. EM is originally intended to be applied to generative models although many

important classifiers including CNNs are of the discrimination variety. Nevertheless,

due to their ability to infer label probabilities from source imagery, it is possible to

make the assumption that the discrimination model is approximately generative [65].

Papandreou et. al (2015) has combined EM with CNNs to infer pixel segmentation

from weak image labels [19] demonstrating that EM is compatible with CNNs. There

are also methods that use the labels predicted in the first iteration that combine with
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the multiple machine learning models through ensemble methods [59] called

Co-Training. Active learning has also been combined with Expectation Maximization

[26] which is a related method that helps human annotators guide the SemiSupervised

learning by the machine selecting data-points to fully label. In this scenario, the

model constantly trains on new data and labels being fed in every iteration to classify

the unlabelled data. Finally, extensions to EM have been incorporated into a variety

of shallow classifiers including SVMs and HMMs. These alternative techniques

include Co-Training and Co-EM which introduce additional non-linearity into

Semi-Supervised learning by incorporating multiple views of the unlabeled imagery

[61].

3.3 Data Preparation

Both the Kaggle17 and NLST datasets contain chest CT scans with slice thickness

less than 3mm. These CT scans are a 3D volume with every voxel value having a

single intensity value in accordance with the Hounsfield scale’s standardized units.

Data preprocessing was performed prior to model training. Each axial slice of the

data-set is 512 × 512 and the number of axial slices per CT scan varied between 150

to 225 in each volume. We have created chunks of 20 slices for every patient and

re-sized each image to 50 × 50. The suspicious nodules included in the data-set are on

the order of 1 cm3 , slices from an example CT image are shown in figure 1
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Figure 3.1: Axial slices of lung CT-scan subsequent to preprocessing.

3.4 CNN Architecture

Figure 3.2: Architectural diagram of 2 layer 3-D CNN model.

28



Table 3.1: 2 layer 3-D CNN model

We evaluate the Semi-Supervised EM method using two very different CNN

architectures for lung cancer screening. The first architecture is a relatively simple

2-layer 3D CNN as seen in Figure 3.2, and the other is a deeper 3D AlexNet

architecture as seen in Figure 3.3. The architecture of our 3D 2-layer CNN in Figure

3.2 consists of 2 layers of CNN with a fully connected dense layer in the end. We

have passed a sliding 3 × 3 window over each 3-D image for feature extraction. In the

first layer of the CNN, the sliding window generates features and passes it to the max

pooling layer which reduces the size of the feature maps before passing it to the next

convolution layer. AlexNet comprises 11 layers which are a combination of

convolutional, max pooling, and fully connected layers. The detailed description is

illustrated in figure 3.3.

Two layer 3-D CNN

In this model the 3D volume data is first passed through the 3D-CNN layer with 1

channel where it detects 32 features and is passed to the next max-pooling layer. It

computes the first 32 features using a window of size 3 × 3 × 3. In the max-pooling

layer, it computes the highest pixel-values and creates a new image. In the next

3D-CNN layer it computes 64 features using 32 channels and is then passed on to the

next max-pooling layer. Finally, it is passed through the fully connected layer which
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computes 1024 features. The architectural diagram for this model can be seen in

Figure 3.2 and output shape in Table 3.1.

AlexNet

Figure 3.3: Architectural diagram of 3D AlexNet CNN.
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In this model as shown in Figure 3.3, the 3-D Lung volume is passed through the first

layer of CNN with 96 filters, size being 5 × 5 × 3 with a stride of 2 × 2 × 2 and setting

and zero padding. It is then passed on to the next layer of maxpooling with the same

96 filters with the size as 3 × 3 × 3 and stride as 2 × 2 × 2. In the next layer of CNN

the filters are increased to 128 keeping the same size but reducing the stride to 1 × 1 ×

1. In the 4th layer during max-pooling the strides and the size is unchanged. The next

layer of CNN has 256 filters with size 3×3×3 and stride 1×1×1 but with no padding.

The 6th layer is a CNN with 384 filters with the same size and stride and zero

padding is added. The 7th layer again is a CNN layer with 256 filters with size 3x3x3

and the stride as 2×2×2. The 9th,10th and 11th layers then consist of 4096, 1024 and

2 neurons respectively. These are fully connected layers.

3.5 Expectation Maximization

The EM algorithm is used to find the maximum-likelihood of a model in the presence

of observed and latent variables. It is a technique that can be used in a

semi-supervised approach to infer unknown labels while training. In our method,

based on the labeled data-points, EM initially generates a classifier θ. The next step

consists of performing an iterative procedure where EM uses θ to classify the data

and then generate a new MAP hypothesis based on the labels inferred in the previous

step. EM is an iterative method that attempts to determine the latent variable Z which

in our case is a set of unknown image labels, such as to maximize the likelihood of

observing the image X given a CNN model. The likelihood of a latent variable is

given by the integral of the joint probability density over all possible values of the

latent variable Z.
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[3.1]𝐿(θ; 𝑋) =  𝑝(𝑋|θ) =  ∫ 𝑝(𝑋, 𝑍|θ) 𝑑𝑧 

EM attempts to solve the above integral by alternating between Expectation and

Maximization steps. Expectation is in which we calculate the expected value of the

latent variables given the tth iteration of the model . In the context of a deepθ𝑡

learning framework, the expected value of can be computed by classifying𝐸
𝑍|𝑋,θ

𝑡

label probabilities of the unlabeled imagery using the tth iteration of the model

coefficients .θ𝑡

[3.2]𝑄(θ|θ
𝑡
) =  𝐸

𝑍|𝑋,θ
𝑡

 [𝑙𝑜𝑔𝐿(θ;  𝑋, 𝑍)]

The Maximization step is to compute the maximum likelihood model given ourθ𝑡+1

current expected value of the latent variables Z. This can be accomplished by

retraining the deep learning model using the expected value of the image labels at the

tth iteration.

[3.3]θ𝑡+1 =  𝑎𝑟𝑔𝑚𝑎𝑥
θ
𝑄(θ|θ𝑡) 
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Our algorithm is similar to Co-EM [61] which is a semi-supervised algorithm which

makes use of the hypothesis learned in one view to make use of probability to label

the examples in the other data-set. It runs EM in every iteration and interchanges the

labels that it has learned using probability. The major difference with this algorithm is

that it does not set the labels in one iteration but based on the probability, it changes

the labels and gets it close to the cluster it belongs to. There are several variants of

EM for semi-supervised learning that evaluate this system in slightly different ways.

In order to improve convergence, we decided to incorporate the unlabeled imagery

gradually over multiple iterations of EM rather than all at once. When training on

NLST and evaluating on Kaggle17, in the first iteration we predict the labels of the

first 200 images in the Kaggle17 data-set. After prediction of the labels we

concatenate these labels to the respective images and append it to the training dataset

to pass it through the model again to predict the labels of the next 200 images in the

next iteration. We repeat this process until the likelihood of the labels are maximized

and the labels of all the images in the unknown data-set are predicted.

3.6 Deep Expectation Maximization Evaluation

We evaluate the accuracy of the Semi-Supervised EM methodology for cross-domain

lung cancer screening. We compare our results to a fully supervised baseline as well

as a fully supervised upper-bound. To perform this evaluation, we combined the

NLST and Kaggle17 data-sets in several ways as described in Tables 3.2 and 3.3. In

both Tables we wish to evaluate the ability to train the CNN model on one Lung
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Cancer data-set (either Kaggle17 or NLST) and evaluate classification accuracy on

the other data-set. This task is cross-domain in the weak sense that the Kaggle17 and

NLST datasets are highly related but differences can affect classification accuracy. In

Table 3.2 we train the CNN models using supervised data from the Kaggle17 data-set

and evaluate the accuracy for cancer screening on the NLST data-set. Respectively, in

Table 3.3 we train the CNN models using supervised data from NLST and evaluate

using Kaggle17. The question we wish to answer is to what extent we are able to

improve the accuracy of this cross-domain classification task by incorporating

unlabeled data from the evaluation domain’s training set using Semi-Supervised EM.

As such, both Tables 3.2 and 3.3 have three columns. The first column shows a

baseline fully supervised approach using only the labeled out-of-domain data-set for

training. The second column shows a fully supervised upper-bound of using both

in-domain and out-of-domain data for training. The third column ”Semi-Supervised

EM” shows the extent to which including unlabeled data from the evaluation domain

using the proposed methodology is able to improve the classification performance.

Table 3.2 shows the performance of supervised baseline, supervised upper-bound, and

Semi-Supervised EM to classify NLST imagery using supervised imagery from

Kaggle17. We divide the training, validation and test data into 80, 10 and 10 percent

respectively. The 2 layer 3-D CNN model gives us baseline accuracy of 75.95%

which improves to 77.5% with the addition of unlabeled imagery from NLST.

Similarly the AlexNet gives us a baseline accuracy of 79.36% which improves to

81.1% using Semi-Supervised EM. We see that for both CNN architectures, the

improvement of incorporating unlabeled imagery from NLST with Semi-Supervised
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EM is roughly half that of an upper-bound using fully labeled imagery from both

data-sets combined. Table 3.3 shows a similar cross-domain evaluation of supervised

baseline, supervised upper-bound, and Semi-Supervised EM but this time to classify

Kaggle17 imagery using labeled imagery from NLST. In this process, we have trained

the data-set on 80% of the NLST data-set, validated on 10% of the NLST data-set and

tested the accuracy of the model on 10% of the Kaggle17 data-set. The 2 layer 3-D

CNN model gives us baseline accuracy of 76.75% which improves to 78.1% with the

addition of unlabeled imagery from NLST. The AlexNet, however shows an

improvement in this case with a labeled baseline accuracy of 72.9% which improves

to 74.4% using Semi-Supervised EM. The NLST data-set is much larger than the

Kaggle17 data-set with 4075 and 1375 CT scans respectively. The larger

improvement of the 2-layer 3D CNN relative to the AlexNet can be explained

because in Table 3.3 the unlabeled imagery is a smaller fraction of the overall data

volume relative to the experiment in Table 3.2. We see in both of our cross-domain

lung cancer screening experiments that the Semi-Supervised EM (column 3) is able to

improve the classification accuracy over a baseline supervised algorithm using only

the out-of-domain imagery and labels. Also, as expected we also see that the

classification accuracy is less than the upper-bound of incorporated fully supervised

labels from both data-sets. Furthermore, we see that this improvement is more

pronounced in the experiment of Table 3.2, in which we use labeled imagery from the

smaller Kaggle17 data-set and incorporate unlabeled imagery from the larger NLST

data-set.
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Table 3.2: Train:Kaggle17 Test:NLST

Table 3.3: Train:NLST Test:Kaggle17

3.7 Findings

We have demonstrated that Semi-Supervised EM, when applied to computer-aided

lung cancer screening with CNN models, is able to increase accuracy of cross-domain

classification by incorporating unlabeled imagery. Semi-Supervised EM is a

technique to infer the maximum likelihood CNN coefficients in the presence of

labeled and unlabeled imagery. This technique can therefore improve and increase the

availability of training data which is often a limiting factor for cancer screening

applications. Our findings show that using labeled imagery with the smaller Kaggle17

data-set and incorporating unlabeled imagery from the larger NLST dataset provides
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roughly half of the accuracy benefit as incorporating fully labeled imagery from

NLST. We believe that semi-supervised learning could have a major impact on the

performance of Deep CAD algorithms which are an area of active research. These

results help us to indicate that Semi-Supervised EM is an appropriate methodology

for these purposes, and is compatible with the genre of CNN architectures in active

research and development for oncology detection and diagnosis applications.CNN

architectures in active research and development for oncology detection and diagnosis

applications.
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Chapter 4: Active Semi-Supervised Expectation Maximization
Learning for Lung cancer Detection from Computerized
Tomography (CT) images with Minimally Labeled Training
Data

Artificial intelligence (AI) has great potential in medical imaging to augment the

clinician as a virtual Radiology Assistant (vRA) through enriching information and

providing clinical decision support.  Deep learning is a type of AI that has shown

promise in performance for Computer Aided Diagnosis (CAD) tasks. A current

barrier to implementing deep learning for clinical CAD tasks in radiology is that it

requires a training set to be representative and as large as possible in order to

generalize appropriately and achieve high  accuracy predictions. There is a lack of

available, reliable, discretized and annotated labels for computer vision research in

radiology despite the abundance of diagnostic imaging examinations performed in

routine clinical practice. Furthermore, the process to create reliable labels is tedious,

time consuming and requires expertise in clinical radiology. We present an Active

Semi-supervised Expectation Maximization (ASEM) learning model for training a

Convolutional Neural Network (CNN) for lung cancer screening using Computed

Tomography (CT) imaging examinations. Our learning model is novel since it

combines Semi-supervised learning via the Expectation-Maximization (EM)

algorithm with Active learning via Bayesian experimental design for use with 3D

CNNs for lung cancer screening. ASEM simultaneously infers image labels as a

latent variable, while predicting which images, if additionally labeled, are likely to

improve classification accuracy. The performance of this model has been evaluated

38



using three publicly available chest CT datasets: Kaggle2017, NLST, and

LIDC-IDRI. Our experiments showed that ASEM-CAD can identify suspicious lung

nodules and detect lung cancer cases with an accuracy of 92% (Kaggle17), 93%

(NLST), and 73%  (LIDC) and Area Under Curve (AUC) of 0.94 (Kaggle), 0.88

(NLST), and 0.81 (LIDC).  These performance numbers are comparable to fully

supervised training, but use only slightly more than 50% of the training data labels.

Keywords: Lung Cancer screening, Active Learning, Semi-Supervised Learning, CT,

Label Acquiring,  Computer-Aided Diagnosis, Expectation Maximization, Artificial

Intelligence, Deep Learning

4.1 Introduction

Deep learning using Convolutional Neural Networks (CNNs) has greatly improved

the performance of Computer Aided Diagnosis (CAD) algorithms for cancer

screening in recent years [54 , 32 , 31 , 67 , 57 , 70 , 71]. However, a disadvantage of

many deep learning classification techniques including CNNs is that these algorithms

are fully supervised and therefore require very large datasets with manual annotation

by expert radiologists in order to achieve high accuracy. Typically these fully

annotated datasets are on the order of thousands of images, whereas clinical Picture

Archiving and Communication Systems (PACS) even at a community hospital

contains millions of unlabeled or weakly labeled Radiology examinations. As such, a

major challenge in applying deep learning based CAD clinically is to be able to make

use of larger unlabeled radiology imaging datasets and to combine these datasets with

smaller highly annotated datasets.
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Methods to reduce the amount of manual annotation necessary while maintaining or

improving accuracy are an important contribution because manual annotation for

medical imagery is time consuming, costly, and requires expert labelers with a high

level of expertise in radiology. 

Accurate Chest CT annotation for lung cancer screening requires a board certified

diagnostic radiologist (4 years of medical school, 1 year of internship, and 4 years of

diagnostic radiology residency), ideally with additional experience or

subspecialization in Thoracic Radiology or Oncologic Radiology (1-2 years

additional fellowship or clinical experience). Furthermore, challenging tasks such as

nodule segmentation and malignancy assessment require additional annotation that is

beyond the routine clinical standard of care and therefore is not readily available. The

misclassification rate for CNNs has been empirically estimated to decay

exponentially as data volumes increase [72]. Therefore, the absence of large

annotated datasets are currently a limiting factor in the clinical application of deep

learning for radiology. Active learning and Semi-supervised learning algorithms have

the potential to enable deep learning based CAD to further improve performance by

making use of large clinical image volumes collected by institutions thereby greatly

reducing the necessary labeling burden.

In this study we investigate a novel learning model that combines Active learning

with Semi-supervised learning in order to reduce the amount of annotation necessary

to create a CNN based CAD algorithm for Chest CT cancer screening examinations.

Lung cancer screening was recently identified as contributing to the largest

year-over-year decline in cancer deaths ever recorded. [73] We demonstrate that an
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Active Semi-Supervised Expectation Maximization (ASEM) algorithm is a viable

approach for training deep CNN based CAD algorithms using CT exams. This work

builds upon our recent work demonstrating that a Semi-supervised EM (SEM)

algorithm was able to improve cross-validated Lung Cancer screening accuracy as

compared to a fully-supervised technique [74]. We expand on this algorithm by

incorporating Active learning in combination with Expectation-Maximization (EM)

in order to further improve cross-validated screening accuracy. The active learning

component allows the algorithm to interactively suggest images to radiologists that

need to be labeled, and the semi-supervised learning using EM allows the algorithm

to incorporate a larger unlabeled training image dataset along with a smaller labeled

dataset. The suggested images from the large unlabeled pool are selected by a

validating classification uncertainty method.

4.2 Related Work

Recently, [71] presented an artificial intelligence (AI) system which can potentially

outperform human experts in breast cancer prediction. To evaluate its effectiveness in

the clinical setting, they have curated a large characteristic dataset from the UK and

large enhanced dataset from the USA and have manifested complete reduction of

5.7% (USA) and 1.2% (UK) in false positive rate and 9.4% (USA) and 2.7% (UK) in

false negative rate. Expectation Maximization (EM) is an influential generative

meta-algorithm for latent variable training and has been employed for

semi-supervised learning [58]. Generative algorithms model the probability

distribution of unlabeled imagery as a function of model and labeled imagery [62 ,

63]. Although EM assumes an underlying generative model, recent work in
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combining EM with discriminative CNN architectures have been shown to be

successful in practice, likely due to the non-linearity of CNNs. EM is applied to

improve semantic segmentation of general imagery using CNNs [19]. The method

achieves 73.9% accuracy with a small number of pixel-level annotated images which

is almost competitive with  the fully-supervised model’s accuracy of 79%.

Active learning or “optimal experimental design” in statistics is part of the machine

learning field, where the learner selectively asks (or queries) experts for more ground

truth labels in order to achieve its desirable outcome (e.g model’s accuracy or better

learning with less samples).  As such, Active learning methods choose the most

informative unlabeled samples for annotation by a human radiologist. The selection

process requires the learning algorithm to provide a query strategy to select unlabeled

data points that are most likely to improve the model accuracy if labeled. By using

uncertainty sampling [75], the way to select is by picking the least certain label and

requiring experts to annotate. Recently, active learning has been to overcome data

scarcity issues with current models by incrementally choosing the most revealing

unlabeled samples, querying their labels and putting them to the labeled data set [76].

The Monte Carlo dropout method is used to estimate the level of uncertainty in the

active learning process or look ahead technique to select samples [77]. Better

uncertainty estimation is obtained using ensemble models [78]. Previous work

combined the approach proposed by [77] and data augmentation (generate new

training samples from a latent variable, discriminate between real and fake samples)

for classification learning tasks [79].
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Active learning alone has been applied for characterization of endothelial cells in

human tumors [80] and predicting positive p53 cancer rescue regions by using the

most informative information method [81]. There is a recent active learning

framework that is presented by [82] for skin lesion analysis which is cost-effective by

selecting and employing much fewer labeled samples while the network still attains

state-of-the-art performance. Their active learning method tends to enhance the

annotation coherence. The authors have selected their samples to be highly supportive

and have used dataset of the ISIC 2017 Skin lesion Classification challenge and

attained state-of-the-art performance by using 50% of the data for the first task and

40% of the data for the second task of skin lesion classification. Previous work in [83]

developed a model that recognizes anomalies within plain-text-based reports which

could then be utilized further as a method to create labels for models depending on

CT scans thereby aiming to decrease human efforts in labeling CT scans. A

systematic approach named NoduleX was proposed by [84] which uses a deep

learning CNN as well as a radiomics approach for prediction of lung nodule

malignancy using CT images of the LIDC dataset.

4.3 Methodology

The ASEM method combines both Semi-supervised and Active learning to improve

the accuracy of the model prediction with as few known labels as possible. Active

learning techniques require an Oracle step in which the algorithm asks for more
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ground truth from the unlabeled data during the ASEM process. Figure 4.1 shows an

overview of our proposed learning model. We first train an initial model using a

subset of the training data which is fully labeled. Subsequently, the ASEM model

alternates between Semi-supervised Expectation and Maximization steps as well as

Active learning Oracle, and Active Retraining steps. Each ASEM iteration requires

retraining the model in the Maximization and Active Retraining steps with improved

estimates of the latent variables either due to Expectation, or due to the Oracle. The

computational burden of retraining the model for each ASEM iteration however is

greatly reduced by re-using the weights from the previous ASEM iteration rather than

retraining from a random seed (see table 4.4 for the runtime performance of our

ASEM-CAD).

Figure 4.1 Overview of proposed model for lung cancer detection.
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The ASEM algorithm is an alternating local maximization-maximization algorithm in

which we attempt to perform a maximum likelihood estimate of our model

parameters and expected experimental design in the presence of latent variablesθ ξ 𝑍

and given the ability to actively label a finite number of observations . Our goal is𝑦

to show that the maximum likelihood of the model is improving after each Active

Learning step and after each EM step.

A theoretical detail is that EM steps attempt to maximize likelihood whereas Active

learning minimizes cross entropy. These have equivalent global optima under the

assumption of statistical independence and have approximately equivalent optima in

practical machine learning applications as follows,

[4.1]−
𝑖

∑ 𝑝(𝑋
𝑖
) 𝑙𝑜𝑔( 𝑝(𝑋

𝑖
 | θ)) ≈  − 𝑙𝑜𝑔(𝑝(𝑋|θ))

The Expectation and Maximization steps maximize likelihood of the model under all

possible values of the latent variable space [58]. The likelihood of a latent variable is

given by the integral of the joint probability density over all possible values of the

latent variable Z.

[4.2]𝐿(θ; 𝑋) =  𝑝(𝑋|θ) = ∫ 𝑝(𝑋,  𝑍|θ)𝑑𝑍

EM attempts to solve the above integral by alternating between Expectation and

Maximization steps. Expectation is in which we calculate the expected value of the

latent variables given the tth iteration of the model . In the context of a deepθ 𝑡
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learning framework, the expected value of can be computed by classifying𝐸
𝑍|𝑋,Θ

𝑡

label probabilities of the unlabeled imagery using the tth iteration of the model

coefficients .θ 𝑡

[4.3]𝑄(θ|θ𝑡) = 𝐸
𝑍|𝑋,θ𝑇[𝑙𝑜𝑔 𝐿(θ; 𝑋, 𝑍)]

The Maximization step is to compute the maximum likelihood model parameters

given our current expected value of the latent variables . This can beθ 𝑡+1 𝑍

accomplished by retraining the deep learning model using the expected value of the

image labels at the tth iteration.

[4.4]θ𝑡+1 = 𝑎𝑟𝑔𝑚𝑎𝑥
θ
𝑄(θ|θ𝑡)

Our active learning process is designed to select data points for an expert human to

label during the EM iteration training. In this way we make selective incremental

improvements to data label quality. The active learning steps optimize the expected

posterior cross entropy of the model given an alternate experimental design with theξ

addition of a labeled sample . We cannot measure the posterior cross entropy𝑦
𝑖

directly because we must select a sample before acquiring it’s true label via Oracle.

As such the expected posterior cross entropy is as follows:
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[4.5]𝑈(ξ) =  − ∫ 𝑙𝑜𝑔(𝑝(𝑋|θ, 𝑦
𝑖
, ξ)) 𝑑𝑦

𝑖
 

This quantity can be rewritten using Bayes rule for bayesian experimental design as

follows,

[4.6]𝑈(ξ) =  − ∫ 𝑙𝑜𝑔(𝑝(𝑦
𝑖
|θ, 𝑋, ξ)

𝑝(𝑦
𝑖
|θ,ξ)

𝑝(𝑋|θ,ξ) 𝑑𝑦
𝑖

This integral would be expensive to compute as it would require retraining the

algorithm for every possible sample choice and every possible sample label prior to

choosing the appropriate sample.

However, we can make an approximation that a single sample does not change the

model prediction of most samples more than a small amount at a time, but rather the

predicted sample inself has the greatest local contribution to posterior cross𝑦
𝑖

entropy.

Under this assumption the change in posterior cross entropy is approximately equal

the the normalized classification entropy over all possible K labels as follows,

[4.7]∆𝑈(ξ) ≈ 𝐼
𝑛𝑜𝑟𝑚

(𝑦
𝑖
) = −1

𝑙𝑜𝑔(𝐾)  
𝑘=1

𝐾

∑ 𝑝(𝑦
𝑖𝑘

)  𝑙𝑜𝑔(𝑝(𝑦
𝑖𝑘

)) 

We can perform a small number of Active Learning steps in a batch rather than

performing a single active learning step. In this case, our expected utility becomes
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the normalized classification entropy of all of the selected samples in the batch as

follows:

[4.8]𝑎𝑣𝑔(𝐼
𝑛𝑜𝑟𝑚

(𝑌)) = 1
𝑌| |  

𝑦∈𝑌
∑ 𝐼

𝑛𝑜𝑟𝑚
(𝑦))

As such the ASEM algorithm alternates between steps 3, 4, and 8 in order to improve

the maximum likelihood estimate and reduce classification cross entropy in the

presence of latent variables while optimizing Bayesian experimental design. An

important point is that algorithm, as a maximization-maximization meta-algorithm

does not guarantee convergence to a global optimum, but rather will achieve a local

optimal experimental design as well as a local optimal estimate of latent variables for

semi-supervised learning.

4.4 Data and Experimental Design

We analyze the performance of the active semi-supervised EM (ASEM) model using

3 lung cancer screening datasets: Kaggle, NLST, and LIDC-IDRI. The Kaggle Data

Science bowl (2017) (Kaggle17) is a benchmark dataset for Computer Aided

Diagnosis (CAD) algorithms for Non-Small Cell Lung Cancer (NSCLC) cancer

screening using Low Dose Computed Tomography (LDCT) scans. Each volumetric

scan contains a varying number of Chest CT image slices, and each slice is the

standard resolution of 512x512 pixels. We experiment with the Kaggle17 dataset,

which consists of a total of 1375 patients. These scans are labeled as 1 for cancer (i.e.
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diagnosed with lung cancer within one year of the scan) and 0 for non-cancerous.

NLST was a landmark 2011 study that proved that high risk individuals (60+ yrs old,

and heavy smokers) who receive periodic LDCT lung cancer screening exams have

greater life expectancy and lower mortality than if these individuals were to receive

periodic chest x-ray screenings. We used 4075 LDCT scans from the NLST dataset,

and each scan was labeled as 1 if the patient was diagnosed with cancer or 0 if the

patient was not diagnosed with cancer. Of these 4075 scans, 639 patients were

diagnosed with lung cancer.

The LIDC-IDRI Dataset [85, 86] is a publicly available dataset that consists of

diagnostic and lung cancer screening thoracic computed tomography (CT) scans with

marked-up annotated lesions. This dataset is a web-accessible international resource

initiated by the National Cancer Institute (NCI), and then further developed by the

Foundation for the National Institutes of Health (FNIH) and going along with the

Food and Drug Administration (FDA). LIDC is used for the purpose of research

towards development, training and assessing of computer-aided diagnostic (CAD)

methods for detecting and diagnosing lung cancer in its early stages. This dataset is

created in collaboration with seven academic centers and eight medical imaging

companies that have 1018 CT cases where it has thoracic CT scans associated with an

XML file. The LIDC study has annotations that are provided by four experienced

Thoracic Radiologists who reviewed each of the 1018 CT cases in the LIDC/IDRI

cohort and marked lesions into 3 categories based on the nodule size. Nodules > or =

3mm have a greater probability of being malignant than nodules <3mm and
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non-nodule > or = 3mm. The malignancy rating is given from 1-5 depending on the

size and features of the nodule.

The following section presents how we build and evaluate our ASEM model for

Computer Aided Diagnosis, called ASEM-CAD for lung cancer detection using the

above 3 datasets.

Data Pre-processing

In Both Kaggle and NLST datasets, each patient CT scans have varied slice numbers.

For each patient, we create standard 3D volume data as input for the model by

resizing the 512x512 image pixels of multiple DICOM slices into a standard

50x50x20 voxel resolution. The third dimension is reduced to 20 by chunking slices

into 20 chunks then average. Thus, the input 3D volume for each patient has

50x50x20 dimensions, each associated with a label: either 1 (cancer) or 0

(non-cancer). Kaggle has 1357 patients with 356 cancer cases. Cancer cases represent

26% of the Kaggle dataset and non-cancer cases represent 74%. For NLST, after

preprocessing we have 2538 cases, 397 cancers and 2141 non-cancer.

The third dataset, LIDC, has 1010 CT scans, with each slice having 512x512 pixels.

We crop 4253 nodules which cover the size of nodules according to annotations that

are provided by the four experienced radiologists. Their annotations are given in the

form of nodule Region Of Interest and their Z-positions. Thus we crop the the

32x32x16 dimension nodules using the spatial coordinate centered at the annotated

location of the CT scans. For assigning the labels of the nodule, we use rating scores
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provided by board certified radiologists with levels 1 and 2 as a non-cancer nodule

(benign), level 4 and 5 as cancer nodule (malignant). The score level 1 meaning

highly benign, 2 as moderately benign (non-cancer), 4 as moderately suspicious to be

malignant and 5 as highly likely to be malignant (cancer). Nodules labeled by a

radiologist as having an intermediate malignancy (rating 3) are not considered for

classification in this paper. In summary, we have 4253 nodules, each has 32x32x16

dimensions and an associated label 1 (cancer) and 0 (non-cancer). There are 1653

cancerous nodules. 2600 nodules belong to benign cases.

Neural Architecture and Training Procedures

The ASEM-CAD neural architecture has six CNN layer blocks. Each has

Convolutional 3D layers, LeakyRelu, BatchNormalization, MaxPooling3D, DropOut

with 32, 32, 64, 64, 64, 64 feature maps. The Convolutional 3D uses a 3x3x3 filter.

Then followed by Dense, BatchNormalization, DropOut layer with 256 features. The

last layer has Dense 1024 and 2 classes. For the LIDC dataset, we use a simpler CNN

architecture with layer block 1, 2, 3, 4, 7 and 8. The CNN feature maps are 8, 8, 16,

16 for LIDC experiments. For all experiments, data is split as 80% of the input

dataset is used for ASEM to train and evaluate the model. The remaining 20% of the

dataset is used for testing. The ASEM training procedure is as follows: the initial

model is fully trained with 50% of all labels until convergence using category

Cross-entropy loss. The ASEM-CAD is trained using RMSprop optimizer with a

learningRate of 0.0001. The Initial model is fully trained using 500 epochs. Then
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each ASEM meta-iteration (EM iteration) is trained with 10 epochs. The ASEM

model is trained in batches of 32 samples. The Initial model is saved.

Then EM iterations can load the initial model’s parameters and start the Active EM

training. The Active component selects 10 samples and asks an Oracle for the label

during an ASEM iteration. The number of ASEM’ Active EM iterations is set to 5. In

addition, we apply Label Smoothing, BatchNormalization, and Early Termination

techniques for training our ASEM-CAD.

4.5 ASEM Results

In this section, we present our experimental findings of the performance of the ASEM

algorithm in comparison to fully supervised learning as well as in comparison to the

SEM algorithm. We calculate Receiver Operating Curves (ROC), and present

accuracy, Area Under Curve (AUC), sensitivity, specificity, and precision as

evaluation metrics. We evaluate the ASEM-CAD using the Kaggle17, NLST, and

LIDC datasets and compare it with fully supervised training as well as

Semi-Supervised EM.  We compare the following methods,

Supervised 1:  Using only 50% of these labeled datasets;

Supervised 2:  Using 100% labeled  dataset;

SEM-CAD: Start with 50% labeled data initially then using full dataset for

EM iterations.

ASEM-CAD 1: Active semi-supervised with 50% labels and additional labels
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with Max. Classification Entropy;

ASEM-CAD 2: Active semi-supervised with 50% labels, add additional labels

with above Avg Classification Entropy.

Most lung cancer datasets including Kaggle17, NLST, and LIDC have an unbalanced

number of cancer vs non cancer cases with a greater number of non-cancerous cases

relative to cancerous cases. Yet in clinical practice, it is necessary to bias the final

threshold of any cancer screening test such as to over-predict false positives in order

to reduce the probability of predicting false negatives. In order to provide a more

complete picture, ROCs are calculated by varying the prediction threshold between 0

to 1 and plotting sensitivity against 1 - specificity if all predictions above the varied

threshold are classified as cancerous. AUC varies from 0 to 1 (higher is better), and

is defined as the integral of sensitivity with respect to 1-specificity over the domain of

the ROC curve. Tables 4.1, 4.2, and 4.3 calculate an inflection point along this ROC

curve and present sensitivity, specificity, and precision. Table 4.1 shows the

performance of the ASEM-CAD algorithm over the Kaggle17 dataset, Table 4.2

shows the performance over the NLST dataset, and Table 4.3 shows the performance

over the LIDC-IDRI dataset.

Table 4.1. ASEM performance over the Kaggle17 dataset
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Experiments

Number of

Samples Test_ACC AUC Sensitivity Specificity Precision

Supervised 1 50% labels only 0.87 0.85 0.69 0.94 0.79

Supervised 2 100% labels 0.92 0.92 0.81 0.95 0.85

SEM-CAD

50% label

initially 0.91 0.92 0.88 0.92 0.76

ASEM-CAD1

50%, add labels

with Max.

Classification

Entropy 0.92 0.94 0.78 0.96 0.88

ASEM-CAD2

50%, add labels

with above Avg

Classification

Entropy 0.85 0.81 0.66 0.9 0.67

Over the Kaggle17 dataset, ASEM-CAD1 outperformed Supervised 2 algorithms in

AUC (0.94 vs 0.92), this is notable because Supervised 2 has the benefit of using

100% of the training labels.
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At the inflection point, Specificity and Precision were higher although Sensitivity was

slightly lower as compared to fully-supervised learning model using 100% labels

(table 4.1). It also showed in table 4.1 that ASEM-CAD1 outperforms the SEM-CAD

in similar metrics.Noticeably, ASEM-CAD1 performed much better by 7.9%, 13%,

15%, 6%, and 23% in all metrics respectively in its order in table 4.1 over our

ASEM-CAD2. ROC curves comparing Supervised 2, SEM-CAD, and ASEM-CAD1

are shown in Figure 4.2.

55



Figure 4.2 ROC analysis of the Kaggle dataset a) left Supervised 2 (100% labels)

b) middle semi-supervised SEM-CAD (50% labels). c) right our

ASEM-CAD1, Active Semi-Supervised (50% labels, add labels with Max.

Classification Entropy). Note: this ROC curve is reported per run not on average

of multiple runs presented in table 4.1.

Table 4.2 shows a similar ROC analysis of ASEM-CAD1 against supervised and

semi-supervised techniques. We see that the ASEM-CAD1 algorithm achieves AUC

of 0.88 which is comparable and slightly greater than Supervised 2 which achieves

AUC of 0.87. Supervised 2 has the benefit of using all of the labeled data, whereas

ASEM-CAD1 uses only slightly more than half of the labeled data. Figure 4.3 shows

the ROC curves comparing ASEM-CAD2 versus Supervised 2, we see that

ASEM-CAD2 exhibits comparable performance characteristics to Supervised 2 in

addition to achieving similar AUC.
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Table 4.2. ASEM paerformance over the NLST dataset.

Experiments Number of Samples Test_ACC AUC Sensitivity Specificity Precision

Supervised 1 50% labels only 0.92 0.87 0.65 0.97 0.75

Supervised 2 100% labels 0.94 0.87 0.72 0.97 0.90

SEM-CAD 50% label initially 0.90 0.89 0.77 0.92 0.67

ASEM-CAD1 50%, add labels with

Max. classification

entropy

0.93 0.88 0.56 0.99 0.94

ASEM-CAD2 50%, add labels with

above Avg

classification entropy

0.92 0.86 0.63 0.99 0.91

Table 4.3 compares the performance of ASEM versus supervised and semi-supervised

methods for nodule malignancy estimation using the LIDC-IDRI dataset.

We see that ASEM-CAD1 achieves AUC of 0.81 which is very comparable

performance to Supervised 2 (AUC 0.82), by using only slightly more than 50% of

the data labels, as opposed to 100% of the data labels. For this dataset ASEM-CAD1

and ASEM-CAD2 achieved comparable AUC performance and these algorithms
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outperformed SEM-CAD. At the inflection point ASEM-CAD1 achieves slightly

greater sensitivity but slightly lower specificity than Supervised 2. We compare the

ROC curves for Supervised 2 vs ASEM-CAD1 in Figure 4.4, and we find that these

curves have similar accuracy performance characteristics.

Figure 4.3 ROC analysis of the NLST dataset a) left fully-supervised(100%

labels). b) Right ASEM-CAD2 Active Semi-supervised (50% labels), add labels

with above Average Classification Entropy.
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Table 4.3. ASEM performance over the  LIDC-IDRI dataset.

Experiments Number of

Samples

Test_ACC AUC Sensitivity Specificity Precision

Supervised 1 50% labels only 0.67 0.82 0.91 0.52 0.54

Supervised 2 100% labels 0.74 0.82 0.78 0.72 0.64

SEM-CAD 50% label initially 0.71 0.81 0.82 0.64 0.59

ASEM-CAD1 50%, add labels

with Max.

classification

entropy

0.73 0.81 0.79 0.70 0.62

ASEM-CAD2 50%, add labels

with above avg

classification

entropy

0.73 0.80 0.82 0.67 0.60
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Figure 4.4 ROC analysis of the LIDC dataset a) left fully-supervised (100%

labels)-Supervised2. b) Right Active Semi-supervised (50% labels, add label with

Maximization Classification Entropy) ASEM-CAD1.

Also notable is that the ASEM algorithm, despite iteratively retraining of the CNN

models more than 10 times, adds less than 50% additional overhead to the overall

training time. Table 4.4 shows the wall-time runtimes of the ASEM-CAD algorithm

for training using a customized computer with AMD 1885 MHz 32 cores, 658 GB, 3

NVIDIA GeForce RTX, each GPU has 11 GB memory. The reason that the runtime

is manageable (30%-50% increase) as opposed to a factor 10x or more is because we

save and reuse the CNN weights after each iteration as opposed to retraining the CNN

from random weights. As a maximization-maximization procedure, each ASEM

iteration can be thought of as a local hillclimb in order to further improve the

maximum likelihood estimate of the model parameters. Thus, the weights from the

previous ASEM step a good initial guess to the weights of the subsequent ASEM

step, thereby reducing the number of epochs necessary (and thus total walltime) for

the ASEM Iterations.
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Table 4.4 Training wall time of the ASEM-CAD algorithm

Dataset Number

of

Images

Total runtime in Minutes

Initial

Model

ASEM

Iterations

Total Time Percent Increase

Kaggle 1357 26 8 34 31 %

NLST 2538 47 15 62 32 %

LIDC 4253 8 4 12 50 %

4.6 Learnings

ASEM-CAD is a new CNN based CAD model which combines both semi-supervised

and active learning to detect lung cancerous nodules and lung cancer cases using CT

scans, while reducing the number of labeled scans necessary to train the neural

architecture. ASEM-CAD has been evaluated using three public chest CT datasets for

lung-cancer screening: Kaggle17, NLST, LIDC. Our experiments showed

ASEM-CAD can detect lung cancer with high AUC performance comparable to that

of fully supervised learning, but with only slightly more than 50% of the training

labels. The ASEM-CAD1 vs Supervised2 AUC performances were: NLST (0.88 vs

0.87), Kaggle17 (0.94 vs 0.92), and LIDC-IDRI: (0.81 vs 0.82). The Active learning

component asks for additional ground truth of unlabeled data which has a high level

of classification uncertainty (high entropy) during the EM training process. This
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selection process results in better performance as compared to purely

Semi-Supervised learning as well (SEM-CAD).

In conclusion, we have demonstrated that ASEM-CAD is able to detect suspicious

lung nodules with comparable accuracy as using a fully supervised algorithm but with

far fewer labeled images. ASEM-CAD may help to provide medical imaging

researchers and commercial vendors with a more practical approach to train more

powerful artificial intelligence based virtual radiology assistants (vRA) to augment

radiologists interpreting oncologic imaging in the setting of lung cancer screening and

perhaps other diagnostic radiology examinations more generally. In the future, we

expect that Semi-Supervised and Active learning will play an increasingly larger role

in the development of Deep CAD algorithms as these techniques will make it possible

to learn from large clinical PACS datasets while reducing the need for manual

annotation by radiologists.
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Chapter 5: Semi-supervised Contrastive Outlier - removal for

Pseudo - Expectation - Maximization (SCOPE)

Semi-supervised learning is the problem of training an accurate predictive model by

combining a small labeled dataset with a presumably much larger unlabeled dataset.

Many methods for semi-supervised deep learning have been developed, including

pseudolabeling methods, consistency regularization, and contrastive learning

methods.  Pseudolabeling methods however are highly susceptible to confounding, in

which pseudolabels are erroneously assumed to be true labels, thereby causing the

model to reinforce its prior biases over successive iterations and thereby deviate

substantially from truth.  We present a new approach to suppress confounding errors

through a method we describe as contrastive outlier removal. This method can be

derived from Expectation Maximization (EM), a latent variable framework which can

be extended toward understanding cluster-assumption deep semi-supervised

algorithms.

5.1 Introduction

Learning high quality model representations from limited labeled data is a

problem that deep learning has not yet overcome. While humans can achieve this task

seamlessly, contemporary deep learning algorithms still struggle to do so. These deep

learning algorithms need to be trained with large labeled data volumes in order to

perform well.  While great strides have been made using transfer learning, which

borrows labeled samples from another domain, semi-supervised deep learning has not

advanced to the level of maturity necessary to gain widespread adoption.  The

applications for semi-supervised learning are numerous because in many domains,

unlabeled data is plentiful yet high quality labeled data is scarce. Data labeling
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remains a task that is time consuming, expensive and error prone. Semi-supervised

learning becomes very challenging when the labeled data volumes are very small

relative to the unlabeled volumes.  In this case, many methods, especially proxy-label

bootstrapping techniques are susceptible to a kind of confounding bias, in which the

model at first learns some error due to the small labeled sample, and then proceeds to

pseudo label the data incorrectly thereby reinforcing it’s prior error.  If the initial

labeled sample is sufficiently large the chances of this problem happening is much

less.  But as we decrease the labeled sample size, and increase the unlabeled sample

size, this confounding bias becomes more and more of a concern.  From a standpoint

of practical use-cases, it is desirable to discover methods capable of learning with as

little labeled data as possible, but this scenario is exactly the situation in which

semi-supervised learning is most difficult to perform.

Problem Definition of Semi-Supervised Learning

Semi Supervised learning can be defined as the problem of learning an

accurate predictive model using a training dataset with very few labeled samples but a

much larger number of unlabeled samples.  Let us say that we have a set of training

samples and training labels , the samples can be further defined as a set of𝑋 𝑌

mutually exclusive unlabeled samples and labeled samples along with 𝑋
𝑈

 𝑋
𝐿
 

supervised labels and unobservable (latent) unsupervised labels , where 𝑌
𝐿

𝑌
𝐿

and .  In practice, the number of unlabeled𝑋  =  𝑋
𝐿
  ∪  𝑋

𝑈
  𝑌  =  𝑌

𝐿
  ∪  𝑌

𝑈
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samples is also typically much larger than the number of labeled samples

.|𝑋
𝐿
| <<  |𝑋

𝑈
|

The accuracy of semi-supervised learning is typically evaluated using the

multi-class classification task via cross validated benchmark on a withheld test set 𝑋
𝑇

, .  It is further assumed that the training and test sets follow the same distribution 𝑌
𝑇

of samples and labels (if different distributions are assumed the problem becomes

unsupervised domain adaptation).  The goal of semi-supervised learning is to

minimize the expected testing loss as follows.

[5.1]𝑚𝑖𝑛
θ
 𝐸 ( 𝐿(𝑌

𝑇
− 𝑌

𝑇
) ;  𝑋

𝐿
,  𝑋

𝑈
,  𝑌

𝐿
) 

Although we do not have access to the unobserved labels one can attempt 𝑌
𝑈

to predict these labels using a technique called pseudolabeling.  We define the

pseudolabels as which are the predicted labels of the unlabeled set at the𝑌
𝑈

𝑡
𝑡𝑡ℎ

Expectation Maximization (EM) iteration.  If we define our predictive model as

, where the algebraic form of expression represents the network𝐹 (𝑋, θ𝑡) 𝐹

architecture, and parameters represents the model parameters at EM trainingθ𝑡

iteration t then, the predicted pseudolabels can be defined as follows,

[5.2]𝑌
𝑈

𝑡
= 𝐹(𝑋

𝑈
 , θ𝑡) 
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Self-training had first attempted to solve this issue [25,26] using proxy-label

techniques that trained a classifier with a small amount of labeled sample and labeled

a subset of the unlabeled sample. These unlabeled images were added to the training

dataset only if it passed a certain threshold. Since the classifier was trained initially

only with a small subset of labeled samples, these models face a problem of

confidently predicting wrong labels. The problem of confidently predicting wrong

labels which might cause the model to diverge is called confounding bias.

5.2 Related Work

Contrastive Loss is a prominent distance criteria for smoothness based semi-

supervised deep learning technique, and is the foundation for Momentum Contrast

(MoCo), its successors and related approaches (He et. al 2020, Oord et. al 2018,

Henaff 2020, Hjelm et. al 2018, Tian & Isola 2020, Misra et. al 2020, Li et. al 2020)

[87,88,89,90,91,92,93].  There are several forms of contrastive loss (Hadsell et. al

2006, Wang et. al 2015, Wu et. al 2018 Hjelm et. al 2018) [94,95,96,90] but in its

most general form one must define a similarity loss LS to penalize similar samples

from having different labels, as well as a difference loss LD to penalize different

samples from exhibiting the same label. Consistency Regularization Is another

smoothness based strategy that has led to MixMatch and its derivatives for image

classification (Berthelot et. al 2019, Sohn et. al 2020, Kurakin et. al 2020, Mustafa &

Mantuik 2020) [2,3,4,36].  Consistency regularization assumes that if one augments

an unlabeled sample, it’s label should not change; i.e. smoothness between samples

and simple augmentations thereof.

66



Semi-supervised learning initially appeared in the form of self-training [36].

This paper focuses on training the model with the partially labeled dataset and

predicting the labels for a subset of the unlabeled dataset. These predictions were then

added to the training dataset iteratively to increase the accuracy of the model.  In

semi-supervised learning, consistency regularization is used with the idea that the

model predicts the same class to the perturbed version of the unlabeled sample. In

other words, the model should be able to predict the unlabeled sample x exactly the

same way it predicts the class for Augmented(x) [90].  In the “Mean Teacher” [1]

algorithm, the exponential moving averages of the model parameters are taken to get

a much more stable target prediction and this method has significantly shown

improvements in results. One of the drawbacks in these types of methods is that they

use domain specific augmentations. These problems have been overcome by

techniques like “Virtual Adversarial Training” [35]. These techniques believe in

generating additive samples with similar characteristics to increase the data volume

and thus avoiding random augmentations. There are also approaches such as

Transformation Consistency where they propose that if the x and x’ that are at a

distance from each other are fed into the model their corresponding predictions y and

y’ need to be at the same distance from each other [14]. The most common distance

measurement techniques are Mean Squared Error (MSE), Kullback-Leiber (KL)

divergence and Jensen-Shannon (JS) divergence.  In other words, consistency

regularization obtains pseudo-labels from the model's predicted distribution based on

the different augmentations applied to the input image [19 , 20, 21,22].
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Semi-supervised learning focuses on using the unlabeled data as a part of  the

training data along with the labeled samples. Proxy-label methods assign a soft label

to these unlabeled samples. Self training is one of the oldest and simplest techniques

that uses the model predictions for unlabeled data to be added on to the training

sample followed by re-training the model with an increased sample size of training

data. Formally, when a model m is training on a dataset x, the predictions of the

unlabeled dataset m(x) is compared with a predetermined threshold T. If the

prediction surpasses that threshold, it is then added to the dataset to re-train the model

[16,27,28,29]. Co-training is a part of multi-view training where a dataset S can be

represented as 2 independent feature sets S1 and S2. After the model is m1 and m2

are trained on the respective datasets, at every iteration, the predictions that surpass

the predetermined threshold from exactly one model are then passed to the training

dataset of the final model [30,31]. In recent times, co-training has been used in 3-D

medical imaging where the coronal, sagittal and axial view of the data was trained on

3 different networks [32]. A consensus model between these 3 networks was used to

predict the label for the unlabeled dataset. The major limitation with such types of

models is that they are unable to correct their own mistakes and any bias or wrong

prediction detected by the model results in confident but erroneous predictions. One

of the papers proposed by Yalnizet et al. [13] uses self-training to improve ResNet-50

and work towards making a robust model even after being subjected to various

perturbations. Initially, the model is trained on unlabeled images and their

proxy-labels which is then used to fine-tune the model with the help of the labeled

images in the final stage.
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5.3 Theoretical Justification

Pseudolabeling as an EM approximation

Contrastive outlier suppression improves upon this semi-supervised EM framework

by addressing several limitations including being designed to suppress the

confounding bias issue. Intuitively, confounding errors occur when a neural network

model predicts unlabeled samples incorrectly with high confidence and when these

unlabeled samples are added to the labeled training set.  For the purposes of

measurement and evaluation, we define a confounding error is when an erroneous

pseudolabel is added to the labeled set. We believe a fundamental source of

incompatibility between the EM framework (for cluster-assumption semi-supervised

learning), and deep neural networks is that EM is designed for generative models [58]

, whereas most deep neural network are inherently discrimination models.

Why is the difference between generative and discrimination models important to

address confounding?  One major reason is because deep neural networks, as

discrimination models, have the ability predict an incorrect label category with high

confidence.  This inconvenient property has led to a number of difficulties with

DNNs including the existence of adversarial examples which intentionally trick

DNNs into incorrect predictions .  We hypothesize that this property also exacerbates

confounding: if an erroneous prediction is made with high confidence in an early

round of EM iteration, then this erroneous prediction may reinforce biases in later

rounds of retraining.
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Figure 4.1 illustrates why discrimination models are capable of making inaccurate

predictions with high confidence in the event of encountering outlier samples that are

not well represented by the labeled data used for prior iterations of training.

Figure 5.1.  Illustration of the incompatibility of discrimination models with the

cluster assumption.  Left: for the generative mode, the outlier sample is (correctly)

considered low probability of being within either cluster.  Right: the outlier sample is

(incorrectly) considered to be part of cluster 1 with high probability due to the large

distance from the decision boundary.

Theoretically, pseudo-labeling as well as latent bootstrapping methods rely on the

cluster assumption [16].  The cluster assumption can be intuitively paraphrased as

follows: If there are 2 points that belong to the same cluster, then they (very likely)

belong to the same class [16].  As such, clustering methods assume that the data is

separable into K clusters in which the true decision boundary lies𝐶
1
.  .  . 𝐶

𝐾

in-between the clusters, and does not pass through any individual cluster.  The cluster

assumption can be mathematically defined as follows,

[5.3]∃𝐶
1
.  .  . 𝐶

𝐾
   𝑠. 𝑡.     𝑖𝑓   𝑥

𝑖 
,  𝑥

𝑗
∈ 𝐶

𝑘
    𝑡ℎ𝑒𝑛    𝑦

𝑖
= 𝑦

𝑗
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Pseudolabeling is a special case of the cluster assumption, in which one not only

assumes the decision boundary lies in-between the clusters, but further assumes the

stronger condition that there is only one cluster per label category.  The Expectation

Maximization (EM) algorithm [23] is the foundation for many clustering techniques.

Maximum likelihood estimation of simultaneous cluster assignment Z and model

parameters θ can be obtained iteratively as follows

Expectation   : Q(θ|θ(t)) = EZ|X,θ(t) log L (θ ; X , Z )              [5.4]

Maximization : [5.5]θ(𝑡 + 1) =  𝑎𝑟𝑔𝑚𝑎𝑥
θ
 𝑄(θ | θ𝑡) 

Pseudolabeling can be theoretically justified as interpretation of EM, in that the latent

variable Z is defined as the unobservable (unsupervised) training labels .𝑌
𝑈

Furthermore the observed variable X is defined as the intersection of all observable

data measurements available for training, including the supervised training data ,𝑋
𝑆

the supervised training labels , as well as the unsupervised training data as follows𝑌
𝑆

,𝑋
𝑈

[5.6]𝑍 =  𝑌
𝑈

[5.7]𝑋 =  𝑋
𝑆
 ∩  𝑌

𝑆
 ∩  𝑋

𝑈

Furthermore, given the basic statistical identity that , the𝐿(𝑎|𝑏) = 𝑝(𝑏|𝑎)

Expectation step under this interpretation is presented as follows.
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[5.8]𝑄(θ|θ𝑡) =  𝐸
𝑌

𝑈
|𝑋

𝑆
,𝑌

𝑆
,𝑋

𝑈
,θ𝑡 𝑙𝑜𝑔 𝑝(𝑋

𝑆
, 𝑌

𝑆
, 𝑋

𝑈
, 𝑌

𝑈
|θ)

One must further assume sample independence of the individual samples lying within

the training dataset.  Under this common assumption, the supervised and

unsupervised contributions to the maximum likelihood expectation step can be split

additively as follows,

[5.9]𝑄(θ|θ𝑡) =  𝐸
𝑌

𝑈
|𝑋

𝑆
,𝑌

𝑆
,𝑋

𝑈
,θ𝑡 𝑙𝑜𝑔 𝑝(𝑋

𝑆
, 𝑌

𝑆
|θ) +   𝐸

𝑌
𝑈

|𝑋
𝑆
,𝑌

𝑆
,𝑋

𝑈
,θ𝑡 𝑙𝑜𝑔 𝑝(𝑋

𝑈
, 𝑌

𝑈
|θ)

Which can be simplified as

[5.10]𝑄(θ|θ𝑡) =  𝑙𝑜𝑔 𝑝(𝑋
𝑆
, 𝑌

𝑆
|θ) +   𝐸

𝑌
𝑈

|𝑋
𝑈

,θ𝑡 𝑙𝑜𝑔 𝑝(𝑋
𝑈

, 𝑌
𝑈

|θ)

Supervised branch         Unsupervised branch

One can also apply an additional bayesian identity in that

.  As such, the expectation can be expanded as𝑝(𝑎, 𝑏 | 𝑐) =  𝑝(𝑎|𝑏, 𝑐)  𝑝(𝑏| 𝑐)

follows,

𝑄(θ|θ𝑡) =  𝑙𝑜𝑔 𝑝(𝑌
𝑆
|𝑋

𝑆
,  θ)  𝑝(𝑋

𝑆
| θ) +   𝐸

𝑌
𝑈

|𝑋
𝑈

,θ𝑡 𝑙𝑜𝑔 𝑝(𝑌
𝑈

|𝑋
𝑈,

θ) 𝑝(𝑋
𝑈

| θ)

[5.11]

For Discrimination Models, the model parameters are not used to generate the

training samples , but instead to calculate directly the posterior predicted𝑝(𝑋|θ)

probabilities . As such, discrimination models can be viewed as making a𝑝(𝑌|𝑋, θ)

simplifying approximation in which the component is omitted from the𝑝(𝑋|θ)

maximum likelihood calculation by setting this value to 1 as follows,
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[5.12]𝑝(𝑋
𝑆
|θ) =  𝑝(𝑋

𝑈
|θ) =  1

Under this approximation, the expectation simplifies as follows,

[5.13]𝑄(θ|θ𝑡) =  𝑙𝑜𝑔 𝑝(𝑌
𝑆
|𝑋

𝑆
,  θ)  +   𝐸

𝑌
𝑈

|𝑋
𝑈

,θ𝑡 𝑙𝑜𝑔 𝑝(𝑌
𝑈

|𝑋
𝑈,

θ) 

One can make use of the sample independence assumption over N supervised

samples, M unsupervised samples, and C categories to rearrange this expression in

more explicit form as follows,

𝑄(θ|θ𝑡) =  
𝑖 = 1

𝑁

∑
𝑐 = 1

𝐶

∑ 𝑌
𝑆𝑖𝑐

 𝑙𝑜𝑔 𝑝(𝑌
𝑆𝑖 = 𝑐

|𝑋
𝑆
,  θ)  +

𝑖 = 1

𝑀

∑ 𝐸
𝑌

𝑈
|𝑋

𝑈
,θ𝑡

𝑐 = 1

𝐶

∑ 𝑌
𝑈𝑖𝑐

  𝑙𝑜𝑔 𝑝(𝑌
𝑈

|𝑋
𝑈,

θ) [5. 14]

Supervised Log Loss                  Unsupervised Expected Log Loss

When presented in this form, it becomes clear that such a cluster-based method

should contain both supervised and unsupervised optimization terms, and that the

supervised term resembles the negative of the well known multi-class log loss

function.  This term is negated only for the reason that EM attempts to maximize the

expectation and is thus by definition a negated loss.  The second term is the

unsupervised contribution to the expectation.  It can be seen that the unsupervised

contribution is in some sense similar to the multi-class log-loss, but with an additional

caveat, that this term should be averaged over all possible values of the unobserved

training labels , given access to the unlabeled data and the previous model𝑌
𝑈

𝑋
𝑈

parameters , from timestep t.θ𝑡
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Although the EM iteration should yield a maximum likelihood semi-supervised

training algorithm under appropriate conditions, traditional pseudolabeling makes use

of one additional assumption in that the expected value is distributed inside the sum

as well as inside of the log term as follows.  In theory expected value operations

follow the distributed property for summations, but do not strictly follow the

distributive property for all convex functions such as log probabilities.  Nevertheless,

distributing this term through both summation and logarithm terms is widely

employed as a baseline pseudolabeling strategy.  We define this approximation as

as follows.𝑄(θ|θ𝑡)

𝑄(θ|θ𝑡) =  
𝑖 = 1

𝑁

∑
𝑐 = 1

𝐶

∑ 𝑌
𝑆𝑖𝑐

 𝑙𝑜𝑔 𝑝(𝑌
𝑆𝑖 = 𝑐

|𝑋
𝑆𝑖

,  θ)  +
𝑖 = 1

𝑀

∑
𝑐 = 1

𝐶

∑ 𝑌
𝑈𝑖𝑐

  𝑙𝑜𝑔 𝑝(𝑌
𝑈𝑖=𝑐

|𝑋
𝑈𝑖,

θ) 

[5.15]

Supervised Log Loss            Unsupervised Expected Log Loss

where is the pseudolabel as follows,𝑌
𝑈𝑖

[5.16]𝑌
𝑈𝑖

= 𝐸
𝑌

𝑈
|𝑋

𝑈
,θ𝑡(𝑌

𝑈𝑖
)
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SCOPE as an improved EM approximation

The purpose of the SCOPE methodology is to reduce confounding errors by

improving upon an unsatisfactory assumption of baseline Pseudolabeling as an EM

approximator.  Notably, let us recall equation [5.11] as follows,

𝑄(θ|θ𝑡) =  𝑙𝑜𝑔 𝑝(𝑌
𝑆
|𝑋

𝑆
,  θ)  𝑝(𝑋

𝑆
| θ) +   𝐸

𝑌
𝑈

|𝑋
𝑈

,θ𝑡 𝑙𝑜𝑔 𝑝(𝑌
𝑈

|𝑋
𝑈,

θ) 𝑝(𝑋
𝑈

| θ)

[5.17]

Baseline pseudolabeling makes the convenient yet unsatisfactory assumption that

.  This assumption is convenient, because discrimination𝑝(𝑋
𝑆
| θ) = 𝑝(𝑋

𝑈
| θ) = 1

models such as deep neural classifiers do not attempt to measure the probablity of the

sample occurring given the model parameters , but instead attempt to directly𝑝(𝑋| θ)

infer the predicted probabilities .𝑝(𝑌|𝑋,  θ)

SCOPE is based on an improved assumption that again also does not require the

descrimination model to be able to predict the sample probabilities as part of a

differentiable loss, but does require some ability to perform non-differentiable outlier

suppression based on a previous estimate of the model parameters as𝑝(𝑋| θ𝑡)

follows,

𝑄(θ|θ𝑡) ≈  𝑙𝑜𝑔 𝑝(𝑌
𝑆
|𝑋

𝑆
,  θ)  𝑝(𝑋

𝑆
| θ𝑡) +   𝐸

𝑌
𝑈

|𝑋
𝑈

,θ𝑡 𝑙𝑜𝑔 𝑝(𝑌
𝑈

|𝑋
𝑈,

θ) 𝑝(𝑋
𝑈

| θ𝑡) [5. 18]
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Replacing with is asymptotically justifiable, because as the EM𝑝(𝑋| θ) 𝑝(𝑋
𝑆
| θ𝑡)

model converges, the differences between the model parameters and in θ θ𝑡

successive EM iterations will become negligible.  A practical advantage of

approximating using for the purposes of semi-supervised deep𝑝(𝑋| θ)  𝑝(𝑋| θ𝑡)

learning is that does not technical depend on the current estimate and𝑝(𝑋| θ𝑡)  θ

therefore does not require a differentiable form of this expression to be integrated into

the gradient descent.

As does not need to take differentiable form, it is possible to approximate𝑝(𝑋| θ𝑡)

this quantity using a Bernoulli distribution, which we define as being a𝑝(𝑋| θ𝑡)

binary approximation of as follows,𝑝(𝑋| θ𝑡)

where𝑝(𝑋| θ𝑡) ≈  𝑝(𝑋| θ𝑡) 

if1/𝑁 𝑝(𝑋| θ𝑡) > τ

[5.19]𝑝(𝑋| θ𝑡) =

otherwise0

The use of a binary approximation implies an outlier removal strategy.  As such, if

one can identify samples for which is unlikely, these samples can be𝑝(𝑋| θ𝑡)

removed as outliers from the Maximization step.  Whereas, if one can identify

samples for which is likely, these samples can be included as inliers to the𝑝(𝑋| θ𝑡)
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maximization.  If one repeats the derivation of equation [5.15] but instead using this

assumption for unlabeled data points, one arrives at the following which describes the

SCOPE methodology in its most general form.

𝑄(θ|θ𝑡) =  
𝑖 = 1

𝑁

∑
𝑐 = 1

𝐶

∑ 𝑌
𝑆𝑖𝑐

 𝑙𝑜𝑔 𝑝(𝑌
𝑆𝑖 = 𝑐

|𝑋
𝑆𝑖

,  θ)  +
𝑖 = 1

𝑀

∑
𝑐 = 1

𝐶

∑ 𝑌
𝑈𝑖𝑐

  𝑙𝑜𝑔 𝑝(𝑌
𝑈𝑖=𝑐

|𝑋
𝑈𝑖,

θ) 𝑝(𝑋
𝑈𝑖

| θ𝑡) 

[5.20]

Supervised Log Loss            Unsupervised Expected Log Loss

where is the pseudolabel as follows,𝑌
𝑈𝑖

[5.21]𝑌
𝑈𝑖

= 𝐸
𝑌

𝑈
|𝑋

𝑈
,θ𝑡(𝑌

𝑈𝑖
)

Where is a binary outlier removal term for𝑝(𝑋
𝑈𝑖

| θ𝑡)

unlikely unlabeled samples

Consistency Regularization

Consistency regularization is an approach in which one adds an additional constraint

that the predicted label should not change through augmentation.  Let us define as𝐴

the space of augmentation parameters, and as the augmentation function.α

Consistency regularization introduces the following constraint.

[5.22]𝑝(𝑌|α(𝑋,  𝐴
1
),  θ)  =   𝑝(𝑌|α(𝑋,  𝐴

2
),  θ)    𝑓𝑜𝑟 𝑎𝑙𝑙   𝐴

1
 ,  𝐴

2
  ∈  𝐴
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Consistency regularization is often defined with as a random function, but it isα

equivalently presented here with as a deterministic function but randomly chosenα

parameters , where A is the space of augmentation parameters. This𝐴
1
 ,  𝐴

2
  ∈  𝐴

constraint states algebraically that augmentation should not change the predicted

labels.  Consistency regularization, like other forms of regularization, can be

implemented by adding a penalty to the overall loss function for optimization.𝐿
𝑐𝑜𝑛𝑠𝑖𝑠𝑡

Or conversely, as EM is a maximization procedure, by subtracting the following

penalty from the overall maximization step term .𝐿
𝑐𝑜𝑛𝑠𝑖𝑠𝑡

𝑄(θ|θ𝑡)

[5.23]𝐿
𝑐𝑜𝑛𝑠𝑖𝑠𝑡

= 𝐸
 𝐴

1
 , 𝐴

2
  ∈  𝐴

  𝐿[ 𝑝(𝑌|α(𝑋,  𝐴
1
),  θ) − 𝑝(𝑌|α(𝑋,  𝐴

2
),  θ) ]

Consistency regularization is highly dependent on the ability to obtain a viable

augmentation function that is unlikely to alter the true label of the image.  Recent

work in the use of Consistency regularization for semi-supervised learning has

yielded a number of augmentation functions that perform well for image and digit

classification datasets [2,3,5,36].  SCOPE makes use of Control-Theory Augment

(CT-Augment), Cut-out Augment, and Rand Augment.
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5.4 SCOPE Meta-Algorithm and Architecture

Figure 5.2.  Description of the SCOPE Meta-learning algorithm

Figure 5.2. shows the scope Meta-learning algorithm which implements equation

[5.20] as well as extends this EM approximator using additional information.  Figure

5.2 describes the application of equation [5.20]. The meta-learning algorithm consists

of a supervised branch and an unsupervised branch. The supervised branch consists of

the supervised images and its corresponding labels which is the lower-half of the

figure 5.2. The images in the supervised branch are passed through an augmentation

function which consists of basic augmentations such as left-shift, right-shift, rotate

etc. As shown in the equation [5.20], the supervised branch has a supervised loss
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which in this architecture is the cross-entropy between the true labels and the

predicted labels by the model.

The top half of Figure 5.2 describes the unsupervised branch. The unlabeled images

are then passed through the consistency regularization layer. Consistency

regularization as a form for contrastive learning is used as a part of the proposed

approach [13]. The unlabeled samples are passed into the model as 2 branches. The

first branch being the weak augmentation of the unlabeled sample and the second

branch being the strong augmentation of the same unlabeled sample [3]. The model's

predictions for the weak augmented images are threshold to a confidence score of

0.95 and every image that surpasses this threshold is considered as the true label for

the unlabeled sample. The model’s prediction for the strong augmentation image is

considered as the prediction for the unlabeled sample and a cross-entropy loss is

applied between the predicted class for the weak augmented sample and the predicted

probability distribution of the strong augmented image. This loss term as a whole is

considered as the unlabeled loss. The labeled loss on the other hand is the

cross-entropy between the true label of the sample and the predicted probability

distribution of the labeled sample. This technique has achieved very good results for

semi-supervised learning [3]. Neural networks have the characteristics to predict

incorrectly with high confidence. In the proposed approach the gaussian filter as

shown in Figure 5.2 helps to not miss out on correctly predicted low confidence

unlabeled samples which is described in detail below in section 4.2. The gaussian

filter tries to fit the probabilities of the predicted class in a gaussian probability
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density function and adds the correctly predicted low confidence samples as a part of

the gradient descent. The proposed approach also leverages from increasing the

labeled samples in every epoch by adding high confidence unlabeled samples which

are described in detail in section 4.4. The contrastive nearest-neighbor outlier removal

section in Figure 5.2 compares the cosine similarity between the features vectors of

an unlabeled sample which is predicted to be of a certain class with the feature

vectors of the labeled samples of the sample class. There are many potential ways to

implement a binary outlier removal term .  We analyze two simple𝑝(𝑋
𝑈𝑖

| θ𝑡)

heuristics that can be used for outlier removal.  Notice that because we are working

with a discrimination model, the model parameters do not easily allow one toθ𝑡

estimate .  However, it is possible to make use of similarity learning.𝑝(𝑋
𝑈𝑖

| θ𝑡)

An iterative bootstrap

As explained in section 3.2, one approach toward implementing a binary outlier

removal term is to define a Labeled set at EM iteration t, which𝑝(𝑋
𝑈𝑖

| θ𝑡) 𝑋
𝐿

𝑡

contains the true labels as well as the Pseudolabels at iteration t.  If

One approach toward implementing a binary outlier removal term is to𝑝(𝑋
𝑈𝑖

| θ𝑡)

make use of contrastive learning.  If the sample is within a threshold distance of𝑋
𝑈𝑖

λ

k other inlier samples , then we assume that and𝑥
1
 .  .  .  𝑥

𝑘
 ∈  𝑋

𝑆
𝑝(𝑋

𝑈𝑖
| θ𝑡) > τ
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therefore assign to .  However, if fewer than k inliers to are within𝑝(𝑋
𝑈𝑖

| θ𝑡) 1/𝑁 𝑋
𝑈𝑖

the threshold distance , then we assume and therefore assignλ 𝑝(𝑋
𝑈𝑖

| θ𝑡) < τ

to 0, thereby removing the outlier from consideration in gradient descent𝑝(𝑋
𝑈𝑖

| θ𝑡)

via the maximization term of EM.

Gaussian Filtering and Outlier Removal

As previously described, we define is a binary outlier removal term, in𝑝(𝑋
𝑈𝑖

| θ𝑡)

which we attempt to remove samples that may be unlikely to appear given the model

parameters.  The most straightforward way to implement such a term would be to

measure directly and then to determine if exceeds a threshold .𝑝(𝑋 | θ𝑡) 𝑝(𝑋 | θ𝑡) τ

As the label categories are mutually exclusive, one may use the following identity.

[5.24]𝑝(𝑋 | θ𝑡) =  
𝑐=1

𝐶

∑ 𝑝(𝑋 |𝑌 = 𝑐,   θ𝑡) 𝑝(𝑌 = 𝑐 | θ𝑡)

And given that ) is mutually independent of (as we have no information𝑝(𝑌 = 𝑐  θ𝑡

of ), this simplifies to the following,𝑋

[5.25]𝑝(𝑋 | θ𝑡) =  
𝑐=1

𝐶

∑
𝑁

𝑌=𝑐

𝑁  𝑝(𝑋 | 𝑌 = 𝑐,   θ𝑡)

The quantity can be straightforwardly estimated using the𝑝(𝑋 | 𝑌 = 𝑐,   θ𝑡)

pseudo-labeled set if one can make use of to produce manifold that projects the θ𝑡

data into a space that is approximately normally distributed.  Define as the𝑋 𝐹(𝑋,  θ𝑡)
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output of a neural network taking as input, and using trained weights .  One can𝑋 θ𝑡

therefore estimate as follows,𝑝(𝑋 | θ𝑡)

[5.26]𝑝(𝑋 | θ𝑡) =  
𝑐=1

𝐶

∑
𝑁

𝑌=𝑐

𝑁  𝑝(𝐹(𝑋,  θ𝑡) | 𝑌 = 𝑐)

For simplicity the Gaussian filtering technique for scope uses the output predicted

probabilities as the manifold , and furthermore makes use of the diagonal𝐹(𝑋,  θ𝑡)

According to our second hypothesis, the labels of the labeled and the unlabeled

samples of a particular class should follow a gaussian distribution. Let be𝐹(𝑋,  θ𝑡)

the manifold of samples X which is the probability distribution of the feature vectors

produced by the model.

Our proposed method considers the probability distribution of the samples𝐹(𝑋,  θ𝑡)

who have received a same pseudo label value . Let and be𝑌 = 𝑐 α(𝑋,  𝐴
1
) α(𝑋,  𝐴

2
) 

the batch of the unlabeled strong and weak augmentations at time t that belong to

class c, where c is the pseudo label predicted by the model.

We initialize the mean and the standard deviation for the probabilityµ
𝑐  

𝑡 σ
𝑐 
𝑡

distribution where .𝐹(𝑋,  θ𝑡) 𝑌 = 𝑐
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[5.27]𝑝(𝐹(𝑋,  θ𝑡) | 𝑌 = 𝑐)  =  1
2πσ

 𝑒𝑥𝑝(
−0.5 * ((𝐹(𝑋, θ𝑡))  −  µ

𝑐 
𝑡 )2

(σ
𝑐 
𝑡 )

2 )

Algorithm 5.1: Pseudo Code for Normal Distribution Filter

For c = 1 … C:

=µ
𝑐  

𝑡 𝐸
𝑋|𝑌=𝑐

 𝐹(𝑋,  θ𝑡) 

=σ
𝑐 
𝑡 𝐸

𝑋|𝑌=𝑐
 (𝐹(𝑋,  θ𝑡) − µ

𝑐  

𝑡  )2 

Pseudo_Labels_To_Include= []

= 0𝑝(𝐹(𝑋,  θ𝑡))
For c = 1 … C:

+=𝑝(𝐹(𝑋,  θ𝑡)) 1
2πσ

 𝑒𝑥𝑝(
−0.5 * ((𝐹(𝑋, θ𝑡))  −  µ

𝑐 
𝑡 )2

(σ
𝑐 
𝑡 )

2 )

Pseudo_Labels_To_Include.append(| )|)𝑝(𝐹(𝑋,  θ𝑡)) >=  τ

We see that after the normal distribution filter we are able to segregate the labels

which belong to a particular class with a little more confidence which also helps to

solve the confounding bias issue.

Contrastive Learning

Contrastive Learning can be understood as learning by comparing multiple input

samples that are in some sense similar to each other (Le-Khak 2020).  Contrastive

Learning can be used to estimate
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Discriminative models use contratrastive learning as an approach to group similar

samples closer and different samples away from each other [100]. The distance

between these samples is often measured with a distance metric which helps to

evaluate if the sample lies close or far to another sample. The discriminator is trained

in a way that it learns if an original sample and the augmented version of the original

sample lie close to each other in a feature space which is further used to fine tune the

model. In the general form of contrastive loss, the similarity metric is usually cosine

similarity where we want the similar vectors to have a cosine similarity distance close

to 1.

The manifold assumption states that a high-dimensional data-point can be represented

in a low-dimensional feature space which could be used to learn special

feature-representations that could not be learned from a high-dimensional feature

space alone. Now to pseudo-label the unlabeled samples, cosine similarity is used as a

contrastive loss metric to evaluate the angular distance between the low-dimensional

feature space of the unlabeled sample with a pseudo label of class c and the

low-dimensional feature space of the labeled sample with a supervised label of class

c.

Cosine similarity works best for this approach because it compares the

low-dimensional representations of angular distance between 1 being perfectly

similar and -1 being completely different.
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[5.28]𝑑(𝐹(𝑋
𝑈

,  θ𝑡), 𝐹(𝑋
𝑆
,  θ𝑡))  =   ||𝐹(𝑋

𝑆
,  θ𝑡)|| || 𝐹(𝑋

𝑈
,  θ𝑡) || 𝑐𝑜𝑠θ

Where is represented using the dot product and magnitude as𝑐𝑜𝑠θ

[5.29]𝑐𝑜𝑠θ =  
𝐹(𝑋

𝑈
, θ𝑡) 𝐹(𝑋

𝑆
, θ𝑡)

𝐹(𝑋
𝑈

, θ𝑡)
2
  𝐹(𝑋

𝑆
, θ𝑡)

2

Contrastive Nearest Neighbor Outlier Removal

Similar to the previous section where we describe as the outlier removal𝑝(𝑋
𝑈𝑖

| θ𝑡)

term, we describe how we use a nearest neighbor comparison to add confidently

predicted unlabeled samples to the labeled training set. As we have derived above

from equations for maximization and the probability of a image given the𝑄(θ|θ𝑡)

model parameters ,𝑝(𝑋 | θ𝑡)

Another way of estimating if is to make use of a contrastive learning𝑝(𝑋| θ𝑡) > τ

approach based on k-nearest neighbors.  Intuitively, if a sample is nearby other𝑋

supervised samples in used for fitting the model , then one might determine that𝑋
𝑆

θ𝑡

.  Conversely, if a sample is far from all known supervised samples in𝑝(𝑋 | θ𝑡) > τ 𝑋

one may conclude that .  This intuition has a theoretical basis,𝑋
𝑆

𝑝(𝑋 | θ𝑡) < τ

because the K-Nearest Neighbor algorithm is the optimal classifier assuming a

Variable-width Balloon Kernel Density Estimator as follows,
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[5.30]𝑝(𝑋 | θ𝑡) =  1

𝑛 ℎ𝐷
𝑖=1

𝑛

∑ 𝐾
𝐹(𝑋,θ𝑡)−𝐹(𝑋

𝑖
,θ𝑡)

ℎ( )

where ℎ = 𝑘

(𝑛 𝑝(𝑋 | θ𝑡) )
1/𝐷

where 𝐾(𝑧) = 1
2π

𝑒𝑥𝑝 − 1
2 𝑧2( )

It can be shown that under these assumptions, increases monotonically as𝑝(𝑋 | θ𝑡)

sum of euclidean distances to the k nearest samples decreases as follows,𝑑(𝑋,  𝑋
𝑠
,  𝑘)

∀ τ         ∃ γ     𝑠. 𝑡.      

[5.31]𝑝(𝑋 | θ𝑡) > τ        𝑖𝑓𝑓       𝑑(𝑋,  𝑋
𝑠
,  𝑘) < γ

The nearest neighbor contrastive outlier removal step for the SCOPE algorithm is

based on this strategy with two minor practical tweeks.  First, rather than euclidean

distance between sample feature spaces and , cosine similarity is𝐹(𝑋
𝑖
, θ𝑡) 𝐹(𝑋

𝑗
, θ𝑡)

used.  This is because cosine similarity is a standard distance metric for use with

contrastive learning techniques that compare individual sample feature vectors.

Secondly, rather than comparing distance to all samples within the supervised set, this

comparison is made only for the samples within the predicted pseudo-label category.

Our algorithm:

Let and be the labeled image and the corresponding manifold.𝑋
𝑆𝑖

𝐹(𝑋
𝑆𝑖

,  θ𝑡)

Similarly let and be the unlabeled image of interest and the corresponding𝑋 𝐹(𝑋,  θ𝑡)
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manifold  which belongs to class c where  c = 1..10.  If the unlabeled manifold

has a cosine similarity score of above with at least k labeled samples with𝐹(𝑋,  θ𝑡) γ

the same pseudo label of the corresponding class we add to the list of probable𝑋

labeled candidates.

Algorithm 5.2: Pseudo Code for contrastive Nearest Neighbor Outlier Removal

Dict = {0:[], 1:[].... 9:[]}        # dictionary with keys

For c in range(10):

L = { Xi : xi ∈ }𝑋
𝑠
    𝑎𝑛𝑑    𝑌

𝑖
= 𝑐

U = { Xi : xi ∈ } #C is the class from 0 to𝑋
𝑈

   𝑎𝑛𝑑    𝑌
𝑖

= 𝑐
9

Dict_2 = { :0 … :0 }𝑈
1

𝑈
𝑛

For i in range(len(L)):

For j in  range(len( )): 𝑈
If ) > :(𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐿[𝑖], 𝑈[𝑗] ) γ

Dict_2[ ]+=1𝑈[𝑗]
For k in Dict_2:

If Dict_2[k]>=k:
Dict[l].append(k)

5.5 SCOPE Experimental Setup and Results

SCOPE was evaluated according to the test accuracy on the CIFAR-10 dataset to

determine the extent to which our algorithm can enhance semi-supervised classifiers

to correctly classify the test data. The algorithm was later compared to some of the

benchmark semi-supervised learning algorithms. CIFAR-10 is a widely used dataset
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which has been used by multiple state-of-the-art models to evaluate the performance

of the algorithm. This dataset consists of 50000 images and their corresponding labels

for training and 10000 images and labels for testing. The dataset consists of 10

classes and hence makes it challenging for classifiers. As other models the proposed

algorithm uses Wide ResNet as the classifier. This paper evaluates the test results on 2

particular splits of labeled and unlabeled data. The first experiment consists of a

training sample size of 250 labeled images and 49750 unlabeled images whereas the

second experiment consists of a training sample size of 4000 labeled images and

46000 unlabeled images. In the first experiment, with 250 labels, the -Model yieldsπ

an accuracy of 45.74% and the pseudo-labeling paper reports an accuracy of 50.22%.

Mean teacher which is one of the advanced techniques which uses the exponential

moving averages of weights, yields an accuracy of 67.67%. MixMatch, which uses k

number of augmentations, averages the model predictions over all the augmentations

and uses temperature sharpening reports with an accuracy of 88.95%. The fix-match

algorithm which had reported better results than all the above approaches used

consistency regularization and exponential moving average of the weights reported an

accuracy of 94.93%. The proposed algorithm in this paper uses consistency

regularization along with contrastive latent bootstrapping using outlier removal yields

95.46% accuracy with 250 labeled samples.

In the second experiment, with 4000 labeled images and 46000 unlabeled images, the

-Model yields an accuracy of 85.99% and the pseudo-labeling paper reports anπ

accuracy of 83.91%. The mean-teacher algorithm receives an accuracy of 90.81%
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which performs better than the mean-teacher approach. The fix-match approach has

reported an accuracy of 95.69%. The semi-supervised contrastive latent bootstrapping

along with consistency regularization achieves better results with 4000 labeled

samples with an accuracy of 95.82%.

Method Accuracy with 250 Labels Accuracy with 4000
Labels

-Modelπ 45.74% (44.76,46.72) 85.99% (85.29,86.66)

Pseudo-Labeling 50.22% (49.24,51.20) 83.91% (83.17,83.63)

Mean Teacher 67.68% (66.75,68.60) 90.81% (90.23,91.37)

Mix-Match 88.95% (88.32,89.56) 93.58% (93.08,94.05)

Fix-Match 94.93% (94.48,95.35) 95.69% (95.27,96.08)

SCOPE 95.52% (95.10,95.92) 95.82% (95.41,96.20)

Table 5.1: Accuracies of different architectures on CIFAR-10
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Figure 5.3 Confounding error rate per epoch.

The above figure 5.3 explains the confounding error rate of the proposed model while

using various numbers of neighbors k. This figure helps to identify the amount of

incorrectly predicted samples added to the labeled branch of the model which causes

the model to diverge further. We see that as the number of neighbors used to evaluate

the class of the model increases, the confounding error rate of the unlabeled samples

being added to the labeled branch of the training data decreases. As shown in the

above diagram, when k=1, the confounding error being added to the model is

maximum. When k=2, the error rate drops as compared to when k=1. Similarly the

error rate for k=3 is lesser than when k=2 and greater than when k=4. We use the

value k=6 as the error rate is the least. Also, 3 other experiments which show the

confounding error rate addition of unlabeled samples as labeled data in every epoch

were performed. When pseudo labeling is performed with a pre-trained consistency

regularization model like fixmatch without any threshold, the confounding error rate

is maximum and it keeps getting worse after every epoch. The same model when

pseudo labeled with a threshold of 0.95 i.e adding the pseudo labeled samples to the

labeled training dataset only if it achieved a prediction score of 0.95, the≥

confounding error rate is still higher than pseudo-labeling with scope. The same

model without any pre-training when psudolabaled with a threshold of 0.95, the

confounding error rate is still high and in every epoch keeps getting worse. This

means that a lot of wrongly labeled samples are added to the labeled training set

which causes the model to diverge. The confounding error rate per epoch plot helps to
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understand that the importance of scope which introducing pseudolabeling with

consistency regularization.

K Neighbors Confounding Error Rate

k=1 2.3%

k=2 2.13%

k=3 1.28%

k=4 1.2%

k=5 0.98%

k=6 0.97%

Table 5.2 Total confounding error rates with different values of k

The confounding error rate of the pseudo labels with different values of k

(hierarchical nearest neighbors) were calculated to evaluate the effectiveness of the

algorithm. It is observed that when the feature spaces of the unlabeled sample for a

predicted pseudo label are compared with the supervised images of the same class,

the confounding error rate of the unlabeled samples being added to the labeled branch

of the training data significantly decreases. A stress test is performed to find out at

what value of k  can we get the best confounding error rate. As shown in the table

below when the value of k =1, a confounding error rate of 2.3% was achieved and as

the value of k was increased to  k=2, the error rate dropped to 2.13%. Further when

the value of k was increased to 3,4 and 5 the confounding error rate drops to 1.28%,

1.2% and 0.98% respectively. The best error rate was achieved when the value of k

was 6 which yielded an error rate of 0.97%. This experiment concludes that
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measuring the angular distance of the feature spaces of similar classes helps to

decrease the error rate and increase the accuracy of the model.

Method Accuracy with 250 labeled
samples

Accuracy with 4000 labeled
samples

Without SCOPE (Fixmatch) 94.93% (94.48, 95.35) 95.69% (95.27, 96.08)

Scope with only gaussian
filter

95.28% (94.85, 95.69) 95.69% (95.27, 96.08)

Scope with only contrastive
nearest neighbor

95.39% (94.96, 95.79) 95.71% (95.29, 96.10)

SCOPE 95.52% (95.10, 95.92) 95.82% (95.41,96.20)

Table 5.3: Ablation Study for SCOPE

An ablation study was performed to study the performance of the model by using

only the gaussian filter and by using only the pseudolabeling with outlier removal and

bootstrapping. Scope with only the gaussian filter yields an accuracy of 95.28% with

only 250 labeled samples and yields an accuracy of 95.698% with only 4000 labeled

samples. Scope with only pseudo-labeling using outlier removal and bootstrapping

yields an accuracy of 95.39% with only 250 labeled samples and 95.71% with only

4000 labeled samples. This experiment helps to demonstrate the effectiveness of

using both the gaussian filter and the pseudo-labeling using outlier removal and

bootstrapping as it performs better than using only one of the features by itself.

5.6 Learnings

Semi-supervised learning has made a lot of progress in the recent past but most of

these algorithms focus on complicated loss functions. This paper focuses on
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developing a simpler contrastive latent bootstrapping algorithm which follows the

framework of expectation maximization. The use of hierarchical cluster assumption

along with the smoothness assumption for consistency regularization yields better

results in an expectation maximization framework. SCOPE shows the importance of

gaining information by comparing the feature representations of images belonging to

the same class with a similarity metric. These high confidence predictions for the

unlabeled images are then bootstrapped and added to the training data which

increases the amount of labeled samples. Thus when the model is re-trained in the

next epoch, the parameters are tuned even further which is analogous to the

maximization step. SCOPE achieves a better performance on the CIFAR-10 dataset as

compared to the other methodologies. These results signify that such simple and

elegant frameworks can help yield better test accuracies by labeling unlabeled images

on the fly and can be very inexpensive and useful for highly unlabeled datasets.

Chapter 6: Future Work and Conclusion

6.1 Future Work

Immediate Improvements

SCOPE as a technique uses a novel gaussian filter and contrastive k-nearest neighbor

as contrastive outlier removal techniques. As immediate improvements, we would

like to evaluate our technique on a few more datasets which includes medical images

as well and analyze the ROC’s to evaluate the ability of the model to acknowledge
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false positives. As obtaining manually annotated CT scans by board certified

radiologists can be really expensive we would like to test our model on the Kaggle’17

Lung Cancer dataset and the National Lung Screening Trial dataset (NLST). The

CIFAR-10 dataset consists of 10 classes and we would further like to evaluate our

model on a dataset like CIFAR-100 which has 100 different classes. We would  also

try a combination of  different outlier removal techniques to evaluate the performance

of the model. Another experiment that we would like to perform is to compare the

performance of the model on a dataset which has a class imbalance and how this

problem of class imbalance could be addressed by using a different distribution filter.

Semi-Supervised Learning Extensions

SCOPE addresses the problem of confounding bias by using an ensemble of

consistency regularization and the cluster assumption through expectation

maximization. There is other relevant work on the use of either the smoothness or the

manifold assumption and we would like to incorporate this related work into our

method. We would like to evaluate our model by combining the smoothness and the

manifold assumption based techniques as well. Semi-supervised Generative

adversarial networks (SGANS) address the problem of limited labeled training dataset

by generating synthetic samples which could be used to improve discriminative

models. Working toward the discovery of a novel algorithm that combines generative

methods would be an interesting study.
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Other Problems

The work presented in this dissertation mainly addresses the problem for images and

we would like to compare the performance of our model on a textural dataset to

evaluate the robustness of our model. If we have two neural networks with the same

architecture and we train one network on an image dataset and the other network on

the textural dataset, even though the feature maps produced by the model would be in

the same space for both the datasets, the distribution of these feature vectors are

certain to be different [102]. Hence the study of evaluating semi-supervised neural

networks on textural datasets could be interesting.

Significance

Semi-supervised self-training network models have focused on ways to infer

information from unlabeled data with pseudolabeling techniques. The problem that

needs to be addressed is that neural networks can often predict incorrect pseudolabels

as the amount of labeled training data might not be enough to learn about the entire

distribution of a particular class which results in outliers. The work previously done

in the domain of semi-supervised learning techniques have not specifically targeted

the problem of reducing confounding bias by identifying outliers in proxy-label

methods. SCOPE addresses this problem of outliers and how they can be resolved

using a contrastive outlier removal strategy which is the significance of this technique

in the domain of semi-supervised learning. We have discovered that confounding

errors can be caused by outlier predictions and that this appears to be a fundamental

limitation of discrimination models that yield high confidence for samples far from
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the decision boundary. This limitation appears to be an incompatibility between

discrimation models and proxy-label methods. We believe that future research should

attempt to target this limitation in ways that expand and build upon the outlier

removal strategies analyzed as part of this dissertation.

6.2 Conclusion

Annotating data in general is a very expensive task and semi-supervised learning has

proven to be a promising area of research to help overcome this problem. This

dissertation summarizes the steps taken towards developing with a novel

sophisticated solution for semi-supervised classification. Initially we describe the

entire spectrum of research being done in the domain which is a part of the

smoothness, cluster and the manifold assumption. The active semi-supervised

expectation maximization technique uses a bayesian inference technique which helps

to determine the moment for human intervention and provide annotated samples to

the semi-supervised learning model. This section focuses on active-learning and helps

to reduce the dependency of a large amount of labeled samples. ASEM was evaluated

on 3 publicly available medical ct-scans and yields better AUC scores as compared to

similar techniques. The deep expectation-maximization for semi-supervised lung

cancer screening demonstrates good results as compared to a completely supervised

model, but the selection criteria of adding confident unlabeled  samples to the training

dataset can cause confounding bias which could cause the model to diverge. The

Semi-supervised Contrastive Outlier - removal for Pseudo - Expectation -

Maximization (SCOPE) technique helps to reduce these outliers by increasing the

amount of confidently predicted unlabeled samples by comparing their
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low-dimensional feature vectors with k-neighbors of the labeled samples. This

technique also consists of a gaussian filter which filters outliers in the unlabeled loss

during the gradient descent. Thus, this technique yields better results and can be

considered as an improvement over the consistency regularization techniques.

Overall, this dissertation demonstrates techniques to address the confounding bias

error with neural networks for semi-supervised learning and we hope this provides a

new perspective towards using semi-supervised learning for classification with very

limited labeled samples.
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