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A B S T R A C T   

The Earth Polychromatic Imaging Camera (EPIC) onboard the Deep Space Climate Observatory (DSCOVR) sat
ellite orbiting the Sun at the Lagrange-1 point was launched without onboard calibration systems. Vicarious 
calibration is conducted for 8 of the 10 UV/VIS/NIR channels using other low earth orbiting satellite instruments, 
while its two O2 bands (688 nm and 764 nm) rely on indirect moon-view calibrations because the same narrow- 
band O2 bands are not readily available from other in-flight instruments. This study compares EPIC measure
ments from the four O2 bands aiming at examining sensor stability over a uniquely suited location, i.e., the 
permanently snow-covered South Pole. The study utilizes radiative transfer model simulations with in-situ at
mospheric soundings taken at South Pole during months of December and January from 2015 to 2022. The 
absolute discrepancy between the model simulations and observations is less than 1.0% for the two reference 
bands, but 5.75% and 15.63% for the 688 nm, and 764 nm absorption bands, respectively. The simulated A-band 
and B-band ratios are 16.09% and 4.74% higher than that from the observations. Various sensitivities are 
conducted to estimate possible contributions to the discrepancies from input atmospheric profiles, spectral 
surface albedos and surface BRDF. While none of the input uncertainties is likely to account for the large dis
crepancies in the oxygen absorption bands, a small shift in the instrument response function could be the main 
reason for these biases. On the other hand, the model simulations are able to capture systematic variations with 
observed angular measurements and explain the multi-year trends found in observed O2 band ratios due to 
satellite orbit shifting. When model simulated contributions from the angle variations are deducted from the 
observed O2 band ratios, the residual O2 band ratios are found to be stable since 2015.   

1. Introduction 

The Earth Polychromatic Imaging Camera (EPIC) is a 10-channel 
spectroradiometer (317 – 780 nm) onboard NOAA’s Deep Space 
Climate Observatory (DSCOVR) satellite orbiting the sun at the 
Lagrange-1 point, L1, about 1.5 million kilometers away from Earth. 
EPIC’s spectral channels include four (317 nm, 325 nm, 340 nm, 388 
nm) in ultraviolet (UV) and six (443 nm, 551 nm, 680 nm, 687.75 nm, 
764 nm, 779.5 nm) in visible/near-infrared (Vis/NIR) spectral regions. 
Among these channels, there are two pairs of O2 bands with the ab
sorption bands centered at 688 nm (B-band) and 764 nm (A-band) and a 
nearby non-absorbing reference band at 680 nm and 780 nm, 

respectively. The EPIC observations provide retrievals of total column 
ozone, sulfur dioxide, aerosol, cloud, and vegetation, etc. for the sun-lit 
side of the Earth every 1~2 hrs [1,2]. The O2 bands are used extensively 
in the retrieval of EPIC cloud products [3]. The retrieval of cloud 
effective pressure and height are essentially based on O2 band ratios. In 
addition, the O2 band ratios are used innovatively in the cloud mask over 
ice and snow surfaces [4] and ocean glint regions [5]. The O2 band is 
also used in the retrieval of smoke and dust plume height [6,7] and cloud 
screening in aerosol retrieval [8]. 

Quality retrievals rely on stability of the instrument and good 
radiometric calibrations. Since EPIC was launched without an accurate 
laboratory calibration and in-flight calibration devices, in-flight 

Submitted to Journal of Quantitative Spectroscopy and Radiative Transfer 
Jul 18, 2023 
* Corresponding author at: NASA Goddard Space Flight Center, Greenbelt, MD, United States. 

E-mail address: yaping.zhou-1@nasa.gov (Y. Zhou).  

Contents lists available at ScienceDirect 

Journal of Quantitative Spectroscopy and Radiative Transfer 

journal homepage: www.elsevier.com/locate/jqsrt 

https://doi.org/10.1016/j.jqsrt.2023.108737 
Received 7 February 2023; Received in revised form 18 July 2023; Accepted 21 July 2023   

mailto:yaping.zhou-1@nasa.gov
www.sciencedirect.com/science/journal/00224073
https://www.elsevier.com/locate/jqsrt
https://doi.org/10.1016/j.jqsrt.2023.108737
https://doi.org/10.1016/j.jqsrt.2023.108737
https://doi.org/10.1016/j.jqsrt.2023.108737
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jqsrt.2023.108737&domain=pdf


Journal of Quantitative Spectroscopy and Radiative Transfer 310 (2023) 108737

2

calibration using other well-calibrated low earth orbit (LEO) or geo
stationary orbit (GEO) satellites was necessary. For the UV bands, the 
LEO instruments Aura/OMI (Ozone Monitoring Instrument) and Suomi- 
NPP/OMPS (National Polar-orbiting Partnership /Ozone Mapping and 
Profiler Suite) contain similar wavelengths and are able to observe 
scenes that closely match in location and angles with those observed by 
EPIC [9]. For the visible and NIR (443 nm, 551 nm, 680 nm, and 780 
nm) calibrations, instruments such as MODIS, MISR and VIIRS can 
similarly provide well-calibrated measurements [10,11]. However, 
these instruments do not have the corresponding O2 absorption bands in 
688 nm and 764 nm. Currently, the O2 band calibration uses lunar ob
servations when the EPIC instrument points to the fully luminated moon 
surface [10]. The assumption is that the pair of O2 bands would have 
similar lunar reflectance (~1.0% difference) because of their small 
wavelength difference in the absence of any gaseous absorptions and 
scatterings in their path. The slight difference in the wavelengths in 
(680 nm and 688 nm) and (780 nm and 764 nm) were considered by 
assuming that lunar surface reflectance increases approximately 
0.8~1.2% with every 10 nm increasement in wavelength from previous 
lunar observations [12], which leads to an assumed reflectance ratio of 
1.008 for R688/R680 and 0.984 for R764/R780. Thus the O2 band cali
brations rely on the absolute calibration of 680 nm and 780 nm from 
other GEO/LEO instruments, a ratio of electronic counts at the lunar 
view from absorption and reference channel, as well as the assumption 
of fixed lunar reflectance ratio. Each of the three components could 
contribute some uncertainty to the O2 band calibrations. Since this 
calibration is done in the absence of actual O2 absorption, it is harder to 
identify detector related changes. Small shift in the instrument response 
function (IRF) may have little effect on the reflectance in a 
non-absorptive environment, but due to the nature of O2 absorption 
lines it may lead to large difference in the radiative transfer model 
(RTM) simulations that assume the pre-launch IRF. Subsequently this 
could lead to errors in retrievals that use RTM generated lookup table 
(LUT) such as cloud effective height algorithm. 

In order to monitor the performance of the O2 A- and B-band and 
ensure the absolute calibration of these channels, the EPIC cloud algo
rithm team has been monitoring the EPIC measurements of these 
channels over the Amundsen–Scott South Pole Station. We select the 
South Pole location because of its homogenous bright surface and high 
elevation. As a result, most of the signal received by the EPIC sensor 
comes from the surface; hence the photon path length is well defined and 
the ratio calculations are less prone to noise [13,14]. In addition, the sky 
conditions at the South Pole station are routinely recorded and radio
sondes are launched at least once daily to measure the atmospheric 
temperature and humidity profiles. Ozonesondes are also launched 
regularly, albeit less frequently than the radiosonde, to monitor the at
mospheric ozone distribution and total amount. These in-situ measure
ments in combination with a radiative transfer model (RTM) will allow 
simulation of expected reflectances received by the EPIC instrument. 

This study explores the unique South Pole location and RTM simu
lations to evaluate the stability and calibration of the EPIC instrument. 
To further minimize meteorological impacts on the measurements, we 
focus on the EPIC clear sky measurements taken during the austral 
summer months of December and January each year from 2015 to 2022. 
To understand the small fluctuations and multi-year trends in the EPIC’s 
O2 bands and ratios, we performed RTM simulations with inputs from 
radiosonde profiles and column ozone observation when these mea
surements are available. Section 2 describes ground and in-situ obser
vational data in the South Pole and RTM model used. Section 3 presents 
comparison of model simulations with the observed reflectance and 
sensitivities studies. Section 4 investigates the causes of “trends” 
observed in the December and January reflectance time series. Section 5 
is a summary of the study. 

2. Data and methodology 

2.1. South Pole observations 

The Amundsen-Scott South Pole Station is a year-round US Meteo
rological/Weather station established in 1957. The station is equipped 
with many standard meteorological instruments and takes routine 
measurements of temperature, wind, and pressure from both the surface 
and the upper levels of the atmosphere. Many additional instruments 
were placed in South Pole over the time to measure surface radiation, air 
composition, ozone etc. to support various research projects. The station 
is located exactly at the south pole (90◦S, 2836 m above mean sea level). 
We obtained the surface sky observations and radiosonde profiles 
archived at the Antarctic Meteorological Research Center (AMRC) at the 
University of Wiscosin-Madison [15]. The surface sky observations were 
taken manually every 3 h indicating cloud fraction in octave scale. Clear 
sky is identified with a "SKC" classification. The radiosonde profiles 
consist of measurements of pressure, temperature, dew point, and 
relative humidity. In addition, we obtained South Pole column total 
ozone from the Global Monitoring Laboratory of the NOAA Earth System 
Research Laboratory (ESRL) (https://gml.noaa.gov/ozwv/ozsondes 
/spo.html) 

Routine ozone profiles are measured at Amundsen-Scott South Pole 
Station by balloon-borne electrochemical concentration cell (ECC) 
ozonesondes, available since 1967 [16]. Total column ozone is calcu
lated by integrating the ozone partial pressure profile up to the balloon 
burst altitude (around 35 km) and adding a residual amount, based on 
climatological ozone tables, to account for ozone above the balloon 
burst altitude. While radiosondes are usually launched twice daily at 
00Z and 12Z, the ozonesondes are taken every 5~10 days and data must 
be interpolated to the days RTM calculations occur. 

To monitor the stability of O2 bands, pixels from EPIC L1B granules 
corresponding to South Pole were selected from December and January 
of each year, starting from December 2015. Due to EPIC’s L1 orbit, it 
observes most of the sunlit disk of the Earth including South Pole from 
nearly backscatter direction. A typical EPIC pixel at South Pole during 
December to January has a solar zenith angle (SZA) between 67◦ to 73◦, 
view zenith angle (VZA) between 61◦ to 74◦ and backscattering azimuth 
angle greater than 165◦ (Fig. 5). The EPIC pixel size increases with VZA 
as its pixel shape changes from 10 km circle from nadir to an elongated 
ellipse with its longer axis reaching 20~30 km (approximately 1/cos 
(VZA)) at 67◦ to 73◦ VZA at South Pole. The collocation requires EPIC 
pixels to be less than 0.25 h and 0.1 deg (~10 km) in latitude from South 
Pole’s surface clear sky measurements (0/8 cloudy). In addition, the 
pixels must also be clear based on the EPIC cloud mask algorithm [5]. A 
total of 3978 such pixels are identified. However, to evaluate these 
measurements with RTM simulations, we further narrow the EPIC 
measurements to be taken within 0.5 hour of the 1200Z radiosonde 
measurements to minimize the diurnal variation of reflectance and to 
ensure that model input profiles best represent the in-situ atmospheric 
conditions the EPIC instrument was observing. 

It must be noted that even with 0.1◦ distance requirement, multiple 
EPIC pixels from a same granule will meet the collocation requirements. 
We use pixels with relative azimuth angles greater than 160◦ to produce 
an average reflectance for the time. Pixels with relative azimuth angles 
smaller than 160◦ rarely happen and the reflectance could depart more 
from the rest of pixels hence removed from consideration. The variation 
of the angles as well as the reflectance among the remaining pixels are 
small enough that a mean reflectance of these pixels is used to minimize 
the noise. These processes further reduce the clear sky measurements to 
74 instantaneous granules with available radiosonde at 1200Z. 

2.2. EPIC simulator 

An EPIC simulator [17] has been built upon a radiative transfer 
model based on the successive order of scattering method (RTSOS) [18, 
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19] that solves multiple scattering of monochromatic light in the at
mosphere and surface systems. RTSOS considers gas absorptions due to 
ozone, oxygen, water vapor, nitrogen dioxide, methane, and carbon 
dioxide wherever applicable to EPIC bands. The gas absorption cross 
sections as a function of atmospheric pressure and temperature are 
computed from the HITRAN line database [20] using the Atmospheric 
Radiative Transfer Simulator (ARTS) [21]. In the O2 A- and B-bands, 
radiances from line-by-line radiative transfer simulations are computed 
and then convolved with the EPIC instrument response functions. The 
EPIC simulator is used to generate the oxygen A-band and B-band 
reflectance, from which the oxygen band ratios are computed. It has 
been used as an algorithm developing tool for the EPIC cloud product [4, 
5]. The current version of the model has incorporated an improved 
pseudospherical shell (IPSS) approximation of the earth’s surface, for 
which the solutions to single and multiple scattering are treated sepa
rately [22]. The single scattering component is solved exactly for the 
spherical shell atmosphere. The multiple to single scattering ratio is 
solved using the plane parallel (PPL) geometry [19]. The IPSS method is 
an improvement to the so-called pseudo-spherical shell (PSS) approxi
mation, which treats the direct solar beam attenuation along the nadir 
view in the spherical atmosphere while keeping the PPL geometry for 
the multiple scattering calculations [23]. The IPSS is important in this 
study because both the solar and viewing zenith angles are large at the 
South Pole location. 

In our previous studies, we used default model atmosphere, i.e., 
standard US atmosphere or subarctic summer atmosphere (SSA) from 
the Intercomparison of Radiation Codes in Climate Models (ICRCCM) 
project [24], to assess the sensitivities of model reflectance to specific 
clouds. However, the variation of atmospheric profiles and compositions 
will affect total amount of molecules (thus Rayleigh scattering) and the 
amount of dominant absorbing gas O2 and other trace gasses, hence we 
will input in-situ observation-based profiles as much as possible. The 
current study requires more accurate atmospheric conditions for clear 
sky reflectance simulations. We replaced the total molecular number 
density and the H2O mixing ratio in the SSA with the in-situ radiosonde 
measurements from the surface (2.836 km above sea level or around 660 
mb) up to the level of radiosonde outburst (around 26 km or 16 mb 
during the austral summer months). The total molecular number density 
was computed from pressure and temperature using the ideal gas law at 
each level (Eq. (2)), while the H2O molecular number density was 
converted from mixing ratio, temperature, and pressure (Eq. (4)). The 
O2 and CO2 number densities are proportionally changed with the total 
molecular density at each level assuming their percentages in number 
density are fixed. The vertical profiles above the radiosonde records 
remain unchanged. The ozone density was scaled with observed total 
column ozone from the ozonsonde. Other trace gasses, e.g. nitrogen 
dioxide and methane are taken from the default SSA profile. 

The following equations are used to compute the H2O and total 
molecular densities from radiosonde measurements of air temperature, 
pressure and mixing ratio. 

PV = nRT (1)  

ρ = n
Na

V
=

PNa

RT
(2)  

e =
rP

(
r + Mw

Md

) (3)  

ρh2o = e ∗
Na

RT
(4) 

In the above, P, T and r are radiosonde measurements of pressure, 
temperature and mixing ratio respectively; n is number of molecules in 
mole; V is gas volume; is the vapor pressure; ρandρh2o are total and water 
vapor number density, respectively. Mw, Md, R and Na are four con
stants, representing molar mass of water and dry air, universal gas 

constant and the Avagardro number, respectively. 
Besides the vertical profiles, the RTM requires input of ground alti

tude. Surface albedo and bidirectional reflectance distribution function 
(BRDF) is critical in determining the TOA reflectance. Historic mea
surements of spectral albedos in Antarctica over snow surface ranges 
from 0.92 from visible/NIR region to 0.99 in the UV region [25,26]. To 
facilitate more accurate simulations of TOA reflectance, the current EPIC 
simulator has enabled spectrally varying albedo input for each channel 
while previous version only allows a single albedo input for all channels. 
In addition, we have implemented an empirical snow surface BRDF 
which is based on in-situ surface BRDF observations at Dome C in Ant
arctic [26]. The spectral albedo measurements at Dome C from the same 
paper is chosen as default surface spectral albedo. Since spectral albedo 
and surface BRDF at high angles could represent a large source of un
certainty, we conducted sensitivities with surface albedo and BRDF to 
examine possible effect for the simulated reflectances. 

Other inputs for the EPIC simulator include specifications of the sun 
and sensor-view geometry, i.e., solar zenith angle (SZA), view zenith 
angle (VZA) and relative azimuth angle (RAZ). We perform one simu
lation for each of the 74 granules with clear sky pixels covering the 
South Pole. The mean solar zenith angle from all selected clear sky pixels 
from the same granule is input to the model as described in Section 2.1. 
The simulated reflectance representing individual pixel’s VZA and RAZ 
are then averaged to represent mean model reflectance for the time and 
are compared with the mean reflectance from the collocated EPIC 
measurements. The simulation is set up in this way because the model 
runs one solar zenith angle at a time but outputs reflectance for different 
VZA and RAZ in a single simulation. Using the mean solar zenith angle 
minimizes the number of total simulations needed. Note that the RTM 
uses geometric definition at the top of atmosphere (TOA), 100 km above 
the sea level to be more precise. The EPIC geometric angles defined at 
the surface have to be converted to TOA for the input SZA and the 
computed reflectance angles (VZA and RAZ) have to the transferred 
back to the surface angles [27]. 

The following list is a summary of input and sensitivities for EPIC 
simulator:  

• Clear sky selection requires both clear from ground observation and 
EPIC cloud mask  

• Sounding is selected at ~12UTC; EPIC granule is selected within 0.25 
hr of the sounding, and pixels less than 0.1◦ to 90◦S  

• Mean solar zenith angle (SZA) from EPIC pixels converted to TOA 
SZA  

• Spectrally varying albedos from Antarctic snow surface observations  
• Ground height (2.839 km)  
• Vertical profiles of total, H2O, O2, CO2, O3 are modified based on 

observations  
• Sensitivities for total O3 and O2 amount and presence of thin ice 

crystals 
• Sensitivities with reduced surface albedo and BRDF versus Lamber

tian surface 

2.3. Statistical tests 

Both student-t-test and Mann-Kendall test are frequently used to 
determine the confidence of trends in time series of climate and hy
drology data [e.g., 28,29]. The Mann-Kendall test is a non-parametric 
test that is suitable when there is missing data in time series, the dis
tribution is non-normal, or the data set is censored. The null hypothesis 
is that there is no trend [30,31], while the hypothesis states that there is 
a monotonic trend over time. The method computes the net increasing 
or decreasing pairs of data points in a time series and a variance of this 
parameter based on the length of time series. The statistical confidence 
of the trend is computed by assuming the number of net pairs follow a 
normal distribution for randomly distributed time series. A larger 
number of net increasing or decreasing pairs would then find smaller 
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p-value in this distribution and higher confidence of a real trend. 
Besides using a linear regression method to compute the trend, we 

also estimate the trend using Sen’s slope [32], which seeks median slope 
of all data pairs in the time series. The Sen’s slope is found to be less 
sensitive to skewness of data distribution or large outliers [33,34]. 
Mann-Kendall and Sen’s slope are often computed together to estimate 
the slope and confidence of a trend. Details on Sen’s slope estimator and 
the Mann-Kendall test are described in Yue and Pilon [35]. We applied 
student-t-test for quick trend estimate and Man-Kendall and Sen’s slope 
for detailed trend analysis for both observed and simulated clear sky O2 
band ratios. 

3. Results 

3.1. Time series of 4 oxygen bands in EPIC observation 

We start by collecting all collocated EPIC clear sky measurements 
within 0.1◦ of South Pole and 0.5 hof surface sky measurements in the 
months of December and January from December 2015 to January 
2022, spanning 7 austral summers except for the period December 2019 
to January 2020 when EPIC was in safe mode (27 June 2019 to 2 March 
2020) and not collecting data. The clear sky pixels require both surface 
sky to be identified as clear (no cloud) and the EPIC cloud mask (which 
uses O2 band ratios for cloud detection over snow surface) as clear [4]. 
To illustrate all data in a continuous time series, we mark days from 
December 1, 2015 to January 31, 2016 as Day 1 to 62, and December 1, 
2016 as Day 63 and so on. Fig. 1 shows the four reflectance time series of 
B-band and A-band as well as the A-band and B-band ratios. The bidi
rectional reflectances (BRF) of the A-band and B-band reference chan
nels are close to 0.99 and 0.97, respectively, and the absorption bands 

have a value of about 0.27 and 0.54, respectively. The variations in 
reflectance are small albeit obvious, which is partially due to the 
randomly changing atmospheric conditions. Besides those random 
fluctuations, there is a visible seasonal cycle within each two-month 
period, which could be related to the procession of solar zenith angles. 
Most importantly, simple linear regressions indicate negative trends for 
both reference channels. The A-band and B-band absorption channels 
however display trends in the opposite direction. Although the slopes of 
these trends are small, they are statistically significant with larger than 
99% confidence level based on the student-t-test except for the A-band 
absorption channel. Both ratios indicate a positive trend with over 99% 
confidence level. The question is whether changes in the observed at
mospheric conditions and sun-sensor geometry are sufficient to explain 
the trends in the observed reflectance and ratios. Is there any residual 
trend or uncertainties that can’t be unaccounted for which might be 
related with instrument calibration? 

3.2. Model simulations 

In order to understand the variability and trends in observed the 
EPIC reflectance over the south pole, we conducted RTM simulations 
with observed atmospheric vertical profiles wherever possible. Section 
2.2 described the method of computing total H2O, O2, O3 molecular 
density from radiosonde and ozonesonde and sets of spectral surface 
albedos we chose for the South Pole. Fig. 2 shows the time series of 74 
simulated mean reflectance as compared to those observed. Only data 
from the first 4 years (December 1 to January 31, 2019) are shown in 
Fig. 2 because 1200Z sounding data in the last two winters are infre
quent. Each point represents the average of at least 2 clear EPIC pixels 
viewing the South Pole for the given time. These pixels have 

Fig. 1. EPIC O2 A- and B-band obser
vations over the Amundsen–Scott South 
Pole Station. Data are for the months of 
December and January from 2015 to 
2022, except December 2019 and 
January 2020 when DSCOVR was off
line on the safe hold mode. Note that 
the time series was constructed as such 
that one Dec-Jan section is immediately 
followed by the next Dec-Jan section for 
trend computation, but a small gap is 
added in the plot between each data 
section to indicate there is a jump of 
time between one austral season to the 
next. Only clear sky observations are 
selected based on surface reports and 
the EPIC cloud mask. (a) BRF for the B- 
band absorption (R688, orange) and 
reference channels (R680, black); (b) 
BRF for the O2 A-band absorption 
(R764, green) and reference channels 
(R780, black); and (c) channel ratios.   
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approximately the same SZA (σ<0.05) and differences in viewing angles 
are taken explicitly into consideration. 

In Fig. 2, the red dots represent the best effort simulations (BES) – the 
EPIC simulator was input with observed atmospheric sounding, column 
total ozone, and varying spectral albedos in addition to a snow surface 
BRDF based on Dome C observations [26] implemented particularly for 
this study. The measured spectral albedo for 680 nm, 688 nm, 764 nm 
and 780 nm bands are approximately 0.965, 0.96, 0.93, 0.92, respec
tively. Even though the observed reflectance in the non-absorbing 680 
nm and 780 nm channels are quite noisy as compared to simulations, the 
overall matching for these two channels seems to be quite well, with a 
mean bias of 0.97% and − 0.50%, and standard deviation of 3.06%, and 
4.88%, respectively. The simulated reflectances in 688 nm and 764 nm 
bands follow the variability of observations better, but the magnitude is 
much higher than the observations, with a mean overestimation of 
5.76% and 15.63% for 688 nm and 764 nm and standard deviation of 
2.96% and 4.99%, respectively. The simulated B-band and A-band ratios 
are higher than those from observations by 4.74% and 16.09%, 
respectively. The high discrepancy between the observed and simulated 
O2 band and ratios, especially at the A-band, suggests that major bias in 
the model input/simulation and/or instrument calibration could exist. 
Since the algorithm for retrieving EPIC cloud effective pressure (CEP) 
relies on lookup tables generated by the same model, it is our interest to 
understand the causes of these differences and determine whether an 
adjustment to LUT is necessary. 

Matching model simulations with observations is an extremely tricky 

problem [36,37]. The accuracy of model simulations is limited by the 
uncertainty of the inputs to the model, and model’s inherent assump
tions and simplifications. Ideally, such evaluation requires a complete 
set of surface and atmospheric measurements, such as surface albedo, 
atmospheric composition of all gasses used to drive the RTM. In reality, 
only radiosonde measurements of temperature, pressure and humidity 
and ozone measurements are available. Column ozone is interpolated 
from once every 5-day measurements. Snow albedo and surface BRDF is 
taken from a study in 2006 at Dome C (another Antarctic site) other than 
South Pole [26]. Not only the measurements of spectral albedo and 
BRDF could be associated with some uncertainty [26], the ground and 
snow condition at South Pole could also be slightly different from the 
that of Dome C site. It is anticipated both spectral albedo and surface 
BRDF could be a great source of uncertainty due to the large variability 
of surface snow anisotropy at high solar zenith angles. In terms of the 
RTM accuracy, the simulations at high solar and view zenith angles can 
be highly biased from a model with plane parallel assumptions. The 
current EPIC simulator has implemented an improved peudospherical 
sphere (IPSS) approximation and its accuracy has been well validated on 
a black surface, but not on a high albedo surface, which remains an open 
task depending on the availability of benchmark data [22]. 

Another source of the discrepancy may originate from the instrument 
measurement uncertainty. While much of the instrument’s uncertainty 
comes as random error, over the time the instrument needs continuous 
calibration to correct any possible deterioration. Because of the lack of 
in-flight absolute calibration of the O2 absorption bands, EPIC’s 

Fig. 2. The mean clear sky reflectance from the EPIC observations (black), model simulations with observed varying spectral albedo and snow surface BRDF (red), 
simulations with surface BRDF but reduced spectral albedo (alb*0.98) (blue), simulation with observed spectral albedo but Lambertian surface (green). The figure 
illustrates the difficulty of matching the simulated reflectance with observations even with the best estimates of spectral surface albedo and atmospheric profiles. 
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measurements can’t be considered as absolute “truth”, which means that 
when we compare model results with observations, we can’t treat either 
one as absolute “truth” and any discrepancy between model simulations 
and observations needs more careful evaluation. 

In the following, we will discuss each of these factors, and conduct 
sensitivity studies when necessary. 

3.2.1. Surface albedo and BRDF 
Surface albedo or BRDF directly affect clear sky TOA reflectance, 

even more so at South Pole because the atmosphere is thin (surface 
pressure is only about two thirds of sea level pressure). 

In general, the snow looks brighter when viewed near the horizon, in 
the forward direction, and darker when viewed near nadir, in the 
backward direction; and this anisotropy increases with increasing solar 
zenith angle and decreasing with surface albedo [26]. Anisotropic Fac
tor (AF), which is calculated as bidirectional reflectance normalized by 
reflectance of an equivalent Lambertian surface of the same spectral 
albedo, is a measure of anisotropy in reflectance distribution at given 
solar zenith angle. According to the BRDF measurements at Dome C site, 
AF at 600 nm and 68◦ SZA in the backward direction (view zenith angle 
~ 67.5◦ and azimuth angle >160◦ is between 1.0 and 1.3 [26]. At 680 
nm and 780 nm, the backward AF could range from slightly below 1 to 
1.2 within our angle range. The surface BRDF will not translate directly 
to TOA BRDF because of intervening atmosphere’s scattering and 
absorbing effect. At visible shorter wavelength, the Rayleigh scattering 
will enhance the radiation in both forward and backward high solar and 
view zenith angle direction and reduce radiation in the direct beam 
direction. At NIR absorbing channels, the high amount of gaseous ab
sorption at high zenith angles will reduce the radiation resulting in 
different BRDF patterns [38]. 

Even though we have implemented spectrally varying albedo and 
snow surface BRDF, the observation-based spectral albedo and BRDF 
from Dome C could be slightly different from South Pole. First, snow 
reflectivity changes with snow grain size, soot contamination and sur
face roughness and slope. It is reported that a kind of snow dune ‘sas
trugi’ often forms at high plateau of Antarctic in response to prevailing 
wind direction that could significantly affect snow reflectivity [25]. It is 
also likely that the ground is not completely flat and other non-snow 
objects such as station structure could be in field of view in a large 
satellite pixel. Therefore, it is difficult to get a complete realistic 
real-time surface spectral albedo and BRDF representing the entire 
domain of a large satellite pixel. 

In order to understand the sensitivity of TOA reflectance to the un
certainties in spectral albedo and BRDF, we have run two sensitivity 
tests. The first sensitivity is run with a uniformly reduced albedo of 2% 
(alb*0.98) from the BES (blue dots), and a second sensitivity is run with 
the same spectral albedo as the BES but a Lambertian surface (green 
dots) (Fig. 2). The 2% reduction of spectral albedo results in an average 
decrease of reflectance in 680 nm, 780 nm, 688 nm, 764 nm bands by 
1.93%, 1.96%, 1.89%. 1.85% respectively. It is worth noting that surface 
albedo has less effect on the absorption bands than the non-absorption 
bands. 

Since the non-absorbing bands are matched well in the BES, there is 
no point to suggest that the spectral albedos in these two bands should 
be adjusted. To match the 688 nm and 764 nm bands with the obser
vations, the albedos for these two bands have to drop from current 0.96 
and 0.93 to around 0.90 and 0.78, respectively. This would be highly 
unlikely especially for the A-band since spectral snow albedo over 
Antarctic continent has 2~4% uncertainty [25]. 

While a snow BRDF does decrease the reflectance in the backward 
direction from Lambertian surface by 3.53%, 4.51%, 3.04% and 2.88% 
in 680 nm, 780 nm, 688 nm, 764 nm bands respectively, the empirical 
BRDF model uncertainty of 2~4% [26] plus site difference should not 
create any difference in reflectance larger than these numbers. 

Unsurprisingly, a uniform percentage reduction or increase of spec
tral albedo will not lead to much change in the oxygen band ratios (less 

than 0.11%), while the snow BRDF could slightly increase the A-band 
and B-band ratios by 1.70% and 0.50%, respectively, because it reduces 
the absorption bands less than the non-absorption bands in the back
ward direction. This makes neither spectral albedo nor BRDF a possible 
culprit for the large discrepancy between A-band and B-band ratios. 

3.2.2. Meteorology 
The second main factor comes from the uncertainty of meteorology 

(atmospheric profiles and molecular density) that are inputs to the 
model. The meteorology determines the total amount and vertical dis
tribution of molecules that scatter and absorb lights. For the four 
channels this study focuses on, O3 and O2 are two major absorption 
gasses. The O2 number density is estimated from total molecular density, 
which can be derived from radiosonde measurements of pressure and 
temperature. Typical radiosondes have reported errors of 1 ◦C for tem
perature and 2 mb for pressure and 5% relative humidity [39], which 
should transfer to less than 1.0% uncertainty in the total molecular 
density and subsequently O2 molecular density. In addition, total O2 
amount in South Pole is quite stable with surface pressure varies be
tween 674 mb to 697 mb from all the radiosonde measurements, and 
typically less than 6 mb or 1% of total amount from one day to the next. 
These factors suggest the uncertainty of input O2 amount should be less 
than 2%. 

On the contrary, total O3 over South Pole has larger variability. The 
measured total ozone during the 7 austral summers ranges from 222 
Dobson Unit (DU) to 454 DU, with measurements taken 5 days apart 
easily differ over 30 DU, which makes the interpolated total O3 subject 
to large uncertainty. In addition, the ECC ozonesonde uncertainty could 
be more than 5% [40]. These factors contribute to an overall much 
larger uncertainty for the input total O3 than the total O2. Besides the 
intrinsic instrument uncertainties mentioned above, the spatial tempo
ral mismatch between satellite and sounding instruments means that the 
atmospheric volume covered within satellite field of view is not 
completely represented by the radiosonde or ozonesonde 

Fig. 3. Clear sky sensitivity tests with different surface albedo choices, column 
O3, O2, and model’s spherical assumptions (IPSS on or off) on December 23, 
2015 and January 30, 2016. Reflectance for four EPIC bands from various tests 
are shown in colored symbols, EPIC observed reflectance is shown in solid 
black circles. 
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measurements. 
To account for the uncertainties of these atmospheric measurements, 

we conducted sensitivities on column O3 and O2 by multiplying the 
original O3 profiles by 50% and 200%, and O2 profiles by 90% and 
110%, respectively, loosely based on their natural variability at South 
Pole, measurement frequency, and accuracy, etc., as discussed above, 
with possibly an order larger than their actual uncertainties. 

Fig. 3 shows that the largest impact of O3 occurs at 680 nm, however, 
its impact on A-band ratio and B-band ratio is minimal (Table 1). For the 
O2 variation, the impact on the two absorbing bands, 688 nm and 764 
nm, is the largest as expected. In fact, an artificial increase in O2 amount 
by 10% will make the model simulated A-band and B-band ratios 
decrease by about 6.2% and 3.8% respectively, potentially filling 
approximately half of the simulation and measurement gaps (Table 1). 
However, as discussed above, the actual uncertainty of total O2 amount 
should be no larger than 2% at South Pole, therefore its impact on 764 
nm reflectance should be much smaller than 2% as well. Furthermore, 
these measurement errors are random, while the simulation indicates a 
more systematic overestimates of the reflectance in the absorption band. 

To put these atmospheric profile sensitivities in perspective, we 
conducted a sensitivity by setting O2 amount to zero in one of the pro
files (without changing the amount of total molecular density hence 
molecular scattering). Table 2 lists the total absorption optical thickness 
from a reference simulation (Row 1), and profiles with zero O2 (Row 2) 
and the difference between the two simulations (Row 3). It is clear that 
O2 absorption is dominant at 688 nm and 764 nm, but other traces ab
sorption is not zero, especially at 688 nm, which is about 1.5% of total 
absorption. At 764 nm, other trace absorption only contributes to 
0.18%. While total absorption optical thickness for the two reference 
channels is small (0.0129 for 680 nm and 0.0026 for 780 nm) O2 
contribution is close to zero in these reference channels. This table ex
plains why the uncertainties in the meteorological profiles, especially 
the O3 has little impact on the reflectance. The column O2 amount could 
greatly affect the absorption bands, but it has relatively low measure
ment uncertainty. 

3.2.3. Background aerosol and diamond dust 
A small amount of boundary layer aerosol and ice crystals could exist 

in the air even under clear sky conditions as diamond dust may occur 
over the South Pole. We tested such effect with a thin layer of ice cloud 
with optical thickness (COD) of 0.03, 0.1 and 0.3 in the boundary layer 
with cloud height (CHT) at 0.66 km and 1.66 km above ground. 

Fig. 4 shows that thin clouds affect the TOA reflectance in a complex 
way. Generally the reflectances in all 4 bands decrease when thin ice 
cloud is present, the percentage change varies depending on optical 
thickness and time (geometry) of the pixel. The A-band and B-band ra
tios also decrease, but at a much smaller magnitude (Table 3). For a very 
thin cloud with optical thickness 0.03, the reflectances of all four 
channels decrease minimally around 1%. With optical thickness of 0.1, 
the Rabs decrease more than Rref, resulting in small decreases in the O2 
band ratios, where B-band ratio decreasing slightly more than the A- 
band. When optical thickness reaches 0.3, even though the reflectance of 

individual bands decreases more, the ratio decreases less than the 0.1 
COT case. This shows a limitation of how much thin clouds can reduce 
the oxygen band ratios as most thick clouds tend to increase the ratios. 
This is consistent with sensitivities derived from previous studies [4], 
albeit the EPIC simulator in this study uses the new IPSS and BRDF 

Table 1 
Observed and computed A-band and B-band ratios with different clear sky input 
sensitivities in Fig. 3. The first row represents “best effort simulation” (BES) 
where the model has IPSS and BRDF on, and input with observed spectral 
albedos. Subsequent rows each have one condition modified from BES. For 
example, ‘α ⋅ 0.98′ refers to simulations with 98% albedo (a 2% reduction) 
applied to all bands while the rest of the model input the same as BES.  

Atmospheric Input/ 680 nm 688 nm 764 nm 780 nm 

Reference 0.012906 0.711949 1.36888 0.002611 
Zero_O2 (Other trace gasses 

contribution) 
0.012906 0.010768 0.002538 0.002611 

Reference – Zero_O2 (O2 

contribution) 
0.0 0.701180 1.36634 0.0  

Table 2 
Contributions of O2 and other trace gasses to total absorption optical thickness at 
South Pole simulated with a reference sounding profile (23Dec, 2015). Row 1 
and Row 2 are computed total absorption optical thickness with and without O2 
respectively.  

Sensitivity case B-band ratio A-band ratio 

IPSS on, BRDF 0.583 0.323 
IPSS off, BRDF 0.582 0.322 
IPSS on, BRDF, α ⋅ 0.98 0.583 0.323 
IPSS on, Lambertian Srf 0.579 0.316 
IPSS on, BRDF, NO3 ⋅0.5 0.580 0.323 
IPSS on, BRDF,NO3 ⋅2.0 0.587 0.322 
IPSS on, BRDF, NO2 ⋅0.9 0.601 0.345 
IPSS on, BRDF,NO2 ⋅1.1 0.565 0.303 
EPIC Observation 0.553 0.280  

Fig. 4. Sensitivity tests with a thin layer of ice clouds with varying cloud op
tical Depth (COD) and cloud top height (CTH) for potential boundary layer ice 
(diamond dust) contamination on December 23, 2015 and January 30, 2016. 
Percentage changes of reflectance from simulation of clear sky with the same 
atmospheric profile are shown. The black dots indicate the percentage differ
ence of EPIC observations from the same clear sky simulations. 

Table 3 
Changes in A-band and B-band ratios from that of clear sky from sensitivity tests 
of thin ice cloud in Fig. 4 on December 23, 2015.  

Sensitivity tests / 
Change in ratio 

Changes in B-band ratio Changes in A-band ratio 

COD = 0.03, CTH=0.66 km − 0.0046 − 0.0031 
COD = 0.10, CTH = 0.66 km − 0.0161 − 0.0108 
COD = 0.30, CTH = 0.66 km − 0.0139 − 0.0105 
COD = 0.03, CTH = 1.66 km − 0.0048 − 0.0033 
COD = 0.10, CTH = 1.66 km − 0.0163 − 0.0110 
COD = 0.30, CTH = 1.66 km − 0.0129 − 0.0089  
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treatment. The maximum decrease in A-band and B-band ratios are 
0.011 (3.6%) and 0.016 (2.8%), respectively, in these sensitivity tests, 
which are not sufficient to close the gap between the simulation and 
observations. 

3.2.4. Earth’s sphericity 
Lastly, from the model’s perspective, the EPIC simulator has been 

evaluated with and without the IPSS treatment. The Earth’s spherical 
effect on light-scattering is increasingly more important as the sun and 
view zenith angles increase. To evaluate how IPSS assumption affects 
the TOA reflectance over South Pole, we run a sensitivity of the model 
with IPSS (IPSS on) and without IPSS (IPSS off) with the same surface 
spectral albedo and BRDF (Fig. 3). We notice that without proper 
treatment of the earth’s sphericity, the RTM will generate slightly larger 
reflectance at non-absorbing bands while slightly decreased reflectance 
at strong absorbing band, but the net change (reduction) in ratio is less 
than 2% (Table 2). 

3.2.5. Spectral response function 
In the above analysis, we have explored all potential factors from 

model input perspective that could affect the EPIC simulations. None of 
the factors will affect the simulations for more than 2~3%. Aside from 
the amount of atmospheric oxygen that will exclusively affect the O2 
absorption bands, the surface albedo and diamond dust (thin ice clouds) 
should have similar impact for the absorption bands and the nearby non- 
absorption bands. However, the large differences are only seen in the O2 
absorption bands, which indicates that these input factors are unlikely to 
be responsible for the large biases in O2 absorption bands. Here we will 
consider another aspect of the simulation that is not related to the input, 
but the instrument itself, i.e., the instrument response function (IRF). 
IRF determines spectral band width and shape and is convolved with 
RTM calculations to mimic what EPIC instrument will see. IRF is affected 
by all components of the instrument (e.g., filter, mirror, electronic 
recording system) and carefully measured as part of the pre-launch in
strument calibration. IRF is subject to uncertainty and change over time, 
and instrument calibration is usually a continuous effort through the 
mission. The lack of onboard calibration and difficulty of cross-platform 
calibration for EPIC’s oxygen bands have prompted use of lunar cali
bration for the oxygen bands [1,10,11]. However, the lunar calibration 
would not be able to capture small changes in the IRF of the oxygen 
bands since the light does not encounter any oxygen in the path. 

To investigate potential inconsistency in our assumed pre-launch IRF 
in the EPIC simulator and the actual IRF, we conducted several experi
ments to examine whether small shifts of IRF in the absorption bands 
will create large difference in the simulated reflectance. We start by 
shifting the entire IRF by ± 0.1 nm, ± 0.2 nm, etc. and redo the clear sky 
simulations for all the clear sky samples. We find that by shifting the B- 
band (A-band) IRF by − 0.2 nm (− 0.3 nm), we can significantly reduce 
the percentage bias in 688 nm (764 nm) down to 0.51% (2.75%). 
Further shifting will increase the bias again (Table 4). This means the 
EPIC’s O2 bands are extremely sensitive to the center of bands and slight 
miss-characterization of IRF will create a large difference in the reported 
reflectance. Since EPIC’s lunar calibration will not be able to detect such 
inaccuracy or shift in IRF, and we have ruled out other input factors, it is 
very likely the actual IRF has changed from pre-launch IRF. 

3.3. Orbital change and reflectance trends 

Fig. 2 illustrates the difficulty of matching the simulated reflectance 
with observations even with the best estimates of spectral surface albedo 
and atmospheric profiles. However, the shape of the variability within 
each two-month period and the overall trends are captured by the 
simulations. As expected, the sun-viewing geometry is consistently 
changing within the season (Fig. 5). While the SZA reaches the lowest 
point around December 23 each year, the lowest VZA lags behind the 
lowest SZA, and is progressively getting lower during this 7-year period 
due to the satellite orbital change. The RAZ has progressed from positive 
10◦ to negative 10◦ as the satellite orbit changes. The scattering angle 
has reached 178◦ around December 2020 [41], positioning the sensor 
closer to complete backscattering direction. 

In our previous study, we utilized the O2 band ratios to detect clouds 
over snow and ice surfaces [4]. With single scattering approximation, we 
find that clear sky O2 band ratios can be expressed as a function of total 
airmass and altitude. The total airmass, m, computed as summation of 
reverse cosine of SZA and VZA (Eq. (5)), represents total light path for 
the incoming and directly reflected sunlight. Larger SZA and VZA 
contribute to a larger total airmass and more oxygen absorption in the 
path and a smaller O2 band ratio. On the other hand, higher altitude 
reduces the total path length and absorption, resulting in a larger O2 
band ratio. 

The analytical derivation of the relations is as follows: 

m =
1
μ+

1
μ0

=
1

cosθ
+

1
cosθ0

(5)  

Rabs = Tdn
abs ∗ αabs ∗ Tup

abs = αabse− (τ(ρ(z))+τray(ρ(z)))∗m (6)  

Rref = Tdn
ref ∗ αref ∗ Tup

ref = αrefe− τray(ρ(z))∗m (7)  

Rabs

Rref
= αabs

/

αref e− τ(ρ(z))∗m (8)  

where Rabs andRref are the BRF for the oxygen absorption and reference 
bands, respectively. BRF at the top of the atmosphere is a product of 
downward transmittance (Tdn), spectral surface reflection albedo α, and 
upward transmittance (Tup). τ and τray are optical thickness values due 
to the O2 absorption and Rayleigh scattering at nadir, respectively, and 
are functions of surface elevation and O2 molecular density. In our 
previous study, we assumed albedos for the absorption and reference 
band are the same, and absorption optical thickness τ is only a function 
of surface height. This is a good approximation as surface altitude 
largely determines surface air pressure, hence total O2 amount and ab
sorption optical depth (Eq. (9)). 

τ(z) = Kaρ0Hexp
(

−
Z
H

)

= c ∗ exp
(

−
Z
H

)

(9)  

ln
(
Rabs

Rref

)

= ln
(
αabs

αref

)

− τ(ρ(z)) ∗m (10)  

ln
(
Rabs

Rref

)

= a+ b ∗m (11)  

Here H is the scale height, and Ka,ρ0are the absorption coefficient, vol
ume number density of oxygen, at sea level, respectively. c = Kaw1ρ0H, 
and was assumed constant in that study. In the current case, we maintain 
different albedos for the O2 absorption and reference band, but the ratio 
of albedos remains constant. With surface altitude z being constant at 
one fixed location, and minimal variation in air density (pressure), op
tical thickness can be considered semi-constant. A more simplified 
relationship can be derived that shows the logarithm of the O2 band 
ratio expressed as a linear function of airmass (Eq. (10)), which could be 
demonstrated as a linear regression form (Eq. (11)) in the actual model 

Table 4 
Mean percentage bias with small shift in IRF in EPIC simulator for all clear sky 
simulations in the months of December and January from 2015 to 2022.  

Sensitivity tests B-band bias A-band bias 

No shift 5.76% 15.62% 
Shift − 0.2 nm 0.51% 5.91% 
Shift − 0.3 nm 3.72% 2.75% 
Shift − 0.4 nm 10.49% 2.85%  
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simulation data as well as observed data. 
Fig. 6 (top) shows the relationship of the O2 band reflectances and 

ratios as a function of airmass. The absorption bands, especially the 764 
nm, show better linear correlations with the airmass than the reference 
bands. The logarithmic of the O2 ratio shows a good relationship as the 
single scattering theory predicted. The slight scatter of data points 
around the regression line is due to different atmospheric profiles that 
result in slightly different absorption optical thickness. The actual EPIC 
observations show similar relationship as the model simulations, with 
more scattering of data points due to measurement uncertainties (Fig 6, 
bottom). The regression lines from observations and simulations are 
nearly parallel in the final figure, but the offset differ, especially in the A- 
band, where the offset of observations (black line) is about 0.14 smaller 
than the simulations (blue line). We notice that a 15% smaller in 
observed A band ratio could translate into 0.1 smaller in the regression 
offset from Eq. (10). Of course, the same percentage difference in ratio of 
surface spectral albedos could have the same impact, but as we discussed 

in Section 3.2.1, the albedo uncertainty is with 2~3%, and unlikely to 
cause such a large difference in offset. 

On the other hand, because of this well-predicted relationship with 
airmass, it is reasonable to subtract this known physical dependence of 
the angles from the observations in order to analyze the observed 
“trend”. To do so, we compute the expected ratios from the regression 
fitting of the simulation data (Eq. (11)), and subtract them from the 
observed ratios (Eq. (12)). We then recompute the trends for the residual 
ratios to see if the trends remain significant. 
(
Rabs

Rref

)

residual
=

(
Rabs

Rref

)

obs
− exp(a+ b ∗m) (12) 

To be more rigorous regarding the confidence of the trends, we 
computed Sen’s median slope and the Man-Kendall confidence for the 
trend. The Sen’s slope and Mann-Kendall analysis are non-parametric 
methods for assessing trend in a dataset and do not require the data to 
follow certain distributions (e.g. gaussian), therefore are more suited in 

Fig. 5. Sun-viewing geometry of EPIC pixels over South pole during the past 7 austral summers. Note a small gap is added between each Dec-Jan time section as 
in Fig. 1. 

Fig. 6. (top) Model simulated O2 band reflectances and ratios as a function of airmass. (bottom) Observed O2 band reflectances and ratios as a function of airmass. 
The red and black dots represent the B-band and A-band reflectances or ratios, respectively. Blue lines indicate regression line from model simulated ratios in the left 
panel, while the black lines are regression line from the observed ratios. 
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this problem. Table 5 shows that even though the student-t-test and non- 
parametric method do not always provide the same slope, they are quite 
close in magnitude for the observed A-band and B-band ratios. The 
slopes of model simulations are also similar in magnitude to the corre
sponding observations, which provides a justification for using the 
model’s airmass relationship to subtract the angle dependence in the 
observational dataset since the model-based relationship has no instru
ment calibration issue. Furthermore, the time series of total absorption 
optical depth does not show significant trends, indicating that meteo
rology over the past 7 austral summers are not responsible for the trends 
in reflectance (Figure not shown). The angle corrected trend is an order 
smaller than the observations in A-band and less than half the magnitude 
in the B-band. The reason that the trend of B-band ratio is not reduced as 
significantly as the A-band ratio is due to less absorptive nature of the B- 
band, resulting in a weaker dependence of B-band ratio on the total 
airmass. In both cases, the Man-Kendall confidence for the ratios drop 
from 99% to below 90%. It is reasonable to conclude that with orbital 
change taken into consideration, both EPIC O2 ratios do not show sig
nificant multiple-year trends. We thus conclude that the oxygen chan
nels are reasonably stable over the past 7 austral summers. 

4. Summary and discussion 

The O2 absorption bands in 688 nm and 764 nm play significant roles 
in the suite of DSCOVR EPIC’s cloud products, including cloud mask, 
cloud effective pressure and other downstream products [3,41] and 
aerosol products [6,7,8]. Since EPIC was launched without an accurate 
laboratory calibration, and no instruments currently in space carry both 
narrow-band O2 channels as EPIC does, the cross-platform calibration 
adopted by the EPIC science team to calibrate the UV and visible/NIR 
channels are not easily available for the 688 nm and 764 nm channels. 
The current indirect moon-view calibration has to use pre-assumed 
moon reflectance ratios and there is no built-in mechanism to detect 
IRF change from pre-launch to post-launch. 

This study aims to evaluate the EPIC sensor stability with the EPIC 
measurements and radiative transfer simulations of O2 bands over a 
uniquely suited location, i.e., the permanently snow-coverage South 
Pole. The EPIC simulator was developed with the pre-launch IRF and 
used to generate LUT for EPIC’s cloud retrieval, therefore it is critical to 
make sure the model and instrument have the same response function. 
The study compares RTM simulations with in-situ measurements of at
mospheric soundings from the Amundsen-Scott South Pole meteoro
logical station with EPIC measurements taken during months of 
December and January from 2015 to 2022. We find that even in the clear 
sky measurements taken at around the same time of the year, small 
fluctuations within each two-month period, and small, but significant 
trends in the ratios of A-band and B-band are observed. The absolute 
discrepancy from the best RTM estimates and those of observations is 
about − 0.50~0.97% for the two reference bands, but 5.76% and 
15.63% for the 688 nm, and 764 nm absorption bands, respectively. 
Various input sensitivities are conducted including atmospheric profiles, 
column ozone, and surface spectral albedo and BRDF. The simulation 
results are sensitive to surface spectral albedo, BRDF, total oxygen 
amount, and cloud contamination, each of these could contribute to a 
maximum 2~3% bias in simulated reflectance based on our estimation, 
which sums to a total of 4~6% uncertainty of the absorption band 
reflectance and ratios if measurement errors are random. It is possible 
the spectral albedo and BRDF bias could be systematic, but this is 

beyond the scope of this study. 
Even though inputs to the model simulation are unlikely to account 

for the large biases in the oxygen band simulations, we find the simu
lations to be very sensitive to small shifts in the IRFs due to the narrow 
band width and sharp absorption lines of the oxygen bands. With a − 0.2 
nm and − 0.3 nm shift of IRF, we are able to narrow the bias to 0.51% 
and 2.75% for the 688 nm and 764 nm bands, respectively. This in
dicates IRF could be the major factor responsible for the large bias in the 
simulations. 

With regard to the more systematic variations and multi-year trends 
of the O2 band ratios, the RTM simulations are able to capture this with 
realistic input of sun-sensor geometry angles. In fact, the O2 band ratio 
variation can be predicted quite well by the total airmass, especially in 
the strong-absorbing A-band. We find the small orbital change of the 
satellite over the past seven years and the corresponding changes of 
geometric angles over South Pole is responsible for the observed trends 
in the O2 band ratios.  When model simulated contributions from the 
angle variations are deducted from the observed O2 band ratios, the 
residual O2 band ratios are found to be stable since 2015.  Therefore, we 
are able to report with confidence that the oxygen channels are 
reasonably stable over the past 7 years consistent with other studies [42, 
43]. It is suggested that the Lagrange 1 orbit provides a consistent space 
environment for the EPIC instrument and contributes to its stability as 
the instrument does not have to undergo periodic variations of 
extremely hot and cold temperatures like satellites in low Earth orbits 
which periodically move from sun to shadow every ~50 min [42]. In 
addition, the instrument is situated in a constant radiation environment 
as it is always facing the earth with the sunside properly shielded from 
damages of solar winds. Furthermore, the EPIC sensor only takes ~15 
images a day, requiring only a second of exposure time a day with the 
rest of the time the shutters closed so that the instrument is less prone to 
degrading even in space environment. 

However, it is still possible that the instrument had gone through 
some changes during its launch or the pre-launch calibration was not 
perfect, either condition would have made the true IRF different from 
what we use in the radiative transfer simulation. Through careful ex
amination of all potential factors in the RTM simulations, we found that 
a small shift of the oxygen A and B band IRF can reduce the model and 
measurement discrepancy significantly. While further research is 
needed to figure out the exact combination of spectral shift and shape to 
represent the actual IRF, this study provides a pathway and justification 
to create new LUTs that match the actual observations. This will help 
improve other Level 2 cloud and aerosol retrievals. For example, in the 
CEP algorithm, insufficient absorption in the current LUT is consistent 
with the overestimation of CEP (retrieved cloud lower than the actual 
clouds to compensate) in the majority of the retrievals [3]. 
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Table 5 
Trends of A-band and B-band ratios from original EPIC observations, model simulations and the residuals.   

A_ratio_obs A_ratio_sim A_ratio_res B_ratio_obs B_ratio_sim B_ratio_res 

Student_test (slope) 6.5e-05 6.2e-05 7.7e-06 5.7e-05 5.0e-05 1.3e-05 
Confidence (%) 96.3 84.6 73.9 98.3 85.0 69.1 
Sen’s slope 6.2e-05 6.5e-05 5.6e-06 4.0e-05 5.1e-05 2.3e-08 
Man-Kendall (%) 99.91 99.99 74.6 98.5 99.99 50.5  
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