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ABSTRACT

Title of dissertation: Analysis of Irregular Event Sequences
in Healthcare using Deep Learning,
Reinforcement Learning, and Visualization

Filip Dabek, Doctor of Philosophy, 2020

Dissertation directed by: Professor Tim Oates
CSEE Department

Each year over 880 million doctor visits occur in the United States. Current

estimates place the yearly healthcare data records at 2,314 exabytes with projections

of reaching zettabytes and yottabytes. For a country with 329 million people that

spend $4 trillion on healthcare each year, understanding and uncovering the hid-

den patterns and trends within this big data is paramount in improving healthcare

outcomes through preventative care and early diagnosis, creating a more efficient

healthcare system with optimizations, and making clinicians’ and patients’ lives

easier. With the ever increasing availability of big data, these problems are more

important now than ever before.

While many event analysis and time series tools have been developed for the

purpose of analyzing such datasets, most approaches tend to target clean and evenly

spaced data (i.e., with a fixed time interval between observations). When faced with

noisy or irregular data, it is typical to use a preprocessing step of transforming the

data into being regular. This transformation technique arguably interferes on a



fundamental level as to how the data is represented, and may irrevocably bias the

way in which results are obtained. Therefore, operating on raw data, in its noisy

natural form, is necessary to ensure that the insights gathered through analysis are

accurate and valid.

In this dissertation novel approaches are presented for analyzing irregular event

sequences using a variety of techniques ranging from deep learning, reinforcement

learning, and visualization. We show how common tasks in event analysis can be

performed directly on an irregular event dataset without requiring a transformation

that alters the natural representation of the process that the data was captured from.

We focus our efforts on healthcare specifically, but also evaluate our approaches

against other domains to test for generalizability. The three tasks that we showcase

include: (i) predicting the probability of a future event occurring, (ii) summarizing

large event datasets, and (iii) modeling the processes that create events.
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Chapter 1: Introduction

1.1 Overview

Each year over 880 million doctor visits occur in the United States [5–7].

Current estimates place the yearly healthcare data records at 2,314 exabytes with

projections of reaching zettabytes and yottabytes [8]. For a country with 331 million

people that spend $4 trillion on healthcare each year [9], understanding and uncov-

ering the hidden patterns and trends within this big data is paramount in improving

healthcare outcomes through preventative care and early diagnosis, creating a more

efficient healthcare system with optimizations, and making clinicians’ and patients’

lives easier. With the ever increasing availability of big data, these problems are

more important now than ever before.

While many event analysis and time series tools have been developed for the

purpose of analyzing such datasets, most approaches tend to target clean and evenly

spaced data (i.e., with a fixed time interval between observations). When faced with

noisy or irregular data, it is typical to use a preprocessing step of transforming the

data into being regular through the removal of timestamps. This transformation

technique arguably interferes on a fundamental level as to how the data is repre-

sented, and may irrevocably bias the way in which results are obtained. Therefore,
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operating on raw data, in its noisy natural form, is necessary to ensure that the

insights gathered through analysis are accurate and valid.

In this dissertation novel approaches are presented for analyzing irregular event

sequences using a variety of techniques ranging from deep learning, reinforcement

learning, and visualization. We show how common tasks in event analysis can be

performed directly on an irregular event dataset without requiring a transformation

that alters the natural representation of the process that the data was captured from.

We focus our efforts on healthcare specifically, but also evaluate our approaches

against other domains to test for generalizability. The three tasks that we showcase

include: (i) predicting the probability of a future event occurring, (ii) summarizing

large event datasets, and (iii) modeling the processes that create events.

First, effectively utilizing historical data to make predictions for the future

is important to ensure that we can properly optimize systems and tasks. Many

approaches in recent years have showcased improved results in prediction tasks on

sequential datasets, but there exists the potential to both expand on the existing

literature by embedding the sequential nature of the dataset into a prediction model

and to provide a method for prediction on irregular event sequences without biasing

the dataset through a transformation.

Second, as event datasets grow in both the number of sequences that they

contain and the number of events per sequence, understanding the common trajec-

tories and the various paths that are taken by sequences is important in developing

a thorough understanding of these large datasets. This issue is evermore present in

irregular datasets in which produced visualizations become very messy and compli-
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cated due to the inherent noise caused by the irregularity. Therefore, an approach

that is able to generate an effective summary is important to ensure that a compre-

hensive overview can be gathered, compared to the existing technique of requiring

each individual sequence to be analyzed.

Third, for each event dataset there is a process that created the events. While

analyzing a dataset alone can provide information into the patterns contained, being

able to accurately model the process that created the events could allow for a multi-

tude of analyses to be performed, such as applying automatic learning to identify the

path to a certain event, comparing event sequences based on the differences learned

by the model, and generating a textual summary of the events that have taken

place. Through this model and its applications, a more thorough understanding of

the events could be obtained.

1.2 Contributions

In this dissertation, we aim to provide contributions in the analysis of irregular

events through the three different tasks described in Section 1.1. While our contri-

butions are aimed at irregular events within healthcare, because we generalized our

approaches, they also apply to regular event datasets and/or other domains.

First, we propose a predictive model that utilizes BERT for predicting suicide

risk in mild traumatic brain injury (mTBI) patients within a year post-injury. Our

model takes as input the entirety of the patient’s EHR prior to their mTBI. To

preserve the diagnosis codes, as were input by a clinician, we convert them into
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their corresponding textual descriptions, and to preserve the irregular nature of the

EHR we embed time tokens into the constructed patient text. Through the com-

bination of a patient NLP-based representation and the embedded NLP knowledge

present within BERT, our model outperforms state of the art approaches for di-

agnosis prediction, standard clinical models used for suicide prediction, and other

common approaches utilized for binary classification tasks.

Second, we present our adaptive window-based algorithm that builds a sum-

mary of an event dataset by introducing the notion of temporal context into frequent

sequence mining algorithms. We show the mapping of the results of the algorithm to

our novel event summary diagram that reduces the visual complexity and analytical

capacity required. Through the summary that is produced, we show the utility of

our approach to visualizing events on three datasets from different domains.

Third, we present our automatic and adaptive approach, based on reinforce-

ment learning techniques, for modeling a process that creates events. For this task,

we explore the domain of user interaction events that are captured within a visual-

ization system; and show how our approach is able to find the optimal path to solve

a specific task and to gain an understanding of the behavior exhibited by users. We

perform a user study in which we show the wide applicability of our approach for

understanding user interactions, and thus how models can be built to learn from

the underlying structure embedded within events.
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1.3 Outline

The rest of this document is broken up into five chapters.

Chapter 2 provides a formal definition for temporal events and background on

the existing work for events in both machine learning and visualization.

Afterwards, the document contains three approach chapters where each chap-

ter corresponds to a different task that we have addressed: Chapter 3 presents

our BERT model that utilizes an NLP-based patient representation to predict sui-

cide risk, Chapter 4 presents a mining algorithm and shows its results on our novel

event summary diagram, and Chapter 5 introduces the concept of automatically and

adaptively learning from the interaction event data generated from visual analytic

systems.

Following the three chapters of our approach, we conclude the dissertation in

Chapter 6.
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Chapter 2: Temporal Events

2.1 Definition

It will be useful in what follows to formally define an event dataset. Event

datasets can be defined as a set of sequences D = {S0, S1, ..., Sn} where each se-

quence Si =< I0, I1, ...Im > contains a timestamped series of items Ii arranged in a

specific order with respect to the timestamps. The arrangement of the items can be

used to derive temporal relationships within the data such as Ii ≺ Ii+1 describing

that Ii happened before Ii+1. Each itemset, Ii, contains a set of event types such

that Ii =< T0, T1, ..., Tp > and Ti ∈ E where E = {e1, e2, ..., ek} is a dictionary of

event types. An example of a dataset of sequences is shown in Figure 2.1, where

each row represents a sequence Si that contains itemsets Ii with one or more event

types.

Event datasets also come in the form of time series datasets. A time series

dataset is identical to the definition of an event dataset with the exception of each

itemset Ii. In time series data each itemset contains a set of measurements such

that Ii =< M0,M1, ...,Mp > where Mi is an n sized vector corresponding to the n

values collected at each timestep.
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Figure 2.1: Illustration showing a set of temporal sequences with the trajectory

between event #1 (triangle) and event #4 (hexagon). As the size and complexity

of the data increases, there is a need to generate a visual summarization of the

sequences to better understand the relationships between events.

2.1.1 Regular and Irregular

Both event and time series datasets are structured in two different ways: reg-

ular and irregular; or also referred to as evenly spaced and unevenly spaced respec-

tively.

A regular or evenly spaced time series is one that always occurs at fixed in-

tervals. A weather sensor that takes measurements every minute would produce a

dataset of evenly spaced measurements that are always exactly 60 seconds apart.

However, evenly spaced time series do not commonly occur in real world scenarios

due to either missing data or the data occurring at different frequencies. In the case

of a weather sensor, a single missing time point would alter the dataset from having

7



a perfect composition of each data point being exactly 60 seconds apart to being

one that has multiple different types of intervals.

Therefore, to describe this alternate type of dataset, irregular or unevenly

spaced time series are defined as a dataset where all of the intervals between timesteps

are not identical. These types of datasets are common and representative of a vast

array of processes that datasets are created from. For example, a dataset consisting

of customer orders would not be able to exist in the realm of being evenly spaced

due to a customer’s shopping patterns being sporadic and not always occurring at

the exact same moment in time. However, while irregular datasets commonly occur,

they also pose great challenges in analyzing them.
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2.2 Machine Learning

As machine learning has roots in statistical methods, the common statisti-

cal models are the initial approaches that are taken for the modelling and pre-

dicting of events and time series. These common models include: autoregres-

sive integrated moving average (ARIMA), autoregressive–moving-average (ARMA),

autoregressive–moving-average model with exogenous inputs (ARMAX), and Pois-

son distributions. However, to move from the standard statistical models with the

hope of achieving better results, John Gamboa outlined the various deep learning

approaches that have been utilized for analyzing event and time series data, and

concluded that deep learning could still contribute a lot to these fields of event and

time series data [10]. Thus, there has been a growing interest in developing neural

network based approaches for these tasks.

Restricted Boltzmann Machines (RBM’s), are a special type of neural network

in which nodes are separated into two groups, only each pair of nodes from the two

groups have a connection between them, and there exist no connections between

nodes within a group [11]. In 2009 RBM’s became popular when Taylor and Hinton

developed a conditional RBM that was able to perform learning faster and more

efficiently. They showed its application in modelling time series data consisting of

captured motion [12]. Later in 2013, Ilya Sutskever developed a temporal RBM

model that had an RBM at each timestep and further improved the performance

gathered on time series tasks [13].

While RBM’s are one type of neural network architecture that has been ex-
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plored, one of the most popular variants utilized for time series and event-based

analysis are recurrent neural networks (RNN’s). Jaeger and Haas adapted RNNs

based on echo state networks (ESNs) by only modifying the weights between the

hidden and output nodes during training. They showed the application of this new

architecture in predicting wireless communication activity, allowing for engineering

processes to reduce a signal’s error rate [14]. Sharat et al. implemented a bet-

ter method for back-propagation across many layers and then utilized deep RNN’s

to predict the future values of a time series [15]. Alex Graves showed how Long

Short-term Memory (LSTM) networks, a type of RNN, could be used to generate

longitudinal sequences, similar to those of event sequences, through an application of

predicting the next character or word in a document as well as predicting the correct

corresponding characters in a handwriting task [16]. Kaiser et al. at Google Brain

identified the difficulty in remembering events that rarely occur and thus they built

a memory module for use in deep learning applications that is capable of performing

life-long one-shot learning. They showed how their approach works on a variety of

tasks, and most specifically on predicting the next event in a sequence [17].

While both these statistical and neural network approaches have been able to

model time series and event datasets, they rely solely on datasets that occur at a

fixed interval and are evenly spaced. In practice events do not only occur at a set

frequency: network intrusion events occur at random moments in time, customers

place online orders with different gaps of time between orders, etc. Common ap-

proaches to addressing these types of datasets have consisted of repeating samples

or applying exponential smoothing in order to convert the irregular time series into
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a regular one. This conversion, however, does not result in a true representation of

the original dataset and assumes that the data exists at a frequent interval. There-

fore, to avoid these standard techniques, steps have been taken to address this gap

in the literature and utilize irregular data in its purest form.

From a statistical perspective, Andreas Eckner has recently identified this

need and developed a framework for analyzing unevenly spaced time series data

in which he defined the current limitations and formulated the problem in a way

similar to that of evenly spaced data [18]. He has since presented algorithms that

are able to solve some of the basic tasks, such as computing the moving averages of

a dataset [19]. Zumbach and Müller also recognized the focus on regular time series

and presented a toolbox of operators that could be applied specifically to unevenly

spaced time series [20]. However, there still remains a gap in solving some of the

more complex tasks, such as prediction and classification, which has been explored

using RNN’s.

Using RNN’s, Lipton et al. utilized clinical measurements that were unevenly

spaced in order to classify 128 different diagnoses. To overcome the issue of the

irregular data, the authors repeated the previous test results for the points at which

data was not available [21]. Tresp and Briegel presented a combination model con-

sisting of both a nonlinear RNN and a linear error model that are trained together

to predict the glucose/insulin metabolism of patients based on their at-home blood

glucose measurements that can occur at irregular intrervals [22]. Neil et al. recog-

nized that data comes in different frequencies and thus they modified a standard

LSTM by adding a time gate that determined whether or not the node should acti-
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vate at a particular timestep. This not only improved the performance on standard

benchmarks, but also allowed for two connected networks to be built that accepted

separate data streams at different frequencies [23]. The concept of accepting dif-

ferent frequences is similar to that of irregular or unevenly spaced data that does

not all occur at a fixed interval. In a recent masters thesis, it was identified that

predicting the time until a next event occurs in irregular datasets is a difficult and

unsolved task. Therefore, the author proposed a model: the Weibull Time To Event

RNN (WTTE-RNN), in which an RNN is trained to output the parameters of a

Weibull distribution at each timestep and then the distribution is utilized to deter-

mine whether or not an event will occur at the corresponding timestep [24].
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2.3 Visualization

In the visualization field, a vast array of approaches have addressed both time

series and event analysis. Work has been done into evaluating existing approaches

and providing the best interface for user exploration and analysis of datasets. Javed

et al. evaluated multiple visual techniques and found that for visualizing and com-

paring multiple time series both small multiples and horizon graphs were most ef-

fective over longer time spans while standard line graphs were ideal for shorter

spans [25]. Aigner et al. evaluated the different visual and interactive techniques

for exploring time series data and stressed the importance of building visualizations

and systems that are user-centered and interaction-based [26]. Hao et al. presented

an approach for aggregating and visualizing time series data to fit different screen

resolutions [27]. Wang, Deshpande, and Schneiderman presented a more efficient

algorithm for searching for temporal patterns in an event dataset [28].

Moving beyond the standard visualization techniques, novel visualizations for

understanding the composition of datasets have been constructed. CloudLines visu-

alized multiple time series using a standard technique of representing each moment

in time as a circle. However, to help spot episodic moments they mapped an im-

portance function to the opacity and size of circles, allowing for multiple time series

to easily be compared in a compact display [29]. Weber et al. mapped time series

to a spiral chart and showed how using spirals revealed patterns in the data better

than a bar graph. For example, plotting the intensity of the sun’s rays in a spiral

allows for easily identifying the points throughout the year where the rays are the
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strongest [30]. TimeNotes created a hierarchy of time series data allowing for a

user to select sections to zoom in onto a new panel and found that exploration of

data was enhanced using their technique [31]. ActiviTree provided an interface for

easily searching through event sequences through the notion of a graph. By enter-

ing a query, the possible subsequent events were drawn as branching nodes in a tree

where the opacity of each edge corresponded to the frequency of that event occurring

next [32]. Lin and Wei developed a symbolic approach to time series that allowed

for time series to be converted into a set of symbols without suffering from the high

dimensionality and lack of accurate distance measures that typical approaches such

as Fourier transforms, wavelets, eigenwaves, etc. have experienced. This better sym-

bolic representation was then utilized for various tasks, such as classification through

a decision tree, and shown to achieve superior results [33]. Building on this symbolic

approach, VizTree utilized the ability to convert a time series into a set of symbols

and then visualized the sequence of symbols into a suffix/subsequence tree in order

to arrive at a compact visual representation and make recurring subsequences easy

to notice [34].

However, as the size of datasets continue to grow, summarization approaches

have been increasingly more important. With this, Kumar et al. addressed the

issue of summarizing large time series databases through the use of bitmaps. Their

approach converted the features of a time series into a set of symbols and then

created a bitmap color representation from the symbols. Through the small bitmaps

created for each large dataset, they showed how a user scrolling through a list

of datasets could easily distinguish the similarities and differences between them
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[35]. Another way to summarize time series was accomplished through linguistic

summaries, where the features and patterns of a time series are extracted into a

natural language summary that is easy to understand. This was initially introduced

by Yager [36], then further developed by Kacprzyk and Yager [37] and Kacprzyk et

al. [38,39]; and shown to help the interpretability of a dataset through experiments

on investment funds performance over eight years. LifeLines was built to aggregate

and understand a series of event records by stacking multiple records on top of one

another while providing the user with the ability to simplify and manipulate the

display [40,41]. Later LifeLines2 extended LifeLines by building temporal summaries

using bar charts that indicated the distribution of event types at each timestep

using stacked bars [42]. And most recently, EventFlow built on this system by

introducing the notion of merging and simplifying temporal event sequences [43].

Sips et al. built a visualization to summarize a time series at multiple different time

scales, allowing for overall trends at a large time scale as well as smaller trends at

small time scales to be evident; compared to that of a typical line graph [44]. In

VAET, the authors recognized that previous research on E-transaction time series

has focused primarily on identifying the temporal trends of transactions, but that

understanding each transaction individually is also important. Therefore, they built

a system that summarized the entire time series of transactions into a visualization

to allow an analyst to look at both the overall trends as well as interesting individual

transactions [45]. RankExplorer presented a visualization method to understand the

change in search query rankings over a long time series data [46]. They built on the

work of ThemeRiver [47], in which the authors visualized the change in themes for
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a collection of documents over time, by utilizing the concept of flow and grouping

time series together to present an overall summary of the ranking changes.

While datasets continue to grow, the types of datasets that are analyzed also

continues to expand. The visualization community has also identified the need to

address unevenly spaced or irregular datasets. Aris et al. presented four different

representation methods to produce a normal, evenly-spaced time series from an

irregular one. Their methods consisted of repeating events, sampling a dataset

at lower frequencies, and representing the dataset without timestamps, thus solely

relying on the event indices [48]. Stroscope was developed for irregular time series

with the focus on being able to analyze both the frequency interval and actual

measurements simultaneously, something that a regular time series does not have to

deal with. The authors combined a line graph with a bar graph into a “ripple graph”

which made these two different aspects of an irregular time series easily interpretable

[49]. Schulz and Stattegger presented an approach for analyzing unevenly spaced

time series in the context of paleoclimatic data. They showed how their approach

did not require interpolating the dataset into a regular time series, but rather the

analysis and visualizations highlighted the irregular aspect of the dataset [50].
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Chapter 3: Suicide Prediction

3.1 Introduction

Every 11 minutes a person in the US dies from suicide [51]. In 2018 suicide

claimed the lives of 48,000 people [51]. Beyond these numbers, 10.7 million American

adults seriously thought about suicide, 3.3 million made a plan, and 1.4 million

attempted suicide [52]. Suicide is clearly a large and growing public health problem

and is currently the 10th leading cause of death in the US [51].

Suicide rates can vary by race/ethnicity, age, and other characteristics. How-

ever, veterans and military members face significantly higher incidence of suicide

than other groups. It has been estimated that veterans and active duty personnel

commit suicide at a rate of 18 to 22 per day [53]. In 2014 this count was 7,400 which

accounted for 18% of all suicides in the US, while the military population makes up

less than 9% of the entire US population [54]. Veterans are 1.5 times more likely to

die by suicide than Americans who never served in the military [54].

The World Health Organization (WHO) has called on nations to make suicide

prevention a “global imperative” [55]. About 60-70% of at risk individuals that are

seen by primary care practitioners prior to their suicide attempt are not properly

identified [56, 57]. Many of the people who die by suicide are known to the mental
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health care system well before death. In the US, two-thirds of suicide decedents are

in contact with the mental health care system in the year before their death, 30%

are either hospitalized for a psychiatric disorder or make an emergency department

visit for a psychiatric problem during that year, and one-third of suicide decedents

are in outpatient treatment for a mental disorder in the month before their death

[56,58–60].

To address this ever growing problem, a significant amount of research has

been done from both medical and predictive modeling perspectives. Within the

medical literature a series of risk factors have been identified: mental and addictive

disorders, substance abuse, neurochemical risk factors, family matters, etc. [61].

These risk factors support healthcare workers at the point of care to be aware and

be able to take action when necessary.

While risk factors help to identify patients that are at risk to have suicidal

thoughts or attempt to commit suicide, predictive models have been built to sum-

marize the risk, flag patients, and help to avoid oversights [62]. Most notably, within

the military and veteran population, the US Veterans Health Administration (VHA)

developed a model, REACH-VET, that identifies the patients that are at a high risk

of committing suicide using their Electronic Health Record (EHR) history [63, 64].

A majority of these have used hand-tuned features, such as the presence of a de-

pression diagnosis, which can be inaccurate and do not capture the entirety of data

available [65, 66]. To build more accurate models it is necessary to utilize machine

learning techniques that can analyze a large number of variables and identify the

complex associations [67].
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In this chapter we present our work on building a model for predicting suicide

risk, where suicide risk is defined as both attempts and ideation, based off of the

popular BERT model. We introduce our NLP-based technique in which we convert

the diagnosis codes into their corresponding textual description before inputting

them into a model. We believe that this is novel and allows for the model to discern

the data in its natural form, as clinicians search for diagnosis codes via text rather

than memorizing codes [68].

This chapter is organized as such: first, we compare our model against the

state of the art techniques for diagnosis prediction and a famous military population

model for suicide (REACH-VET). Then, we provide an in depth overview of how we

built our model and design decisions made. Next, we present our work on creating

a visualization to inspect the BERT model to evaluate the feature importances

towards the binary classification task. Finally, we address the approaches that we

attempted and did not work before concluding the chapter.
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Inpatient Outpatient Totals

Direct Care 98,872 29,509,032 29,607,904

Purchased Care 79,280 15,253,048 15,332,328

Totals 178,152 44,762,080 44,940,232

Table 3.1: Encounters grouped into different categories.

3.2 Dataset

3.2.1 Overview

The dataset used was collected from the Military Health System (MHS). The

parameters for the collection included patients over the age of 18 who underwent

an mTBI while active duty. This yielded 182,596 patients and a total of 45 million

encounters.

The encounters can be separated into two different types: Direct Care (DC)

and Purchased Care (PC), where Direct Care indicates that the patient went to a

DoD medical facility and Purchased Care indicates that the patient sought care at a

non-DoD medical facility and then the facility was reimbursed. The encounters can

also be split into inpatient and outpatient, indicating whether the patient stayed for

an extensive period of time or not. The four different groupings that result from

these two categories, along with their respective counts, can be seen in Table 3.1.

Additionally, Figure 3.1 shows the distribution of the encounter types to give a

visual overview of how the dataset is weighted towards outpatient encounters.
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Figure 3.1: Distribution of the encounter types.
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Comprehensive metadata is attached to each encounter. First, each encounter

includes the date on which it occurred. For the outpatient encounters this is a

single date, whereas for the inpatient encounters this consists of admittance and

discharge dates. However, to create a common structure between these two types of

encounters, the admittance date is assumed to be the single date for the inpatient

encounters.

Basic patient demographics at the time of the encounter are also attached,

these include: patient age, gender, state of residence, military branch, pay grade,

and whether the patient is active at the time of the encounter.

Each encounter also includes the diagnosis and procedure codes that were

assigned to it. These codes are assigned to the encounter in the order of relevance

and severity. For this data pull, only the top three diagnosis codes and top three

procedure codes were used. Some encounters have less than three codes or have

zero diagnosis/procedure codes. The diagnosis codes are in either ICD-9, ICD-10,

or DoD specific formats. As a pre-processing step, all of the ICD-9 codes were

converted to their equivalent ICD-10 code. A total of 44,170 unique diagnosis codes

exist within the dataset where 25 are DoD specific codes (prefixed with “DOD”) and

the rest are ICD-10 diagnosis codes. Compared to the over 69,000 possible ICD-10

diagnosis codes [69], this is a significant portion.

The procedure codes are in ICD-9, ICD-10, CPT, HCPCS, and DoD specific

formats. No pre-processing steps were performed for these codes as these five formats

vary widely and creating a mapping between them is not guaranteed to have exact

matches as was possible with diagnosis codes. The total number of unique procedure
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codes within the dataset is 19,751 which, compared to the 71,000 ICD-10 procedure

codes [69] alone, shows that the diagnoses vary widely and that the procedures tend

to be a pre-defined set.

3.2.2 Cohort Construction

Because the relation of suicide to a patient’s mTBI is of interest, the cohorts

were constructed with this in mind. First, the set of TBI and suicide diagnosis codes

was obtained. The TBI codes were pulled from the Health.mil Surveillance Case

Definitions [70] and were merged with the TBI codes supplied within the MHS data

repository during the data pull to create a comprehensive list. These TBI codes

provide a classification of mild, moderate, penetrating, severe, and unclassified.

Because we want to make sure that our patient count remains high so that the

models have a lot of examples to learn from, we keep the noise within the dataset

by keeping the codes corresponding to personal history of TBI within the dataset.

To obtain the suicide codes, the Clinical Classifications Software (CCS) map-

ping created by the Agency for Healthcare Research and Quality (AHRQ) [3] was

consulted and category 5.13 was utilized. However, the ICD-10 diagnosis code Z915,

indicating personal history of self-harm, was removed due to it signifying a previous

history of suicide and was assumed to not be a new occurrence.

Using these suicide codes along with the encounters allows us to identify suicide

ideation, failed suicide attempts, and successful suicides. However, it must be noted

that there may be other occurrences of each of these conditions within the dataset as
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it may not have been reported, did not warrant a hospitalization, or was recorded

within a different system. This is a natural limitation of this dataset and many

health records that must be taken into account when interpreting the results.

With the TBI and suicide codes defined and because of particular interest in

mTBI’s, each patient’s first occurrence of an mTBI was identified. This date will

henceforth be referred to as “Day 0” and will be used as the prediction point, the

moment in time where the model will attempt to make a prediction. The models

will be given the entirety of data that is available prior to and including Day 0, and

this time period is considered the “Observation Period”. Days within this period

will be referred to as negative days. For example, “Day -10” corresponds to the 10th

day prior to Day 0.

To build a clinically applicable scenario, in which a clinician is interested in

understanding the risk of the patient attempting or having thoughts of suicide within

the next year, the 365 days after Day 0 are considered to be the “Prediction Period”.

Contrary to the observation period, these days will be referred to as positive days;

such that “Day 30” corresponds to 30 days post the mTBI date/Day 0. If a patient

has a suicide diagnosis code within the prediction period then they are placed into

the Suicide cohort. All other patients, those that do not have a suicide code within

the prediction period, are then placed into the Control cohort. A visual timeline of

this cohort construction is shown in Figure 3.2.
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Figure 3.2: Patient timeline for constructing the cohorts. Patients that had a suicide

code in the prediction period were placed into the Suicide cohort, while all others

were placed into the Control cohort.
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3.2.3 Statistics

To understand the dataset and the cohorts, a statistical breakdown is provided.

Of the 182,596 patients there were 180,390 that had a TBI code. While the

data pull was done with the parameter of all patients possessing a TBI encounter,

the removal of the personal history of TBI code removed these patients. All 180,390

patients had a mild TBI.

Looking at the other severities of TBIs: 51,154 patients had an additional TBI

other than mild. 43,219 of these patients had the non-mTBI occur prior to their

first mTBI (Day 0). Within these 43,219 patients: 1,071 were severe, 42,998 were

moderate, and 215 were penetrating. While it may be unusual to have one of these

more severe TBI’s prior to the first mTBI, this could be attributed to a misclassified

TBI or the patient simply having an additional more severe TBI prior to their first

mTBI. This once again shows the uncertainty of health record data that must be

taken into account when building a model.

Looking at the entirety of the data and not limiting within the first 365 days

after the mTBI (known as the prediction period), a total of 14,831 patients had a

suicide code somewhere in their history. Prior to Day Zero 10,806 patients had a

suicide code. On the other hand, post Day Zero 5,003 patients had a suicide code.

Analyzing the occurrence of the first suicide code after the mTBI (day zero):

the mean was 472 days, standard deviation was 658.9, twenty five percent fell within

73 days, and 202 fell within 202 days. Breaking down the first twelve months post

mTBI: 2,635 patients were within the first six months, 3,122 were within the first
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nine months, and 3,417 were within the first twelve months. Note that these are

total patient counts for each timeframe.

Comparing the two time periods, observation period and prediction period,

for the patients that had a suicide code within the first twelve months: 858 had a

suicide code in both time periods, 2,561 had a suicide code in the prediction period

but not in the observation period, and 10,031 had a suicide code in the observation

period but not in the prediction period. Through this, it is possible to see that this

dataset of patients does not have a bias towards being able to automatically predict

patients with a history of suicide as high risk for a future suicide. Rather the model

will have to discern which patients it should discard that have a history and which

it should newly identify.

27



3.3 Models

This section outlines the set of models that were built and presents a com-

parison of the results to evaluate the optimal model. These models are split into

standard models and NLP-based models. The standard models perform feature en-

gineering that attempts to summarize the dataset through transformations that may

cause a loss of information. Whereas in the NLP-based models we perform a novel

transformation of the dataset into text that attempts to preserve the raw nature of

the dataset and use it with pre-trained NLP models that have a rich understanding

of language and words built into them.

28



3.3.1 Regular Models

3.3.1.1 REACH-VET

The US Veterans Health Administration (VHA) has identified the need to

predict suicide risk among their retired veteran population. Because of this, they

have created a statistical model, named REACH-VET, that attempts to predict the

risk of suicide within a patient by utilizing the available data from the VHA.

To create this model, McCarthy et al. aggregated 381 measures that were

found to be risk factors for suicide based on previous studies [63]. Some examples

of these measures include: age, gender, race/ethnicity, marital status, urban or

rural residence, geographic region, homelessness, any presence of mental health or

substance abuse diagnosis, utilization of VHA inpatient service, and prescription for

certain medications. Most of these were calculated for the previous 12 or 24 months

from the prediction time point. But in other cases some measures, such as number

of emergency department visits, were calculated for the previous 1, 2, 3, 6, 12, 18,

and 24 previous months.

Utilizing these measures, a multivariate logistic regression model was fit and

the predicted probability of suicide for each person was extracted. Due to the com-

putational complexity of running a logistic regression model with the full features,

as described by the REACH-VET authors, an extension of the 381 measures was

performed by passing them through an elastic net (or penalized logistic regression)

in order to arrive at the most significant and contributing predictors [64]. This
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resulted in a reduction to 61 predictors which had comparable sensitivity to the

original logistic regression with all 381 predictors.

To evaluate this statistical model technique against this new dataset, the 61

measures were attempted to be recreated. However, as this dataset currently does

not contain the same breadth of data sources as the REACH-VET system, about

half (37) of the 61 predictors were able to be re-created. These 37 included (note

that only variables that begin with “Days of” are raw numbers, otherwise they are

boolean flags):

Demographics

• Age ≥ 80

• Male

• Region (West)

Prior Suicide Attempts

• Any suicide attempt in prior 1 month

• Any suicide attempt in prior 6 months

• Any suicide attempt in prior 18 months

Diagnoses

• Arthritis (prior 12 months)

• Arthritis (prior 24 months)

30



• Bipolar I (prior 24 months)

• Head and neck cancer (prior 12 months)

• Head and neck cancer (prior 24 months)

• Chronic pain (prior 24 months)

• Depression (prior 12 months)

• Depression (prior 24 months)

• Diabetes mellitus (prior 12 months)

• Systemic lupus erythematosus (prior 24 months)

• Substance Use Disorder (prior 24 months)

• Homelessness or services (prior 24 months)

VHA utilization

• Emergency Dept visit (prior 1 month)

• Emergency Dept visit (prior 2 months)

• Psychiatric Discharge (prior 1 month)

• Psychiatric Discharge (prior 6 months)

• Psychiatric Discharge (prior 12 months)

• Psychiatric Discharge (prior 24 months)
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• Any mental health (MH) tx (prior 12 months)

• Any mental health (MH) tx (prior 24 months)

• Days of Use (0-30) in the 13th month prior

• Days of Use (0-30) in the 7th month prior

• Emergency Dept visits (prior 1 month)

• Emergency Dept visits (prior 24 months)

• First Use in Prior 5 Years was in the Prior Year

• Days of Inpatient MH (0-30) in 7th month prior, squared

• Days of Outpatient (0-30) in 7th month prior

• Days of Outpatient (0-30) in 8th month prior

• Days of Outpatient (0-30) in 15th month prior

• Days of Outpatient (0-30) in 23rd month prior

• Days with outpt MH use in prior month, squared

This was then run against both a base logistic regression model and a penalized

logistic regression model (elastic net).

3.3.1.2 RETAIN

Recently, the popularization of recurrent neural networks (RNNs) has resulted

in state of the art results across a wide range of domains, including healthcare.
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However, the adoption of these models has lowered the interpretability of these

clinical models due to the “black box” nature of neural networks. Because of this

Choi et al. utilized RNNs with an attention mechanism that is able to provide insight

into the encounters and diagnoses that contribute towards a positive prediction [71].

They apply their technique to a heart failure prediction task, which like suicide

prediction has a big class imbalance of 10 controls to 1 heart failure.

Due to the high number of ICD-9 diagnosis codes, the authors grouped the

codes based off of the Clinical Classifications Software for ICD-9 [2] which resulted

in a reduction from 14,000 to 283 codes. A similar process was performed for

medication and procedure codes. While this reduction helps the network to have

fewer codes to discern from and understand the groupings of the codes, this also

results in a loss of information.

A visualization, RetainVis, was built on top of this model [72]. This dashboard-

like interface displays all of the patients in a scatterplot, an overview of the different

patient attributes, and a detailed patient view that shows the encounters for each

patient and the extracted contribution score to the overall prediction from the RE-

TAIN model. This tool allows users to be able to explore the RNN’s predictions

and attempt to make it less of a black box.

The RETAIN model was taken from a Keras implementation built from the

original paper [73].
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3.3.1.3 Deepr

Statistical models and neural networks typically require significant feature

engineering: referencing previous medical studies, performing correlation analysis

between variables, and attempting to input different combinations or alterations of

variables. All of this creates a massive bottleneck for creating predictive EHRmodels

and does not help to utilize the power of neural networks to learn from extensive,

raw data. Because of this Nguyen et al. found an approach, named Deepr, where

they input the diagnoses for patient encounters into a convolutional neural network

(CNN) without any extensive data manipulation [74].

Borrowing from the NLP domain where CNNs have found a boost in perfor-

mance over RNNs, Deepr treats each patient as a document and transforms each

encounter into a sentence. The sentence transformation is performed by thinking

of each diagnosis as a word. To limit the number of possible diagnoses, and thus

vocabulary size, the ICD diagnosis codes were shortened to level 3. For example, the

code “S06.2X9D” was shortened to “S06”. Furthermore, borrowing from traditional

NLP tasks, any words/diagnoses that occur infrequently were converted to a unique

“RAREWORD” token. Infrequent was defined as occurring less than 100 times in

the dataset.

To express a context of time within the patient document, each sentence

was separated by a time token indicating the amount of time until the next en-

counter/sentence. The time tokens were created based on months and included five

intervals: “(0-1], (1-3], (3-6], (6-12], 12+”. These intervals were then represented as
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Figure 3.3: Example representation of a patient within Deepr.

a word where “(0-1]” was converted to “0-1m”.

An example of a patient encoded using the Deepr technique can be seen in

Figure 3.3. Using this representation, the authors input patients into a CNN and

attempted to predict the risk of unplanned readmission within 6 months post dis-

charge. The results of their experiments show that their Deepr model outperforms

a standard bag of words (BoW) approach using a logistic regression model [74].

Furthermore, comparing the classification boundaries of the Deepr model against

logistic regression shows that the Deepr model had a clearer boundary with mini-

mal overfitting, while the BoW approach suffered from severe overfitting.

3.3.1.4 Baselines

For a baseline evaluation against these regular models a standard RNN was

built. Each diagnosis code was transformed into a unique integer to be input to

an embedding layer. We explored using all of the diagnoses or only the primary

diagnosis at each encounter. Additionally, we attempted different truncations of

the diagnosis codes to simplify them and create a smaller embedding space for when

converting the diagnoses into integers. The embedding layer is ultimately connected
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to a recurrent layer with GRU nodes [75], followed by a hidden layer, and finally an

output layer with a single sigmoid output.

Additionally, borrowing from our past work on constructing windows of time

and aggregating the number of diagnoses within each window [76], a second baseline

was evaluated. For this we converted all of the diagnoses into a corresponding high

level group as defined in Clinical Classifications Software for ICD-10 [3]. Then we

divided the observation period into distinct windows, using the optimal windows

identified in the past, and counted the number of diagnoses for each group. The

optimal windows that are utilized are: “[-365, -30], [-30, 0]” in terms of days within

the observation period. These count vectors were then input into a standard feed-

forward neural network as we have found that it outperforms both logistic regression

and SVM models.
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3.3.2 NLP-based Models

3.3.2.1 NLP Representation

When faced with the task of entering their final diagnosis/diagnoses into an

EHR system, clinicians often search for ICD codes through textual search rather

than memorizing codes or searching for them directly [68]. Because of this, models

that rely on the ICD code hierarchy are not able to capture the exact thought process

followed by clinicians.

Additionally, there exist key terms within the textual descriptions of ICD codes

that can differentiate the meaning of the diagnoses, which cannot be appreciated

by a simple movement in the hierarchy. For example, the general ICD-10 code for

a single episode of a major depressive disorder is F32. The corresponding textual

descriptions for this general code and its more detailed codes include:

• F32 Major depressive disorder, single episode

• F32.0 Major depressive disorder, single episode, mild

• F32.1 Major depressive disorder, single episode, moderate

• F32.2 Major depressive disorder, single episode, severe without psychotic fea-

tures

• F32.3Major depressive disorder, single episode, severe with psychotic features

When entering a diagnosis code, clinicians select between the more detailed

versions, and looking at these descriptions it is clear that a small change in the code
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can have a big impact on the severity and nature of the disease that the patient

experienced. For a model to learn this big difference using only the hierarchy is a

tremendous task; and when typical models, such as RETAIN and Deepr, reduce all

codes to a general hierarchy removing the detailed information, this makes it even

harder for models to fully grasp the nature of the patient.

Therefore, to overcome the limitation of encoding the ICD hierarchy into a

model, to provide the full context of a diagnosis, and to build off of the great

progress shown recently with NLP models, a transformation of the dataset into an

NLP representation, similar to that of Deepr in Section 3.3.1.3 is performed.

To perform this transformation, each patient is treated as a document and

each encounter is treated as a sentence. To form a textual sentence from each

encounter, the diagnosis codes for each encounter are converted into the ICD-10’s

corresponding full text description. Using this representation, a set of NLP-based

models is explored.

3.3.2.2 Word2Vec

Text cannot be directly input to a model, but requires a conversion to num-

bers. A popular technique to convert each word within a document into a vector

is word2vec [77]. The word2vec model is a shallow neural network that is trained

using one of two methods: continuous bag of words (CBOW) or skip-gram. Within

the CBOW method, the network predicts a word given the words surrounding it.

Whereas in the skip-gram method, the network takes a word as input and must
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predict the words surrounding it.

Upon training completion, for each word the corresponding vector in the net-

work’s hidden layer is extracted and utilized as the word’s representation. These

vectors have been found to be effective at a wide range of NLP tasks [78] due to

the information that is embedded within them. For example, with a pre-trained

word2vec model released by Google [79] the vectors representing the words “king”,

“man”, and “woman” can be extracted. Then by performing the mathematical op-

eration ~king − ~man + ~woman, the result is the vector corresponding to the word

“queen”.

As the number of words within each patient document will be extremely large

for this dataset, inputting these word vectors into an RNN where each timestep

corresponds to a word would result in a very deep network. Therefore, it is nec-

essary to attempt to reduce the number of timesteps. We accomplished this by

transforming each patient from words into sentences, as previously explained. A

common technique to construct sentence vectors from word2vec is to average all of

the word vectors that make up the sentence. While this potentially removes some

information, it has shown success across a variety of tasks [80–83].

Given that each patient will have n sentence vectors, an RNN is built where

the n sentence vectors are input for each patient and then the network attempts to

predict suicide risk using a sigmoid activation output node. To compute the word

vectors, Gensim’s implementation of the word2vec model was utilized [84].
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3.3.2.3 Sent2Vec

While the averaging of word vectors to create a sentence vector is a common

technique, this results in some loss of information as the word2vec model was not

built for this use case. To overcome this limitation a recent approach, sent2vec, was

introduced to build the sentence vectors directly [85]. This algorithm is based off

of the word2vec CBOW training method and extends it to include n-grams as an

input, rather than just words; and the entire sentence is used as a context instead

of the dynamic context windows in word2vec. The sent2vec model also includes an

averaging operation across the words of a sentence within the network’s architecture

to allow for it to learn the single sentence vector.

The final sentence vectors obtained by sent2vec are input into a similary built

RNN as the one described for the averaged word2vec vectors in Section 3.3.2.2. To

compute the sentence vectors the publicly available C++/Python implementation

of the original paper was utilized [85].

3.3.2.4 Doc2Vec

Due to the difficulty of training RNN’s, especially when a large number of sen-

tences (encounters) are present, creating a vector for the entire patient “document”

is another potential avenue. With this, the algorithm Doc2vec can be utilized.

Doc2vec is an approach that was created to embed an entire paragraph of sen-

tences into a singular vector [86]. The network behind Doc2vec is trained using the

same methods as word2vec, but extended to include a document/paragraph id: the
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CBOW method still predicts the surrounding word but also includes the id for the

input and averages or concatenates the words together prior to the hidden layer,

and the skip-gram method attempts to predict context words given an id.

Using the doc2vec approach, all of a patient’s encounters are concatenated

together to create a document and then a vector is learned for each patient. This

vector is then fed into a variety of classifiers: standard feedforward neural network,

logistic regression, support vector machine (SVM), and random forest. To compute

the document vectors, Gensim’s implementation of the doc2vec model was utilized

[84].

3.3.2.5 BERT

A popular architecture within NLP that has recently shown state of the art

(SoTA) performance across many domains and tasks is BERT [87]. BERT is a

model, based on transformers, that was developed by Google AI [1] and is currently

used for suggestions within Google Search, GMail compose, and across other Google

products [88]. To understand how the BERT model is structured and processes text,

a detailed explanation is provided below.

First, recurrent neural networks (RNNs) were utilized to accept input of se-

quences and to allow information to persist throughout the sequence. However, the

issue of exploding gradients (long-term dependencies) arises when the RNN is un-

able to remember a critical keyword over a long sequence [89]. To overcome this the

Long-Short Term Memory (LSTM) neuron was created, where it has additional logic
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gates that learn when to remember or discard each part of a sequence [90]. However,

LSTMs are still faced with multiple issues: (i) over really long sequences they tend

to suffer from similar long-term dependencies problems as RNNs, (ii) both RNNs

and LSTMs cannot be parallelized resulting in significant computational concerns,

and (iii) the distance between parts of a sequence is linear such that the probability

of keeping a word decreases exponentially.

To again overcome the long-term dependencies, an attention mechanism was

found in which the RNN chooses which parts of the sequence to pay attention to

(attend to) when making predictions [91]. Additionally, to overcome the issue of

parallelization, convolutional neural networks (CNNs) were adapted to NLP as they

can easily be parallelized and the distance between any part of a sequence to another

is log(N) where N is the height/number of layers in the network [92–95]. Using a

CNN allows for the entire sequence of words to be read in at once, rather than a

word at a time, thus strengthening the prediction ability.

Using all of the above breakthroughs, a transformer is a CNN that uses mul-

tiple attention models and more specifically self-attention as seen in Figure 3.4 [1].

One of the additional innovations included within transformers is a positional en-

coding: the position of each word is also encoded as the positions are key to being

able to perform many NLP tasks.

With this, researchers at Google built the Bidirectional Encoder Represen-

tations (BERT) model based on a transformer [87]. One of the other innovations

included in the BERT model are WordPiece tokens [96]. Rather than mapping each

individual word to an integer, where different prefixes and suffixes create unique
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Figure 3.4: Model architecture of a transformer. Taken from original paper [1].
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integers, the vocabulary of the model is represented at a subword level. For exam-

ple, the word “walk” is broken up into “wa” and “##lk” or “embeddings” is broke

up into: “em”, “##bed”, “##ding”, “##s”. This allows for the model to handle a

larger variation of words with a smaller set of tokens.

The BERT model training process is broken up into two stages: pre-training

and fine-tuning. During pre-training a language model that understands the associ-

ations between words is built. During fine-tuning, the model is applied to a specific

NLP task. This shows how the knowledge embedded within BERT can be applied

to a wide variety of tasks and domains.

The pre-training process attempts to maximize its performance on two tasks

simultaneously: next sentence prediction (NSP) and word masking. For the first

task the model is given two sentences, A and B, and it must predict the probability

that B follows and is connected to A. For the second task, 15% of the words in a

sequence are replaced with a universal “[MASK]” token and the model must predict

the original word that occupied the space. This pre-training process was run on

the Wikipedia (2,500M words) and BookCorpus (800M words) [97] datasets for 1

million update steps.

For the fine-tuning process, an untrained layer of neurons is added to the end

of the model and then it is trained for the specific task of interest.

Because the BERT models trained by Google on the Wikipedia and BookCor-

pus datasets have a maximum sequence length of 512 tokens, the patient document

representation as described in Section 3.3.2.1 was truncated to only include the first

500 tokens. Further work on understanding the impact of this truncation is explored
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in Section 3.4.

3.3.2.6 NLP Baseline

To establish a baseline performance on our dataset, a bag of words (BoW)

approach was used. Term frequency-inverse document frequency (TF-IDF) [98] was

the preferred BoW method of choice due to its popularity and ability to encode the

statistical importance of a word to a document. The TF-IDF vectors were fed into

logistic regression, elastic net, and support vector machine models.
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3.3.3 Results

3.3.3.1 Metrics

Given a set of patients, a model predicts the probability that each patient will

be at risk for suicide in the future. These probabilities can be used to identify which

group to place each patient into: suicide or control. Due to the significant class

imbalance, the model performance was evaluated using the precision-recall curve.

To understand this curve, understanding precision, recall, and their associations is

important.

Precision is the measure of how well the model can predict suicide patients

out of all of the patients that it placed into the group: given 10 patients predicted

as suicide but only 4 are correct then the precision is 4/10 = 40%. Recall is the

measure of how well the model is able to identify all of the suicide patients: given

25 total suicide patients in the test set and 4 of them were correctly predicted as

suicide then the recall is 4/25 = 16%.

It is difficult to perform well at both precision and recall at the same time.

If precision is high, then recall tends to be low. If recall is high, then precision

tends to be low. For example, if a model can identify a single patient as suicide

then the precision will be 1.0 or 100%, but the recall will be awful. Similarly, if the

model attempts to identify all suicide patients to achieve high recall, it is bound to

mistakenly add non-suicide patients which will lower its precision.

With this in mind, the precision-recall curve shows the trade off between the
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two. An example curve is shown in Figure 3.5. With this the trade-off between

precision and recall can be seen. An end-user could choose to have a recall of about

10% and thus obtain a high precision of 80%. This would result in a small number

of patients to be predicted, but very accurately. Alternatively to attempt to predict

a lot of patients with a low accuracy, the end-user could select a recall of 80% and

obtain a precision of about 40%.

Figure 3.5: Example PR Curve.

To summarize the curve in a singular value, for easy comparison of model

performances, the area under the curve can be calculated. This is referred to as

the Area Under the Precision Recall Curve (AUC-PR). Of note the AUC-PR met-

ric is different than the Area Under the Receiver Operating Characteristic Curve
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(AUC-ROC) and has been found to be more informative in the context of binary

classification tasks on class imbalanced datasets [99,100].

The AUC-PR will typically have smaller values. To give context into expected

values, two recent papers measure their performance in terms of AUC-PR. Edward

Choi et al. build a multilevel medical embedding, named MiME, for heart failure

prediction [101] where the class imbalance was about 10 to 1 (3,414 positive out

of 30,764 total cases). MiME and baseline models were tested against several ex-

periments and the comparisons between the baseline and MiME respectively are as

follows: (0.2462 and 0.2831), (0.2771 and 0.2750), (0.2505 and 0.2589), and (0.4415

and 0.4787).

In another paper, Kemp et al. from Google Health build a hierarchical re-

current neural network model for discharge diagnosis classification [102]. While the

class breakdowns are not cited, two tasks were evaluated using the AUC-PR met-

ric. For the first task, mortality prediction, the baseline bag-of-words (BoW) model

achieved 0.479(±0.008) while the author’s model achieved 0.479(±0.007). For the

second task, all ICD-9 diagnosis codes at discharge were attempted to be predicted:

BoW was at 0.331(±0.001) while the author’s model was at 0.352(±0.001).

Within both of these papers, the difficulty to obtain a high AUC-PR score

compared to the AUC-ROC has been brought into context. To provide more infor-

mation, we will report the loss and AUC-ROC in addition to the AUC-PR.
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3.3.3.2 Optimization

For each model that was presented in Sections 3.3.1 and 3.3.2, different hy-

perparameters were explored and the configuration with the best performance is

reported. A train/val/test split methodology was utilized where the dataset was

split into training and testing using an 80%/20% split and then the training set was

split again using 80%/20% to arrive at the final training and validation sets. To

account for the variation that exists within the patient dataset, this train/val/test

split was performed three separate times to construct three datasets. When report-

ing the results the metrics across these three datasets are aggregated and the mean

and standard deviation are reported.

Below the attempted hyperparameters and final best configuration of each

model is provided:

• REACH-VET

– Final A linear elastic net with alpha of 0.01, l1 ratio of 0.15, maximum

iterations of 1000, and tolerance of 0.0001.

– Explored A comparison between logistic regression, elastic net utilizing

stochastic gradient descent (SGD), and a native linear elastic net were

tested. For the elastic net alpha’s of [0.00001, 0.0001, 0.001, 0.01, 0.1, 1.0]

were explored. For the logistic regression C’s of [0.25, 0.5, 0.75, 1, 2, 4] and

both “l1” and “l2” penalties were explored.

• RETAIN
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– Final All of the diagnoses were utilized for input to the network. Embed-

ding and recurrent dimensions were 128, l2 of 0.0001, maximum timestep

length before truncation of 300, 10 epochs, batch size of 32, and dropouts

(both embedding and context vector) of 0.6.

– Explored The utilization of all diagnosis codes compared to only the

primary diagnosis for each encounter was tested. Epochs [5, 10] and

dropouts of [0, 0.6]. Bayesian Optimization [103] was attempted as it has

been found to be useful [104], but no improvement and rather a decrease

in performance was observed.

• Deepr

– Final 250 filters, kernel size of 3, embedding layer of 50, hidden layer of

250, learning rate of 0.001, 5 epochs, 32 batch size, and dropouts (both

embedding and output) of 0.4.

– Explored Epochs [2, 5, 10], learning rates [0.1, 0.01, 0.001, 0.0001], dropouts

[0.0, 0.2, 0.4, 0.6, 0.8], embedding dimension [25, 50, 100], hidden dimen-

sion [125, 250, 500], filters [125, 250, 500]. Bayesian Optimization [103]

was attempted as it has been found to be useful [104], but no improve-

ment and rather a decrease in performance was observed.

• RNN with Embedding Baseline

– Final All diagnosis codes truncated to first two characters, embedding

layer of 25, recurrent layer of 50 using GRU nodes, hidden layer of 50, 5
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epochs, 32 batch size, no dropout, and learning rate of 0.001.

– Explored Using all diagnosis codes versus only the primary at each en-

counter, truncating diagnosis codes to the first [1, 2, 3] characters, epochs

[2, 5, 10], learning rates [0.01, 0.001], embedding size [25, 50, 100, 200], hid-

den dimension [25, 50, 100], recurrent layer dimensions [25, 50, 100].

• Window Configuration Baseline

– Final Epochs of 20, learning rate of 0.0001, hidden dropout of 0.4, hidden

layer activation function of tanh, hidden layer of 100 nodes, batch size of

32.

– Explored Window configurations tested: “[−365, 0]”, “ [−730, 0]”,

“[−365,−30], [−30, 0]”, “ [−730,−365], [−365,−30], [−30, 0]”,

epochs [5, 10, 20, 30], learning rates [0.01, 0.001, 0.0001], hidden layer node

counts [50, 100, 200], hidden layer activation functions [relu, tanh], hidden

layer dropout rate [0.0, 0.2, 0.4, 0.6, 0.8].

• Word2Vec RNN

– Final Word2Vec: size of 100, window of 5, min count of 1, 5 iterations.

RNN: learning rate of 0.0001, 10 epochs, hidden layer of 50, embedding

layer of 400, recurrent layer of 200, batch size of 32, zero dropout.

– Explored Word2Vec: Default gensim implementation. RNN: Epochs

[10, 20], learning rates [0.1, 0.01, 0.001, 0.0001],

embedding dimensions [200, 400, 600], hidden dimensions [50, 100, 200],
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recurrent dimensions [100, 200, 400],

recurrent layer dropout [0.0, 0.2, 0.4, 0.6, 0.8].

• Sent2Vec RNN

– Final Sent2Vec: Default FastText implementation [85]. RNN: Learning

rate 0.0001, recurrent layer dropout rate 0.4, embedding size of 200, re-

current layer number of nodes 200, hidden layer of 100 nodes, 20 epochs,

batch size of 32.

– Explored Sent2Vec: Default FastText implementation [85]. RNN: Learn-

ing rates [0.1, 0.01, 0.001, 0.0001], epochs [5, 10, 20], recurrent layer dropout

rates [0.0, 0.2, 0.4, 0.6, 0.8], embedding dimensions [200, 400, 600], hidden

layer dimension [50, 100, 200], recurrent layer dimension [100, 200, 400].

• Doc2Vec NN

– Final Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].

NN: hidden dropout of 0.5, suicide class weight of 100, 20 epochs, batch

size of 32, learning rate of 0.01, hidden layer activation relu.

– Explored Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].

NN: hidden droput rates [0.0, 0.3, 0.5, 0.7, 0.9], hidden layer dimensions

[25, 50, 100, 200, 400], suicide class weights [1, 50, 100].

• Doc2Vec LogReg

– Final Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].
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LogReg: scikit-learn default implementation [105] using liblinear solver.

L2 penalty, C of 1.0, 100 maximum iterations, suicide class weight of 100.

– Explored Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].

LogReg: suicide class weights [1, 100], C values [0.2, 0.5, 1, 2, 4].

• Doc2Vec SVM

– Final Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].

SVM: scikit-learn default SVC implementation [105].

– Explored Doc2Vec: Default Doc2Vec implementation in scikit-learn [105].

SVM: scikit-learn default SVC implementation [105]. *Long time to con-

verge.

• Bag of Words (BoW) SVM

– Final Default TF-IDF implementation in scikit-learn. SVM: default SVC

implementation in scikit-learn [105].

– Explored Default TF-IDF implementation in scikit-learn. SVM: default

SVC implementation in scikit-learn [105]. *Long time to converge.

• BERT

– Final “bert-base-uncased” model base, diagnoses as input, time words for

tokens, 2 epochs, truncation at 500 tokens using the oldest encounters

first, no pre-training, and no demographics.
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– Explored A comprehensive exploration into optimizing BERT is provided

in Section 3.4.

3.3.3.3 Evaluation

Train

Model Loss AUC-ROC AUC-PR

REACH-VET —– 0.531(±0.03) 0.021(±0.00)

RETAIN 0.074(±0.00) 0.871(±0.00) 0.177(±0.01)

Deepr 0.074(±0.00) 0.902(±0.01) 0.209(±0.02)

Basic RNN with embed* 0.075(±0.00) 0.860(±0.00) 0.179(±0.01)

Window Configuration* 0.070(±0.00) 0.894(±0.00) 0.286(±0.01)

Word2Vec RNN 0.085(±0.00) 0.764(±0.00) 0.067(±0.00)

Sent2Vec RNN 0.086(±0.00) 0.748(±0.03) 0.081(±0.02)

Doc2Vec NN 1.731(±0.04) 0.779(±0.01) 0.090(±0.00)

Doc2Vec LogReg — 0.629(±0.01) 0.025(±0.00)

Doc2Vec SVM — 0.413(±0.27) 0.110(±0.17)

BoW* — 0.640(±0.05) 0.041(±0.01)

BERT 0.008(±0.00) 0.889(±0.00) 0.298(±0.01)

Table 3.2: Performance of various models on the suicide prediction task (* denotes

baseline) on the train datasets.
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Test

Model AUC-ROC AUC-PR

REACH-VET 0.530(±0.03) 0.021(±0.00)

RETAIN 0.723(±0.02) 0.073(±0.01)

Deepr 0.831(±0.01) 0.146(±0.00)

Basic RNN with embed* 0.813(±0.00) 0.136(±0.01)

Window Configuration* 0.827(±0.00) 0.173(±0.01)

Word2Vec RNN 0.760(±0.01) 0.064(±0.00)

Sent2Vec RNN 0.625(±0.03) 0.034(±0.00)

Doc2Vec NN 0.741(±0.03) 0.072(±0.01)

Doc2Vec LogReg 0.624(±0.01) 0.026(±0.00)

Doc2Vec SVM 0.497(±0.07) 0.023(±0.01)

BoW* 0.620(±0.04) 0.029(±0.01)

BERT 0.868(±0.01) 0.227(±0.02)

Table 3.3: Performance of various models on the suicide prediction task (* denotes

baseline) on the test datasets.
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Tables 3.2 and 3.3 contain the performance of the regular and NLP-based

models that were evaluated on the train and test datasets respectively. Analyzing

this table it is evident that the BERT model outperforms the other techniques in

terms of both AUC-ROC and AUC-PR across both the train and test data, with

the sole exception of the train AUC-ROC being higher for two other models.

Our decision to utilize both the AUC-ROC and AUC-PR as metrics, with a

primary focus on the AUC-PR, is validated by the results. Most models that perform

poorly in terms of the AUC-PR tend to have a lower AUC-ROC. A generalization

that can be realized by the table is that an AUC-PR of less than 0.100 coincides

with an AUC-ROC of less than 0.800. However, an increase in one metric does

not directly translate to an increase in the other metric. For example, the Deepr

model has an AUC-ROC/AUC-PR of 0.831/0.146 whereas the Window Configura-

tion baseline model has 0.827/0.173. An increase in the AUC-PR was accompanied

with a decrease in the AUC-ROC. Ultimately, we can infer that we can utilize both

metrics for an overall decision, but for the best performing models the AUC-PR

should be the deciding factor as was also previously outlined in Section 3.3.3.1.

The two state of the art (SoTA) approaches, RETAIN and Deepr, had dras-

tically different results. RETAIN could be classified as a poor performer with its

AUC-ROC under 0.800 and AUC-PR under 0.100. Whereas Deepr was the third

best model in terms of AUC-PR, which was double that of RETAIN (0.073 versus

0.146). We initially hypothesized that the reason for RETAIN’s poor performance

was due to its simplification of diagnosis codes using the CCS mapping [2]. How-

ever, a similar simplification was performed for the Window Configuration model
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which did not see the same performance decrease. Thus, we believe that this poor

performance can be attributed to the difficulty of training an RNN and the required

truncation of sequences. In contrast, the Deepr model chose to simplify the diag-

nosis codes in their approach to a lesser degree by truncating each code to its first

three characters. This, combined with the CNN utilized, seems to have benefited

the Deepr model greatly. It should be noted that the Deepr model also removed the

rare diagnosis codes, with good reason. However, our BERT model does not have

this limitation and allows us to keep the dataset intact through the conversion of

codes to their textual description.

The models that performed the worst across all metrics, REACH-VET, Doc2Vec

LogReg, Doc2Vec SVM, and BoW, all shared a commonality of utilizing either a lo-

gistic regression or SVM model as its classifier. These models also had two different

types of inputs: (REACH-VET) one was hand-selected count features and (Doc2Vec

& BoW) the other was our NLP-based patient documents. The structure of these

features are drastically different, which allows us to conclude that logistic regression

and SVM based models do not seem to be a good fit for these tasks compared to

neural networks. However, we cannot conclude that both of these feature types are

not suitable for this task as they are reused across other models.

The baseline models, which we define as models that are commonly used across

domains and not specifically tailored towards a specific task, varied widely in per-

formance. The BoW model performed the worst, while the other two were within

the top performing models. The “Basic RNN with embed” model outperformed the

RETAIN model, when it utilizes a similar technique of simplifying diagnosis codes
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and inputting them into an RNN. This shows that the additional modifications to

RETAIN provided no benefit for our suicide prediction task. Much to our surprise,

the Window Configuration model was the second best model out of all models that

we tried. This model shows the benefit of counting the number of diagnoses per

time interval/window as a baseline, but at the same time its high training AUC-PR,

that rivals that of the BERT model, did not translate to the test AUC-PR shows

its lack of generalization and the relative ease of overfitting it.

Our NLP-based models, excluding the BERT model, did not perform as well

as expected and overall performed worse than the “regular” models. The Doc2Vec

NN model matched the performance of the SoTA model, RETAIN, but otherwise

ended up being the best performer within this group. We ultimately think that

these poor results are due to the difficulty of summarizing the large text documents

that we created as well as the difficulty of training RNN’s over long sequences.

With that, the BERT model was the best performing model by a drastic

margin. The BERT model had a higher testing AUC-PR than that of the second

best model by a factor of 0.054. This is equivalent to the difference between the

RETAIN (SoTA) model and the worst performing, VHA created, REACH-VET

model. This also rivals the drop off from the worst of the higher performing models

(AUC-PR ≥ 0.100) to the best of the lesser performing models (AUC-PR < 0.100).

Clearly our NLP approach did not fare well across the majority of models, but

the BERT model was the exception. We hypothesize that our NLP-based patient

representation pares strongly with the recent growth of NLP models, most notably

the BERT model, and that these two make for a great pair. Additionally, while the
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baseline models perform reasonably well, they suffer from a lack of generalizability

seen in the transition from training to testing data and they also lack the ability to

provide that extra boost in performance needed for this task. This boost can be the

difference needed to identify a patient and save a life.
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3.3.3.4 BERT Evaluation

With the BERT model outperforming all of the approaches, an in depth eval-

uation of its predictions and results was performed. This evaluation was done on

the test data to understand its application on a new dataset. For this evaluation a

cut point of 0.2 was used on the predictions, such that patients that were predicted

to have a probability of 0.2 or higher were classified as suicide and anything below

as control.

The test set contained 36,078 patients and of these 692 were positive for suicide.

The AUC-ROC is 0.8748 and the AUC-PR is 0.2444. The confusion matrix for these

predictions is shown in Figure 3.6 and the Precision-Recall (PR) curve is shown in

Figure 3.7. From the confusion matrix it can be seen that the model predicts the

control patients very well, as to be expected. Only a minimal 319 control patients

were incorrectly predicted. This results in precision and recall scores of 99% for the

control patients. The suicide patients are much more difficult to predict and thus

160 of the 692 were correctly predicted resulting in a precision score of 33% and

recall score of 23%.

While the model is not able to predict all of the suicide patients, it is important

for the model to at least be able to predict the high risk patients well. Looking at

the PR curve, it can be seen that at about a recall of 10% the precision is relatively

high at about 70%. This is promising for the deployment of such a model in a

clinical setting, where the end-user is able to choose the configuration of the model

that they would like to utilize. With this, we break the patients down into risk
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Figure 3.6: Confusion matrix for the test set.

categories based on their predicted probabilities.

Figure 3.8 presents a histogram of the predicted probabilities showing a sig-

nificant skewed right distribution. Table 3.4 provides the raw bin cut points and

the respective patient count for each bin. Using these probabilities we construct a

hierarchy of risk for patients:

• High: 0.48 ≤ P (Suicide) ≤ 1

• Medium: 0.2 ≤ P (Suicide) < 0.48

• Low: 0 ≤ P (Suicide) < 0.2
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Bin Count

0.0749 34,207

0.1553 1092

0.2357 463

0.3161 163

0.3965 59

0.4769 38

0.5572 28

0.6376 11

0.7180 12

0.7984 5

Table 3.4: Probability bins and counts for the histogram shown in Figure 3.8.
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Figure 3.7: Precision-Recall Curve for the test set.

With these risk levels, the test set is broken up such that 53 (0.15%) are high

risk, 426 (1.18%) are medium risk, and 35,599 (98.67%) are low risk. Breaking

down these risk levels further: the PR Curve and confusion matrix for the high risk

patients are shown in Figures 3.9 and 3.10, medium risk are shown in Figures 3.11

and 3.12, and low risk are shown in Figures 3.13 and 3.14. The AUC-PR for each

of these levels is 0.7843, 0.3895, and 0.1167 respectively.

The high AUC-PR for the high risk patients is very promising and shows

the model’s ability to predict these patients well. Furthermore, the medium risk

patients also maintain a high AUC-PR of 0.3895 which outperforms the model’s

overall AUC-PR of 0.2444.
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Figure 3.8: Histogram of the predicted probabilities for the test set.

In Section 3.2.3 an analysis of patients with a history of suicide versus those

without was performed and it was found that an even distribution of those patients

exists, such that a model cannot simply only choose to predict patients with a prior

history as suicide and expect to perform well. With this, we will check this break-

down to ensure that the model did not attempt to make these types of predictions

and that the model can generalize. First, for patients that did not have a suicide

code before or after their mTBI (control cohort) the model was 99.27% accurate.

Next, for the patients that had a suicide code before and after their mTBI (suicide

cohort) the model was 33.71% accurate. For the patients that had suicide before,

but did not have it after (control cohort) the model was 96.09% accurate. And

finally for the patients that did not have a suicide code before, but had it after the
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Figure 3.9: Precision-Recall Curve for the high risk patients of the test set.

model was 19.46% accurate. These values are visualized in Table 3.5.

It is promising that the model was able to correctly identify that the 1,968

patients with a history of suicide should be predicted as control. Clearly the model

struggled the most with the patients without a history of suicide before their mTBI,

but the fact that the model did not completely fail on these patients is a good

indicator that it did not simply utilize a history of suicide to make a determination.

Overall, predicting suicide at the point of an mTBI within patients is a difficult

task. Compared to state-of-the-art approaches on diagnosis prediction, the conver-

sion of diagnoses into an NLP representation and the use of BERT outperformed

and shows promise.
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Figure 3.10: Confusion matrix for high risk patients of the test set.

Suicide Before? Suicide After? # Patients Accuracy

Yes Yes 178 33.71%

Yes No 1,968 96.09%

No Yes 514 19.46%

No No 33,418 99.28%

Table 3.5: Breakdown of accuracy for patients with suicide before/after their mTBI

on the test set.
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Figure 3.11: Precision-Recall Curve for the medium risk patients of the test set.
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Figure 3.12: Confusion matrix for medium risk patients of the test set.
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Figure 3.13: Precision-Recall Curve for the low risk patients of the test set.
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Figure 3.14: Confusion matrix for low risk patients of the test set.
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3.4 BERT

To understand the tuning of the suicide BERT model that was performed to

arrive at the most optimal model in Section 3.3.3, an in depth breakdown of each

parameter will be provided. For each parameter tuned, the rest of the model’s

parameters will be kept constant, and the constant values will be listed as well as

the performance comparison of the various parameter values.

3.4.1 Model Base

As explained in Section 3.3.2.5, the BERT model undergoes two stages: pre-

training and fine-tuning. During the pre-training phase, the model is trained on

masked token prediction and next sentence prediction. Then, for the fine-tuning

phase an untrained layer of neurons is added to the end of the model and then

it is trained for the specific task of interest. For the original BERT model, the

Google researchers pre-trained on a Wikipedia and BookCorpus dataset for 1 million

update steps and released the associated models. These pre-trained models thus

contain a wealth of NLP knowledge embedded within the datasets and can be used

for different domains and tasks. With this, different pre-trained versions from the

original paper, as well as subsequent work, was compared. Table 3.6 contains the

standard configuration used across the different bases.

The version released with the original BERT paper is the “bert-base-cased”

model. This model contains word tokens with capital letters which allow the model

to understand pronouns, beginnings of sentences, etc. However, these capitalizations
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Configuration Value

Model Base —–

Extra Pre-Training? No

Num Epochs 2

Max Seq Length 500

Reverse Truncate? No

Demographics? No

Time Tokens None

Data Input Diagnoses

Table 3.6: Model configuration used for comparing different BERT model bases.

of letters may not always be necessary. We hypothesize that for our suicide task

this would be the case because the patient documents made up of ICD-10 diagnosis

descriptions do not contain capital letters, compared to formal writing.

With this, “bert-base-uncased” is an alternate version where all of the word

tokens are lower cased. The number of word tokens (vocabulary size) for the model

changes from 28,996 for the cased version to 30,522 for the uncased version. The

reason for the increase in size is that the uncased version came subsequently and

thus contains updated word tokens as well as significantly more “unused” tokens

that can be replaced with custom words.

As these official BERT model bases were trained on a corpus that contains a

wide array of domains, researchers have attempted to further pre-train them on clin-
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ical notes to embed clinical knowledge and make them more specialized. Alsentzer

et al. utilize the MIMIC-III dataset [106] to pre-train a BERT model on (i) all

note types and (ii) only discharge summaries [107]. These clinically trained models

were found to outperform the standard BERT on various NLP tasks. As the version

trained on all notes, named Clinical BERT, is most applicable to suicide prediction,

a comparison will be performed.

As the notes contained within the MIMIC-III dataset do not follow a similar

structure as the patient documents that have been constructed for this approach,

pre-training a BERT model on the constructed patient documents may lead to an in-

crease in performance. Thus, the patient documents are aggregated and pre-trained

on the “bert-base-uncased” base. With this, the BERT model should theoretically

learn the structure of the code descriptions and the characteristics of this unique

dataset. For this pre-training only, masked token prediction is used as next sentence

prediction was found to not be important to the training success [108].

Finally, to put the benefit of using any pre-trained models into context, a

BERT model that was never pre-trained was evaluated. Note that this model was

only fine-tuned and never had any pre-training, thus it is expected to perform worse,

which would confirm that the pre-trained versions do have knowledge built into them

that contributes towards the suicide prediction task.

Tables 3.7 and 3.8 contain a summary of the comparison of the various pre-

trained model bases/versions that were evaluated. Analyzing the results, it can

be seen that the model that was never pre-trained (“None”) performed significantly

worse in terms of all metrics. Notably the AUC-PR for test was 0.141 compared
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Train

Base Loss AUC-ROC AUC-PR

bert-base-cased 0.008(±0.00) 0.885(±0.00) 0.281(±0.02)

bert-base-uncased 0.008(±0.00) 0.885(±0.00) 0.281(±0.01)

Clinical 0.008(±0.00) 0.883(±0.00) 0.262(±0.03)

None (cased) 0.009(±0.00) 0.846(±0.01) 0.141(±0.02)

Pre-train 0.009(±0.00) 0.748(±0.22) 0.164(±0.13)

Table 3.7: Results obtained by training BERT on different model bases (train

datasets evaluation).

Test

Base AUC-ROC AUC-PR

bert-base-cased 0.864(±0.01) 0.207(±0.01)

bert-base-uncased 0.863(±0.01) 0.209(±0.02)

Clinical 0.861(±0.01) 0.203(±0.01)

None (cased) 0.835(±0.01) 0.140(±0.02)

Pre-train 0.738(±0.20) 0.140(±0.11)

Table 3.8: Results obtained by training BERT on different model bases (test datasets

evaluation).
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to the 0.20 for the rest of the models. On the other hand, the pre-trained model

performed about the same or worse than the model that was never trained. But more

importantly, this pre-trained model had a significantly higher standard deviation

than all other models.

Amongst the rest of the models there was a small deviation between each.

Surprisingly the Clinical version performed the worst out of the three, showing

that the clinical knowledge embedded from the MIMIC-III dataset did not help to

improve the model. It was expected for the “bert-base-uncased” version to perform

better than the “bert-base-cased”, but the difference is not significant. Ultimately,

due to the tiny differences in performances either the “bert-base-cased” or “bert-

base-uncased” would be a reasonable choice. However, due to the more expressive

vocabulary for the uncased model, the “bert-base-uncased” is the base that we settled

on for the final optimal model.

3.4.2 Truncating Sequences

When creating a BERT model, a maximum sequence length must be defined.

Input to the model must then be at most the sequence length and may be any

value less than the maximum. Because the BERT model utilizes WordPiece tokens,

as previously described, rather than word indices, a larger count of inputs will be

utilized for each sequence. The pre-trained models released in the original BERT

paper have a maximum sequence length of 512 tokens, which for larger documents

is easy to surpass. To modify this value to be larger the knowledge embedded from
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the massive pre-training would be lost and thus for larger sequences an approach

must be made that satisfies this constraint.

An example of the truncation is shown in Figure 3.15 where a patient has 6

diagnoses, but the fictional model has a maximum sequence length of 4. With this

2 of the diagnoses must be removed. Two different approaches for truncating the

sequence are visualized within the figure: keeping the 4 oldest diagnoses or keeping

the 4 newest diagnoses. It would be expected for the newest truncation method to

outperform the oldest truncation due to it containing the most recent patient history

and current state of the patient, but both of these approaches will be attempted

and compared.

Figure 3.15: An example of truncating a sequence of 6 to fit a fictional model with

a maximum sequence length of 4 using an oldest and newest truncation method.

To understand the necessity of truncation to fit within the 512 maximum

sequence length set by the BERT models, the number of word tokens required for

representing each patient’s diagnosis history was calculated. For all 180,390 patients,

the mean number of tokens was 2,720 with a standard deviation of 3,539.18. The

minimum number of tokens for a patient was 12. 25% of the patients fell within

551 tokens, 50% within 1,508, and 75% within 3,521. Only 42,530 patients could fit

within the 512 maximum sequence length set by the pre-trained BERT models. For
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the purposes of our analysis we utilized 250 and 500 for truncation and only 22,374

and 41,750 patients could fit into each without truncation.

Additionally, the suicide cohort tends to have longer sequences than that of

the control cohort: 3,250 vs 2,709 for the mean with similar standard deviations. Of

the 3,434 total suicide patients only 558 could fit into BERT’s maximum sequence

length, whereas of the 176,956 control patients 41,972 could fit into the same limit.

This 16% versus 23% difference illustrates the tendency for the suicide cohort to

have longer sequences and the bias that could exist when choosing a truncation

strategy and limit.

Table 3.9 contains the standard configuration used across the models and

Table 3.10 includes the results of the attempted truncation methods. Clearly keeping

the newest diagnoses performed significantly worse than the oldest diagnoses, and in

terms of AUC-PR it had half of the performance. While this was not expected and

is surprising, analyzing the patients and method of cohort construction further can

reveal insights into this significant gap. When truncating to keep the newest data

first, all of the patients will have an mTBI and other associated diagnoses from Day

0 within the data. Therefore the similarity between the patients will be high and

the BERT model will have less potential patterns to distinguish between. Whereas

the older data contains much more variability that a model is able to learn from.

Additionally, as the suicide cohort tend to have longer sequences compared to the

control cohort, the suicide cohort’s diagnoses are more likely to be truncated and

for their past to not be included within the model.

The importance of the older data can further be seen in the results of the
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oldest 250 and 500 truncation methods. For both of these, the test AUC-PR’s are

identical at 0.207. This shows the significance of the oldest diagnoses and how only

a small number of the oldest are needed before the performance levels off. Compared

to the newest truncation method where doubling from 250 to 500 resulted in a boost

in performance. Therefore, we can conclude that the oldest diagnoses outperform

and are the method of choice when truncation is required.

Configuration Value

Model Base bert-base-cased

Extra Pre-Training? No

Num Epochs 2

Max Seq Length —–

Reverse Truncate? —–

Demographics? No

Time Tokens None

Data Input Diagnoses (Cased Tokens)

Table 3.9: Model configuration used for comparing sequence truncation methods.

In future work alternate forms of trimming the sequences down to the max-

imum sequence length could be attempted. For example, each encounter contains

up to three diagnosis codes that are ranked by order of importance: the diagnoses

in the third position across all encounters could first be removed to attempt to fit

the patient document within the maximum sequence length. This would allow for

78



Train Test

Truncation Loss AUC-ROC AUC-PR AUC-ROC AUC-PR

Oldest 250 0.008(±0.00) 0.880(±0.00) 0.273(±0.01) 0.857(±0.00) 0.207(±0.01)

Oldest 500 0.008(±0.00) 0.885(±0.00) 0.281(±0.02) 0.863(±0.01) 0.207(±0.01)

Newest 250 0.009(±0.00) 0.816(±0.00) 0.121(±0.01) 0.787(±0.01) 0.091(±0.01)

Newest 500 0.009(±0.00) 0.836(±0.01) 0.147(±0.01) 0.809(±0.01) 0.105(±0.01)

Table 3.10: Results of different sequence truncation methods for BERT.

the entirety of patient data to still be utilized without missing a potentially crucial

moment in time.

Additionally, extensions of the BERT model, such as XLNet [109] and BigBird

[110], have developed techniques to overcome the maximum sequence limit and could

be attempted to allow for the entire patient history to be input.

3.4.3 Demographics

Thus far the BERT models have only received encounters as input in the

form of diagnosis descriptions. However, most models tend to utilize the patient’s

demographics as a lot of patterns and risks can be identified or ruled out from

them. For example, the REACH-VET model has multiple boolean features based

off of demographics: age ≥ 80, patient lives on the west coast, and patient is a male

to name a few.

To similarly utilize the demographics into our BERT model we input them
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raw to allow the model to identify the patterns that should be expected. The de-

mographics are appended to the beginning of the patient document in the following

manner: age represented as an integer, gender as text (“male”/“female”), and the

branch of service for the patient as text (i.e. “army”, “air force”, “navy”). Once

again, it should be noted that the inclusion of demographics reduces the number of

diagnoses that can fit within the maximum sequence length.

Configuration Value

Model Base bert-base-uncased

Extra Pre-Training? No

Num Epochs 2

Max Seq Length 500

Reverse Truncate? No

Demographics? —–

Time Tokens None

Data Input Diagnoses (Uncased Tokens)

Table 3.11: Model configuration used for comparing the effect of including demo-

graphics.

We compare a standard model that strictly has diagnoses against one that

has demographics appended at the front of the diagnoses. Table 3.11 contains

the configuration for these two models and Table 3.12 contains the results. The

difference between these two models is minimal, but the inclusion of demographics
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Train Test

Demo? Loss AUC-ROC AUC-PR AUC-ROC AUC-PR

No 0.008(±0.00) 0.885(±0.00) 0.281(±0.01) 0.863(±0.01) 0.209(±0.02)

Yes 0.008(±0.00) 0.884(±0.00) 0.276(±0.01) 0.861(±0.01) 0.208(±0.02)

Table 3.12: Results comparing input with and without demographics in the BERT

model.

seems to slightly decrease the performance of the model. The AUC-PR for the train

dataset shows the biggest decrease from 0.281 to 0.276, whereas for the test dataset

it is minimal from 0.209 to 0.208. While the expectation is for the demographics to

increase the performance, the patients within this dataset exhibit little variability:

the mean age is 28 with a standard deviation of 8.11. Additionally, there exists the

potential that the demographics can be inferred from the diagnoses and thus the

network does not see an advantage in duplicated information.

In summary the demographics seem to provide no benefit to the network, but

rather they cause a slight decrease in performance.

3.4.4 Number of Epochs

When fine-tuning, the number of epochs to run for must be optimized to

ensure that the model is properly trained and does not overfit the validation/test

data. Most applications of the BERT model tend to fine-tune it for 2 to 3 epochs

[87, 111, 112]. However, to identify the optimal number of epochs for this task, a
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comparison of epochs 1 through 8 was performed. The standard configuration used

across runs is shown in Figure 3.13.

Configuration Value

Model Base bert-base-cased

Extra Pre-Training? No

Num Epochs —–

Max Seq Length 500

Reverse Truncate? No

Demographics? No

Time Tokens None

Data Input Diagnoses (Cased Tokens)

Table 3.13: Model configuration used in comparing number of epochs for training.

Table 3.14 displays the results of the runs and Figure 3.16 visualizes the AUC-

PR over the epochs. While the AUC-PR on the train data increases along with the

epochs, the test AUC-PR begins to show a higher standard deviation at epoch 3 and

eventually begins to decrease. Therefore, 2 epochs appears to be the most optimal

for this application.

3.4.5 Time Tokens

While the BERT models have been able to perform exceptionally well on the

encounters, and more specifically the diagnosis descriptions, embedding the time
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Train Test

Epochs Loss AUC-ROC AUC-PR AUC-ROC AUC-PR

1 0.299(±0.50) 0.878(±0.00) 0.234(±0.01) 0.861(±0.01) 0.199(±0.02)

2 0.008(±0.00) 0.885(±0.00) 0.281(±0.02) 0.864(±0.01) 0.207(±0.01)

3 0.008(±0.00) 0.887(±0.00) 0.310(±0.05) 0.862(±0.01) 0.205(±0.02)

4 0.008(±0.00) 0.891(±0.00) 0.391(±0.02) 0.862(±0.01) 0.205(±0.02)

5 0.007(±0.00) 0.894(±0.00) 0.433(±0.02) 0.859(±0.00) 0.191(±0.01)

6 0.007(±0.00) 0.893(±0.00) 0.418(±0.05) 0.859(±0.01) 0.189(±0.01)

7 0.006(±0.00) 0.902(±0.00) 0.542(±0.01) 0.853(±0.01) 0.170(±0.01)

8 0.006(±0.00) 0.901(±0.00) 0.548(±0.02) 0.850(±0.00) 0.161(±0.01)

Table 3.14: Results for training BERT models over different number of epochs: 1

through 8.

between encounters is crucial in building a contextual understanding of what the

patient underwent. For example, a depression code many years before the patient’s

mTBI may impact their suicide risk differently than one that was present shortly

before the mTBI. Or a patient that routinely sees a doctor, where less than seven

days passes between their encounters, may be predicted differently than that of a

patient that waits months between their visits. Because of this, we hypothesize that

it is important to embed the context of time into the patient documents that are

input.

Existing work tends to remove time or apply simple aggregations. In the

83



Figure 3.16: The AUC-PR performance over the number of epochs that the model

was trained for. Error bars are the standard deviation across the three patient split

at each epoch.

RETAIN model, the time between encounters was removed. The REACH-VET

model calculated the total number of diagnoses within arbitrarily picked time periods

such as 1 month, 6 months, 12 months, 24 months, etc. In our own past work, we

employed a window technique similar to that of REACH-VET when inputting into

a neural network [76].

Rather than removing time, the Deepr model embedded time directly into their

CNN by creating time tokens represented as words. However, to avoid exploding the

number of word tokens within the model and to allow the model to understand the

similarity between times, they had to aggregate chunks of time into a single word.

The intervals used were measured in months: (0− 1], (1− 3], (3− 6], (6− 12], 12+,

and each interval was translated into a word such that (0 − 1] was represented as
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“0-1m”. While the Deepr model is able to embed a more true representation of the

EHR compared to that of the window aggregation technique, it still lacks the ability

to provide the network with the detailed time information and requires expertly

crafted intervals.

We extend the Deepr time token implementation by utilizing the ability of the

WordPiece tokens to represent any word, and thus any time input. With this the

number of days between each patient’s encounter, d, was utilized to create several

different embeddings. Each embedding was placed in between encounters within the

patient documents.

• Integer Days: d was represented as an integer.

• Word Summary: d was converted to its logical word representation.

d < 7 day

7 ≤ d ≤ 30 week

d > 30 month

• Plural Time Words: d was converted to a plural integer and word represen-
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tation. d = 1 1 day

7 ≤ d ddays

7 ≤ d ≤ 14 1week

7 ≤ d ≤ 30 bd/7cweeks

30 ≤ d ≤ 60 1month

60 ≤ d ≤ 365 bd/30cmonths

365 ≤ d ≤ (365 ∗ 2) 1year

d >= (365 ∗ 2) bd/365cyears

The intuition behind the plural time words approach is that BERT has been

found to understand the importance of plural words and the context associated with

them [113].

It should also be noted that the inclusion of time tokens influences the maxi-

mum sequence length of 512 and results in less diagnoses being able to be included.

With this, a large number of time tokens would reduce the amount of diagnosis

information that a model is able to learn from and could ultimately hurt perfor-

mance. To potentially overcome this issue, both the word summary and plural time

words techniques were extended to create variations of each that did not contain the

“SEP” token between encounters. The rationale behind this is that a visualization

of the feature importances, as will be introduced in Section 3.5, it was found that

the BERT model pays a lot of attention to these “SEP” tokens. Plus, the removal

of these tokens would minimize the amount of diagnoses that likewise would need

to be removed.
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Configuration Value

Model Base bert-base-cased

Extra Pre-Training? No

Num Epochs 2

Max Seq Length 500

Reverse Truncate? No

Demographics? No

Time Tokens —–

Data Input Diagnoses (Cased Tokens)

Table 3.15: Model configuration used in comparing different time token embeddings.

Table 3.15 outlines the model configuration used for the evaluation of the time

tokens and Table 3.17 contains the results for these models. Based on the results

obtained, the embedding of time tokens does in fact improve the performance of the

models. The AUC-PR of 0.207 when no time tokens are used instantly improves

to 0.226 with the “Integer Days” embedding technique. By including contextual

words of “day”, “week”, and “month” within the “Time Words” embedding, a further

improvement to 0.231 is seen.

Introducing plurality to the time words decreases the performance to 0.224,

despite BERT’s ability to understand singular versus plural. Typically BERT dis-

tinguishes between singular and plural when trying to predict the next word to place

within a sentence and the correct grammar is important. In this diagnosis scenario,
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Train

Time Tokens Loss AUC-ROC AUC-PR

None 0.008(±0.00) 0.885(±0.00) 0.281(±0.02)

Integer Days 0.008(±0.00) 0.891(±0.00) 0.298(±0.01)

Time Words 0.008(±0.00) 0.891(±0.00) 0.296(±0.02)

Time Words, No SEP 0.008(±0.00) 0.888(±0.00) 0.273(±0.02)

Plural Words 0.008(±0.00) 0.887(±0.00) 0.282(±0.01)

Plural Words, No SEP 0.008(±0.00) 0.886(±0.00) 0.274(±0.01)

Table 3.16: Results on different time token embeddings within patient sequences in

BERT (evaluated on the train datasets).

it could be reasoned that the plurality is an unnecessary addition as the meaning

of the word exists regardless and BERT does not need to predict the next word or

token. However, because the “Plural Words” embedding takes utilizes more tokens

and thus removes diagnoses due to the maximum sequence length limit, the reduced

performance could also be attributed to this.

The removal of the separator tokens provided an overall decrease in perfor-

mance. For the “Time Words” embedding it significantly dropped from 0.231 to

0.219. However, for the “Plural Words” embedding the performance increased to

0.225 along with an increase in standard deviation.

Ultimately, the “Time Words” technique with the separator tokens fared the

best within this application. However, the minimal decrease in performance seen
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Test

Time Tokens AUC-ROC AUC-PR

None 0.864(±0.01) 0.207(±0.01)

Integer Days 0.871(±0.01) 0.226(±0.01)

Time Words 0.874(±0.01) 0.231(±0.01)

Time Words, No SEP 0.871(±0.00) 0.219(±0.00)

Plural Words 0.869(±0.01) 0.224(±0.01)

Plural Words, No SEP 0.868(±0.01) 0.225(±0.02)

Table 3.17: Results on different time token embeddings within patient sequences in

BERT (evaluated on the test datasets).

by the removal of separator tokens for the “Plural Words” technique could be an

insight into the additional context providing benefit that could only be seen with

a model that does not have a maximum sequence length limit. Therefore, for this

work “Time Words” will be utilized, but “Plural Words” should be re-explored in

future extensions.

3.4.6 Procedures

Thus far the diagnoses, and occasionally demographics, have been the only

source of input into the BERT models. While diagnoses provide a wealth of in-

formation, the procedures that patients undergo is an extra source of data that

both complements diagnoses and contains unique insights that the diagnoses cannot
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describe. Therefore, we construct patient sentences and documents using the pro-

cedure codes in a similar fashion as that of the diagnoses. Because we do not know

how long it will take the model to be fine-tuned on procedures, we run the model

for 2 and 3 epochs as a comparison. Table 3.18 shows the standard configuration

utilized and Table 3.19 shows the results of the procedure runs against a diagnosis

model.

Configuration Value

Model Base bert-base-uncased

Extra Pre-Training? No

Num Epochs 2

Max Seq Length 500

Reverse Truncate? No

Demographics? No

Time Tokens None

Data Input —– (Uncased Tokens)

Table 3.18: Model configuration used in comparing procedures vs diagnoses for

input.

Clearly, the procedures are unable to match the performance of the diagnoses.

Part of this can be explained by the dominance of diagnoses within the dataset

and the sparseness of procedures. Of the 45 million encounters within the dataset,

28.7 million spanned the observation period for constructing features. For these
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Train Test

Input Loss AUC-ROC AUC-PR AUC-ROC AUC-PR

Diagnoses 0.008(±0.00) 0.885(±0.00) 0.281(±0.01) 0.863(±0.01) 0.209(±0.02)

2 Epochs 0.009(±0.00) 0.848(±0.01) 0.176(±0.02) 0.831(±0.01) 0.131(±0.01)

3 Epochs 0.009(±0.00) 0.854(±0.01) 0.218(±0.01) 0.829(±0.01) 0.136(±0.01)

4 Epochs 0.008(±0.00) 0.0857(±0.01) 0.261(±0.02) 0.831(±0.01) 0.132(±0.02)

Table 3.19: Results on comparing diagnoses vs procedures as input for BERT.

encounters, all but 56,983 contained at least one diagnosis code and these empty

diagnosis encounters did not have any procedure codes either. More importantly,

procedure codes only appeared along with diagnosis codes and never on their own.

Of the almost 28.7 million encounters with diagnosis codes, 11 million of them had

procedure codes.

This 28.7 versus 11 shows the disparity of procedure codes and how the BERT

model received less information when using only procedure codes resulting in lower

performance. However, because the procedures can serve as a complement to the

diagnoses a method to utilize both needs to be explored. In Section 3.6.1 we describe

an ensemble approach that we attempted, but were initially unsuccessful with.

3.4.7 Optimal Configuration

Using the learned information about the different configurations of BERT we

run a final model to obtain the optimal performance. Table 3.20 contains the con-

91



figuration for this optimal model and Table 3.21 contains the performance achieved.

An in depth evaluation of this optimal model was presented in Section 3.3.3.3.

Configuration Value

Model Base bert-base-uncased

Extra Pre-Training? No

Num Epochs 2

Max Seq Length 500

Reverse Truncate? No

Demographics? No

Time Tokens Time Words

Data Input Diagnoses (Uncased Tokens)

Table 3.20: Optimal BERT configuration based on evaluating each parameter indi-

vidually.

Train Test

Loss AUC-ROC AUC-PR AUC-ROC AUC-PR

0.008(±0.00) 0.890(±0.00) 0.298(±0.01) 0.868(±0.01) 0.227(±0.02)

Table 3.21: Result of the BERT model with the optimal configuration.
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3.5 BERT Classifier Introspection

While the BERT model has been shown to improve performance over existing

approaches, understanding the inner workings of the model and how it arrives at

the decisions that it provides is imperative. Clinicians seek AI tools that are easily

understandable and that can complement their workflow [114]. Building trust and

ensuring proper care is essential and can only be achieved through an explainable

model.

3.5.1 Related Work

BERT, because it is based on neural networks, is inherently considered a black

box and difficult to discern the reasoning behind the decisions that it makes. How-

ever, a tremendous amount of effort has recently been placed into explaining neural

networks and the decisions that they make.

First, attention mechanisms have been introduced into neural networks to

improve performance by allowing the network to learn to only focus on specific

components of the input. With this, the attention vectors can be analyzed to identify

the components that the network pays attention to and thus understand how it

arrived at the corresponding decision. For example, when predicting the next word

in the sentence “In France they speak ” the network would ideally focus on

the previously seen word “France” and thus the vector of possible words would

be weighted the most at the index corresponding to this word. This method of

utilizing attention was seen within the RETAIN approach previously described in
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Section 3.3.1.2 where the authors utilized the attention mechanism to identify which

past diagnoses contributed the most to a future prediction of heart failure.

An alternative to the purely computational approach is to create visualizations

that attempt to provide introspection. To understand networks learned on images,

CNNVis was created in which the visualization shows what is learned at each layer

of a CNN [115]. For example, in the early layers the network learns colors, patterns,

and textures before slowly evolving into objects and concepts that are finally utilized

to make a prediction. Krause et al. developed a workflow and visualization based

on “instance-level explanations” that attempt to identify which features influence

a correct/incorrect decision [116]. In our own previous work, we have attempted

to build a visualization, similar to that of CNNVis, that attempts to summarize an

entire neural network on raw-valued/vector-valued datasets rather than images [117].

Within this work, we found that it is especially difficult to understand all of the

connections within a network when faced with raw-valued datasets as the data

cannot be visualized as simply as an image can.

As the BERT model is complex such that a series of attention layers are

utilized in the last layer, this makes it even more difficult to visualize the inner

workings compared to that of a simple network that we attempted in our previous

work. Most work on visualizing BERT has focused on understanding the structure

of the model and the correctness of individual neurons. Clark et al. visualized

the various heads of BERT and evaluated the accuracy of each head for part of

speech tagging [118]. Whereas Reif et al. visualized the word embeddings formed

and attempted to understand whether or not the model’s attention vectors contain
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a representation of the syntactic features [119]. Jesse Vig created a tool called

BertViz that creates a visual representation of each attention layer for the next

word prediction task. The end-user is able to inspect each individual layer to find

model bias or to link a certain neuron to a model behavior [120].

While these existing visualizations have begun the difficult step of understand-

ing BERT, they have focused on the next word prediction task or on the inner struc-

ture of the model. Visualizing the influence of features for a binary decision, such

as suicide risk, presents a different challenge of summarizing the attention heads

and their influence into the final output neuron. This ultimately requires a new

visualization and technique to be created.

As these existing BERT visualizations focus on next word prediction and our

model is based on a binary decision of suicide risk, a new visualization was necessary

to be created. To achieve this, we will attempt to identify which features contributed

the most towards the prediction and then present a visualization.

3.5.2 Feature Attribution Methods

Two feature attribution methods were utilized: Local Interpretable Model-

agnostic Explanations (LIME) [4] and Integrated Gradients [121]. A brief overview

of each of these is given next.
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3.5.2.1 LIME

As an extensive amount of effort is required to dissect the inner workings of

a model in order to understand the predictions that it makes, LIME was created

to be able to explain the predictions of any classifier, regardless of the underlying

model. For text classification tasks, the end result is a list of the words and their

contribution score for each class. To achieve this LIME takes a text sample and

inputs it into the model to obtain the prediction probability. Then it perturbs the

words within the text to create additional samples. For example, given the sentence

“I hate this movie”, the following samples will be created: “I hate movie”, “I this

movie”, “I movie”, “I hate”, etc.

The probabilities for each of these samples is obtained and then LIME analyzes

how similar each sample is to the original by a metric of distance and applies a linear

model to learn how well the model works around the original text. With the linear

model LIME is able to extract an approximate feature importance towards a class

for each word.

We run LIME on our patient documents to compute the feature importance

scores. The hyperparameters utilized for the LIME explainer were 20 for the number

of samples (size of the neighborhood) and 999999 for the maximum number of

features to include in the explanation. Higher values for the sample size was not

able to run, due to the size of our documents, and the maximum number of features

was set at a large number to ensure that all possible words could be explored.
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3.5.2.2 Integrated Gradients

Another common approach to computing feature importance is to multiply

the gradient of a neural network by its input to identify which components, often

in the form of pixels, contributed the most to the prediction made by the network.

However, due to a flattening phenomenon within gradients this method is unable

to account for a large part of the prediction and mischaracterizes the features that

contributed the most. Therefore, a new method called Integrated Gradients was

created where a baseline input is utilized and the input is changed one feature at a

time towards the baseline and the gradients are analyzed. With this, small changes

within the gradient are able to be more clearly seen and better contribution scores

are computed more correctly.

For a text prediction task, the input and baseline are tokens to input to a

network and the baseline usually consists of filler tokens. With this, we ran our

patient documents against this Integrated Gradients method using the Captum im-

plementation [122]. The method was run for a total of 20 steps for each input.

3.5.3 Visualization

We integrate the aforementioned feature attribution methods and our best

performing BERT model into an interactive visualization, which can be seen in

Figure 3.17. The split point for this visualization was chosen to be 0.2, where

p ≥ 0.2 was classified as a suicide patient while p < 0.2 was classified as a control

patient.
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Figure 3.17: An overview of the interface for exploring BERT predictions.

Breaking this interface down: (a) a confusion matrix of the model’s predictions,

(b) the top words or tokens for each respective feature attribution method over all

patients, and (c) the top feature importances for each individual patient.

3.5.3.1 Confusion Matrix

The confusion matrix displayed in section A of Figure 3.17 breaks down the

classification accuracy for each group of patients. Along the vertical columns, the

true suicide and control groups can be seen. Whereas along the horizontal rows the
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predicted groups are seen. With this it can be seen that 160 patients had suicide

and were predicted correctly, while 532 suicide patients were incorrectly classified

as being control patients.

To encourage exploration of the data and to drill down on the other visualiza-

tions, each cell of the confusion matrix can be selected to restrict the other views of

the interface to only utilize the data within the selection.

3.5.3.2 Overall Feature Importances

Because each feature attribution method computes different importances, Fig-

ure 3.17b contains the top and average words/tokens for each attribution method.

3.5.3.3 Patient Matrix

To encourage exploration of the dataset of patients and to create an under-

standing of the makeup of patients, we build a patient matrix display into Fig-

ure 3.17c where each box corresponds to a single patient. A zoomed in version of

this matrix is shown in Figure 3.18. We break down the components of each patient

box: (i) the cohort that the patient belongs to is shown in the bottom left hand

corner, (ii) a two-sided bar chart showing the top tokens that influenced either a

suicide or control prediction based on positive and negative values respectively, and

(iii) a yellow border and background for patients that were incorrectly classified.

Alternatively the user can choose to toggle the matrix display to heatmaps as

shown in Figure 3.19. With this approach the patient document, that is fed into
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Figure 3.18: An extracted patient matrix from the visualization.

the BERT model, is displayed token by token within the heatmap filling each row

left to right and then top to bottom. Each token is then colored with its respective

positive or negative influence color, where red corresponds to suicide/positive and

grey corresponds to control/negative. Note that only a subset of the patient docu-

ment is able to be displayed within each box as the entire documents are too large,

but this still gives the user a brief overview of the patient.

The displayed influence scores for both the two-sided bar chart and the heatmaps

are obtained from the selected feature attribution method selected within Fig-

ure 3.17b. This patient matrix view allows the end-user to easily identify patients

that were incorrectly classified and to seek out interesting patterns within the patient
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Figure 3.19: An extracted patient matrix from the visualization with the heatmap

setting turned on.

documents.

3.5.3.4 Individual Patient View

To provide a more in-depth look at a patient the user is able to click on the

“More Information” button located at the bottom right corner of each box to be

presented with a popup of the patient. An example of this is shown in Figure 3.20.

Within this view, the available cohort, accuracy of the prediction, and demographics

are shown on the left hand side. In the center of the screen the patient document
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Figure 3.20: Viewing a single patient’s document overlaid with feature importances.

is displayed, in the format that the feature attribution method received it. Each

word of the document is highlighted based on its classification influence. In the

example shown it can be seen that the words “3 day case” strongly influenced the

ultimate suicide prediction. Whereas the words “medical” and “syndrome” were the

most significant at attempting to sway the prediction towards control. Users can

hover over words to identify their feature importance value via a tooltip as shown

in Figure 3.21.

Additionally, to provide an overview of the entire document, on the left and
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right hand side there exists a column for LIME and IG respectively. Each of these

columns contain an enlarged heatmap of the patient document, as was described

for the patient box in the matrix. By hovering over the sidebar the user can see a

preview of the text that is contained within that section of the document and can

jump directly to it by clicking on it. An example of this is shown in Figure 3.22.

Figure 3.21: Example of hovering over a word in the patient document to identify

its feature importance value.

Altogether this visualization takes a step towards encouraging exploration into

the feature importances for a binary classification task within a BERT model that

previously was not possible. This visualization tool can be used to both identify

weaknesses of the model from a machine learning perspective or to provide clin-

icians and public health decision makers the ability to evaluate this model prior

to deployment. While this is a first step towards interpreting the binary classifier

component of BERT models, more advanced techniques for identifying the feature

importances could greatly improve this visualization.
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Figure 3.22: Example of hovering over the heatmap sidebar to view a distant location

in the patient document.

3.5.4 Doc2Vec Visualizations

To give additional context into the difficulty of the problem at hand, we utilize

the doc2vec vectors created in Section 3.3.2.4 and visualize them. First, we generate

word clouds for both the suicide patients and the control patients. Two random

suicide patients are shown in Figure 3.23, while two random control patients are

shown in Figure 3.24. Inspecting these word clouds, and those for many other

patients, it can quickly be seen the difficulty in predicting suicide for a given patient.

For the suicide patient labeled “a” there exists “alcohol dependence” and depressive

words which lead to an easier prediction. However, for the suicide patient labeled “b”
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there exists a lot of words, but nothing that jumps out as being a typical suicide risk

factor. Ultimately, this suicide “b” patient is very similar to the control patients that

also do not have anything that can easily be highlighted as a reason for predicting

suicide.

Figure 3.23: Word clouds for two random patients in the suicide cohort.

Figure 3.24: Word clouds for two random patients in the control cohort.

To better visualize and understand the similarities between the suicide and

control cohorts, we extract the doc2vec vectors for each document and run principal

component analysis (PCA) to reduce the vectors from a high dimensional space to

a low dimensional space that can be visualized. For this the vectors were of size 100

and we utilized the first two or three PCA components to plot the vectors in 2D

and 3D space respectively.
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Figure 3.25 shows the first two PCA components where red data points corre-

spond to the suicide cohort and blue data points correspond to the control cohort.

It is easy to see that the suicide cohort generally is contained to a specific area,

but these patients are directly overlapped on top of control patients. Figure 3.26

further shows this overlap in the 3D space where (a) contains the combined suicide

and control patients, (b) contains only the control patients, and (c) contains only

the suicide patients. In (a) it is impossible to see the red data points for suicide

patients and exploring this 3D space interactively the red data points are not visible

from any angle. Analyzing (b) and (c) to understand the distribution of these two

cohorts, we identify that the red suicide patients are nested within the blue control

patients.

While this is a massive simplification of the problem, through the use of

doc2vec and PCA, these examples underscore the difficulty of discerning between

the suicide and control cohorts. The computed patient documents are relatively

similar in nature and identifying the correct characteristics for classification is a

challenging task for any model to perform.
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Figure 3.25: A 2D visualization for the first two components of PCA that was run

on the doc2vec vectors.
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Figure 3.26: A 3D visualization for the first three components of PCA that was

run on the doc2vec vectors. (a) Both suicide and control patients, (b) only control

patients, and (c) only suicide patients.
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3.6 What Didn’t Work?

There were a couple of approaches that were attempted throughout this chap-

ter, but were unsuccessful at achieving better performance. For completeness and

for future work to build off of, these approaches are described below.

3.6.1 BERT Ensemble

As the base BERT model is limited by the 512 token maximum sequence

length that was defined by Google when building and training their BERT model

bases, we took steps to work within this limit by truncating the patient sequences.

We found that keeping the oldest diagnoses first when trimming produced the best

results. However, there could be additional information in the newer diagnoses that

could help steer the model towards better predictions. Additionally, as we focused

only on diagnoses there may be indicators within the procedures that could further

improve our models.

With this in mind we attempted to create a BERT ensemble where we trained

two separate BERT models: one on truncated diagnoses and one on truncated

procedures. Then we extracted the final hidden state of the BERT model, prior

to the binary output layer, and created an ensemble-like neural network. This

neural network took as input the extracted diagnosis hidden states and fed them

into an RNN to create a final vector, and similarly took the extracted procedure

hidden states and fed them into another RNN to create a final vector, and then

concatenated these two final vectors along with a vector of patient demographics to
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then feed through a standard feedforward layer. Both of the RNN layers utilized

LSTM nodes and the hidden layer used the RELU activation.

There were two challenges faced within this ensemble model: (1) which hidden

state to extract and (2) poor performance when utilizing multiple factors.

First, the architecture of the BERT model is such that prior to the single

output node for the binary classification task, there exist a series of attention layers.

In a typical RNN layer there is a single hidden state at each timestep and thus

the single vector can be extracted. But within the series of attention layers in

BERT this results in a two-dimensional vector. This vector can either be flattened,

resulting in an extremely large and difficult to train vector, or a single layer can be

utilized. Commonly the first layer’s hidden state, corresponding to the beginning

of the sentence token, is extracted. When only using this hidden state in an RNN

without any other factors we found that the performance was similar to or worse

than that of the BERT model, which is to be expected as information was removed.

Therefore, identifying a way to utilize the entirety of the BERT model within an

ensemble would be a logical next step.

Second, we found introducing a demographic vector to the diagnoses when

training the ensemble caused the performance to significantly decrease. We at-

tempted to encode the age into the demographic vector by normalizing it between 0

and 1, age/120, or logarithmically scaling the age, log(age) or log(120− age). The

gender was encoded as 0 for males and 1 for females. And the patient’s branch of

service was converted to a one-hot vector. Throughout each of these encodings, the

model’s performance would significantly decrease in an unknown manner. There are
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two intuitions behind this drastic decrease in performance: (i) the diagnoses may

already have some encoding or representation of the patient embedded within them

and (ii) the age and gender distribution of the patients possesses little variation and

the branch of service may not have as big of an impact on suicide as was expected.

For the future we seek to attempt to use one of the iterations of BERT that

have been developed, such as XLNet [109] or Big Bird [110], that allow for infinitely

long sequences to be input. With these, our model would not require the truncation

of sequences and we could attempt multiple variations of models: (i) we could input

the diagnoses, procedures, and demographics all at once into a single BERT model

and allow it to discern between the features or (ii) we could build a separate model for

each component (diagnoses, procedures, and demographics) and build an ensemble

that uses what each of these models has learned to arrive at a final prediction.

3.6.2 Attempts without Ideation

Initially when building our model, we defined the patient populations such

that the suicide cohort consisted only of patients with a suicide attempt diagnosis

code. This meant that the patients with only a suicide ideation code were placed in

the control cohort. The intuition behind this was that a suicide ideation would be

more noisy and less informative than that of an attempt. However, the performance

of our models significantly suffered such that the BERT model was only achieving

an AUC-PR of about 0.07 (which was still the best performing model). Upon

consultation with a clinician (MD and board certified), we identified that both
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attempts and ideation are important for this task and that suicide ideation codes

are well documented and clearly defined.

3.6.3 Downsampling & Weighted Loss

We attempted to utilize downsampling such that our roughly 1 to 100 ratio of

suicide to control was converted to 1 to 10 by removing control patients. Addition-

ally, we attempted to weight the loss of each classifier by placing a higher importance

on the suicide patients compared to that of the control patients. For both of these

variations we found that the performance of our models slightly decreased or stayed

about the same, thus nullifying the need for either of these alterations.
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3.7 Limitations

While our NLP patient representation and optimal BERT model have shown

to outperform the existing state of the art, suicide-based, and baseline models, there

is additional work that is necessary to improve the efficacy of this model. Given

that the REACH-VET model [64] is currently deployed by the Veterans Health Ad-

ministration (VHA), there is evidence that these models are currently being utilized

within healthcare settings. Thus, when making a selection between a model such as

the REACH-VET and our own BERT model, a decision between performance and

interpretability must be made. While we have attempted and hope to lessen the gap

to inspecting the BERT model through the feature visualization that we outlined in

Section 3.5, additional work is still necessary. Furthermore, a recent critical review

of suicide prediction models found that most of the developed tools have no clinical

value [62]. They suggest that new approaches should be linked directly to concrete

clinical questions where the models and tools can be evaluated based on an overall

net-benefit rather than sensitivity or positive predictive value (PPV). While we be-

lieve that our approach is different from that of the traditional logistic regression

and time removal techniques, we seek to learn from this review and further evaluate

our model in this new manner.

Additionally, while our BERT model did not see a boost in performance, and

occasionally a decrease in performance, when appending demographics to the input

this can be seen as a cause for concern. The hypothesis behind this result is that

the ages within the dataset are relatively similar, that the diagnoses inherently em-
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bed the demographics within them, and that the addition of demographic tokens

removed potentially vital diagnosis tokens due to the maximum sequence length

limitation of the base BERT model. However, both demographics [123] and ser-

vice branch [124] have been shown to be vital suicide risk factors. Because of this,

we should expect to see an increase in performance through the addition of demo-

graphics rather than the result that we observed. We believe that an ensemble model

should be utilized in the future to overcome this as was discussed in Section 3.6.1.

3.8 Conclusion

Within this chapter we introduced our model for predicting suicide risk in

mTBI patients a year post injury. For this we explored state of the art models

for diagnosis prediction and baseline models for clinical data as well as NLP data.

Ultimately our BERT model significantly outperformed the existing models in terms

of AUC-PR. For the future, we look to extend this model onto different variations

of the BERT model that do not possess the same maximum sequence length as the

base BERT.

Through our introduction of BERT into this suicide prediction task, we pre-

sented our novel NLP-based patient representation. For this we identified that

clinicians search for diagnosis codes within the EHR using text rather than directly

searching for codes. Because of this and the difficulty of expressing differences

between two codes, we chose to operate on the diagnoses using their textual de-

scriptions rather than the raw ICD-10 code structure to preserve the original form
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of the code as intended by the clinician. This results in a complex “document” for

each patient that can be fed into a model. While past NLP models and approaches

did not seem to fare well with this patient representation, the recent explosion of

NLP model performances and the introduction of BERT seem to make for a great

pairing as can be evidenced through our results.

Finally, to begin to explore the interpretability of a BERT model fine-tuned on

the binary classification task we constructed a visualization using multiple feature

attribution methods. To our knowledge this is the first work of its kind, as other

visualizations and inspections have been based on the next sentence prediction task.

Within this visualization it is possible to identify the tokens/words that our model

attends to the most and finds the most important in making its final prediction.

While the increase in performance of our model, compared to that of existing sui-

cide prediction models, already encourages deployment into a clinical scenario, by

providing clinical interpretability we aim to strengthen the use case.

As most of these datasets contain large amounts of sequences and are ever-

increasingly growing, being able to visualize and understand the entirety of the

dataset is a challenging task. For example, a dataset that has a million sequences

does not have enough screen space, in terms of pixels, to display all of the records.

Additionally, even if there was enough screen space there would be a large amount

of patterns for one to have to inspect and discern between to understand the dataset

as a whole. Therefore, while we are now able to predict irregular events through

the work shown within this chapter, it is necessary to support the exploration of a

dataset through a summarization technique that allows for large scale data to be
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simplified for easy interpretation.
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Chapter 4: Visual Summarization of Temporal Sequences

4.1 Introduction

Events exist everywhere in life: online consumers perform a series of compar-

isons and clicks before purchasing an item [125], patients go to different doctors and

try different therapies during the recovery from a specific condition [43, 126, 127],

sports teams make plays and score back-and-forth during a match [43]. Through-

out all domains, a temporal event can be described as a data point denoted by a

timestamp and event type. During the last few years, the increased availability of

large-scale temporal datasets that contain complex and long sequences has under-

scored the importance for designing scalable techniques to easily identify trends and

to answer important questions from irregular, noisy, and large longitudinal datasets.

However, while events can exist in a vast array of domains, summarizing a

large temporal event dataset remains a difficult task. Many techniques have been

developed in recent years that provide analysts with the ability to filter, explore,

and simplify their data. However, while these approaches have been shown to work

on regular event datasets, they face significant challenges when time is introduced.

Rather than taking into account that a series of events during a certain temporal

window can be vastly different than the exact same events within another temporal
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window, these approaches treat them as identical and thus lose crucial information.

Because time can be vital to the exploration and understanding of event

datasets, an approach that is able to handle large scale temporal data, generate

a summary, and provide the ability to explore at multiple levels of detail could

greatly assist the analytical requirements of temporal event researchers and ensure

that vital temporal information is not lost.

In this chapter we present TrajectoryFlow, a scalable algorithm and visual-

ization, that has been built to effectively analyze and summarize temporal event

datasets. The primary contributions of this work include: (1) An adaptive window-

based algorithm that summarizes large datasets of temporal sequences by taking into

account the temporal context of patterns and trajectories and creating an overall

view, and (2) a novel event summary diagram that reduces the analytical complexity

used to visualize the results of event mining approaches.
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Figure 4.1: Illustration showing an example of a temporal event dataset.

4.2 Temporal Events

A temporal event dataset can be defined as a set of sequencesD = {S0, S1, ..., Sn}

where each sequence Si =< I0, I1, ...Im > contains a timestamped series of items Ii

arranged in a specific order with respect to the timestamps. The arrangement of the

items can be used to derive temporal relationships within the data such as Ii ≺ Ii+1

describing that Ii happened before Ii+1, also referred to as “temporal context”. Each

itemset, Ii, contains a set of event types such that Ii =< T0, T1, ..., Tp > and Ti ∈ E

where E = {e0, e1, ..., en} is a dictionary of event types. An example of a dataset

of sequences is shown in Figure 4.1, where each row represents a sequence Si that

contains itemsets Ii with one or more event types. Additionally, each row represents

time in the horizontal direction such that time increases from left to right. Note

that the term sequence and record are and can be used interchangeably.

At first glance some of the patterns in Figure 4.1 are easy to notice due to
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Figure 4.2: An example summarization of Figure 4.1, showing the usefulness of

summarizing a dataset of sequences.

the relatively small nature of the dataset, but more hidden and embedded patterns

are difficult to identify and would require analyzing each sequence individually to be

able to pick them out. As the size of this dataset grows from only 5 rows to hundreds

or even millions of rows and from a maximum of 15 data points to millions of data

points, these patterns become increasingly more difficult to identify and spot.

Additionally, a common task associated with these datasets is to extract the

trajectory between two events. Within the healthcare domain this allows for the

diagnoses that a patient will experience to be highlighted. For example, understand-

ing the path/trajectory from the moment that a patient has a concussion to when

they commit suicide could help to identify beneficial moments for intervention.

With this in mind, Figure 4.2 shows a summary of the dataset where the

summary contains the most common path of events that occur between event #1

(triangle) and event #4 (hexagon), taking temporal positioning (horizontal) into

account. This event summary provides a concise description of the dataset and

shows how an analyst could easily understand the patterns contained within their

dataset easier.
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4.3 Related Work

In the visualization field, a common method of understanding event sequences

has been to visualize a single record/sequence to understand its path over time

[41,128–131]. More recently, a dataset of sequences has been visualized by stacking

sequences vertically on top of one another and attempting to merge identical paths

to allow for interactive clustering [132, 133], filtering [134], exploration [135], and

searching [32,134,136–139].

There are several notable examples of systems that employ these visualization

techniques on event datasets. EventFlow [43] presents an aggregated display of

event sequences and allows users to simplify large, complex datasets into a concise

display through filters and merging of events. MatrixWave [140] adapted the concept

of a Sankey diagram into a matrix visualization for comparing event sequences.

CareFlow [127] used a similarity distance metric to identify a population of similar

records and display them in a flow visualization allowing for users to be able to

identify the most effective outcomes based on sequence paths. Outflow [141] aligned

sequences on a specific event and aggregated them into a directed acyclic graph

(DAG) which was used to visualize results in a Sankey-type interactive visualization.

While these approaches are powerful and novel in their applications, they lack

the ability to properly evaluate temporal sequences. Each of these approaches rely

on merging events together based off of their index within a sequence rather than

the time at which the event occurred. For example, we obtained a soccer match

dataset of 9,084 games and over 900,000 data points and loaded it into the popular
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EventFlow system [43] to explore the longitudinal patterns that occur over the span

of the game. The result can be seen in Figure 4.3. At first glance we can see that the

tool is effective at making it easier for users to identify that the green and blue events

are the most common events that occur at the beginning of the sequences. However,

beyond that initial starting point the visualization becomes complex and patterns

become very difficult to identify. What are the most common types of events to

occur near the end of the game? What about events that occur around halftime?

Knowledge of the game of soccer would cause a user to expect to see substitutions to

be very common towards the end of the game, but in this visualization this cannot

be found.

The reason for this limitation in existing systems is that sequences are at-

tempted to be merged together at each event and the moment that a mismatch

occurs, the sequences are diverged. However, knowledge of temporal sequences tells

us that there could be noise in between common patterns and thus those common

patterns should ideally be identified to be merged together.

To help identify common patterns throughout a dataset, recent approaches

have utilized Frequent Sequence Mining (FSM) algorithms to identify the frequent

patterns contained within a dataset and present a concise view to users. FSM is a

popular technique for finding the most frequently occurring subsequences of events in

datasets of sequences [142]. These algorithms are able to identify the most common

patterns of events within a dataset and extract them, regardless of where they occur.

Using FSM, Liu et al. presented both the most frequent patterns and an icicle plot

of all sequences within a dataset [143]. Kwon et al. also utilized an FSM algorithm
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Figure 4.3: A screenshot of a popular even mining tool used to visualize and explore

the longitudinal patterns within a soccer match dataset of 9,084 games and over

900,000 data points.
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to display similar information in addition to a histogram and network of the overall

dataset [144]. DecisionFlow [126] combined FSM and statistical methods to identify

frequent sequences and their correlations to specific outcomes which was presented in

a timeline and pattern diagram to understand the statistical results. Frequence [145]

modified an FSM algorithm to visualize the most frequent subsequences and their

outcome measures in a Sankey diagram.

While these approaches using FSM assist users in identifying patterns that

frequently occur they still lack the ability to take into account the context of time

due to the limitation that FSM algorithms do not factor in the temporal position

of each frequent pattern. Thus, a pattern that exists at the beginning of a sequence

is considered the same as one that occurs at the end of a sequence. Continuing to

use the game of soccer as an example from Figure 4.3, two substitutions in a row at

the beginning of a game would be considered the same as ones that occurred at the

very end of the game. However, in the domain of soccer, these are not the same as

the ones at the beginning of a game are considered more of an anomaly. Therefore,

while FSM algorithms have provided progress in analyzing event datasets, there still

exists room for integrating temporal context into these analyses.
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4.4 Mining Temporal Sequences

Our first contribution is an adaptive window-based algorithm that introduces

a temporal context to a popular mining algorithm, PrefixSpan [146, 147]. We title

our algorithm: Adaptive-Window-PrefixSpan (AWP-Span) and the pseudocode is

shown in Algorithm 1. In order to understand our algorithm, we first provide an

explanation and example of FSM algorithms, and most specifically the PrefixSpan

algorithm.

4.4.1 Frequent Sequence Mining

Frequent Sequence Mining (FSM) is a popular technique for finding the most

frequently occurring subsequences of events in datasets of sequences [142]. These

algorithms define a subsequence as being “frequently occurring” when the number

of sequences that it is contained in is more than a certain support threshold. FSM

algorithms stem from either Apriori-based or pattern-growth-based approaches [142,

148–150], but the general structure of an FSM algorithm is to build a frequent set

of events that are each of length one and then to continue growing these events by

concatenating more events until the defined threshold is met. This results in the

algorithm producing a list of frequent subsequences and the number of sequences

that each of them appear in.

When computing the frequent subsequences of a dataset, a sequence, Si =<

Ii1, Ii2, ...Iim >, is considered to be a subsequence of another sequence, Sj =<

Ij1, Ij2, ...Ijn > if there are m itemsets in Sj that satisfy Ii1 ⊆ Ij1, Ii2 ⊆ Ij2, Ii3 ⊆
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Ij3, ..., Iim ⊆ Ijm. It can also be said in reverse that Sj contains Si.

The support, τ , of a subsequence, Sk, is defined as the fraction of all sequences

in a dataset that contain the subsequence Sk. In FSM algorithms a support threshold

is predefined such that when the “frequently occurring” subsequences are returned,

they have a support at least as large as the threshold.

To better explain FSM algorithms, we will provide an example of how to

determine if a subsequence is frequently occurring. In this example we will utilize

the dataset D shown in Table 4.1 and a support threshold, τ , of 50% to determine

if the subsequence Sf =< A,B,D > is frequently occurring. The support threshold

of 50% means that at least 50% of all sequences in the dataset, D, must contain the

subsequence Sf for it to be considered “frequently occurring”.

Iterating through the sequences we first can see that S1 does contain Sf as

it has A in the first itemset, followed by B in the second itemset, and D in the

third itemset. Looking at the next sequence, S2, we can see that it contains A in

the first itemset, but does not contain B in its second itemset which would initially

seem that it does not contain Sf . However, starting from the second itemset we

can see that it contains A, followed by a B in the third itemset, and finally a D in

the fourth itemset. This means that S2 does in fact contain Sf and shows how the

subsequence can be contained anywhere in the location of the sequence. Moving

along to the final sequence, S3, we can see that it contains A followed by B in its

first two itemsets, but in its third itemset it lacks the D event resulting in it not

containing Sf .

Through iteratively looking at the sequences we could see that S1 and S2
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Table 4.1: Example Dataset

Items #1 Items #2 Items #3 Items #4

S1 {A, C} {B, D} {C, D}

S2 {A} {A, C} {B, D} {C, D}

S3 {A} {B} {C} {D}

contained Sf , while S3 did not, resulting in Sf being present in 66% of the dataset,

thus we can conclude that Sf is frequently occurring due to 66% being at least as high

as the threshold of 50%. In this example we have shown how FSM algorithms are

able to identify all of the frequent subsequences, but instead of taking a brute-force

approach they operate on efficient data structures for an optimal search strategy.

While FSM algorithms can identify the most frequent subsequences in a dataset,

they do not possess the ability to take into account temporal context and build a

trajectory between two events. One of the issues with lacking temporal context was

highlighted in the example shown in Section 4.4.1 and Table 4.1 where the frequent

subsequence Sf occurred in a different location within S2 than it did in S1. While

the example contained sequences of relatively short length, in real world data the

sequences may be very long and frequent patterns at the beginning of a sequence

may not necessarily contain the same meaning as a pattern at the end of a sequence.

This limitation poses a problem for tasks where an event dataset researcher seeks to

identify the most common patterns within a certain stage of all sequences because

the frequent subsequences obtained from FSM algorithms will potentially be present

127



in a different section of each sequence.

In addition, as event researchers also attempt to understand the various paths

that sequences may take, mapping the output of an FSM algorithm to a visualization

would result in little information on the trajectories embedded within the dataset.

For example, representing the frequent subsequences within a Sankey diagram would

simply show the most common patterns within the dataset, but not provide an

analyst with information on the most common trajectories and the varying paths

followed by sequences.

With these limitations in mind we extend the work of PrefixSpan to include a

window technique that is able to take into account the temporal context of a dataset

in each window and build an overall pattern followed by the majority of sequences.

4.4.2 AWP-Span

Our algorithm, AWP-Span takes as input a dataset of sequences D, a support

threshold τ , and a list of windows W of size ω denoting the number of segments the

dataset should be split into. The execution of AWP-Span begins with splitting the

dataset D into the windows defined by W and then identifying the most frequently

occurring subsequences in each window using PrefixSpan. For example, Figure 4.4

provides an example of this beginning execution step. In this example the dataset

in Figure 4.4 (left) is split into two windows of size ω such that W = W1,W2.

Then Figure 4.4 (right) shows a table of the subsequences that occur in W1 and the

subsequences that occur in W2. The red lines through certain subsequences indicate
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Figure 4.4: (Left) An example of a dataset being split into two windows each of size

ω and a support threshold of τ = 3. (Right) The frequent subsequences that result

from running PrefixSpan on W1 and W2. The red lines indicate the subsequences

that were ignored by the algorithm as they occurred less than the support threshold.

that they are not “frequently occuring” as the number of times that they occur

is less than the support threshold of three. By splitting a dataset into windows,

like we have shown, we are able to incorporate a temporal context into PrefixSpan

allowing for it to identify the common patterns at different stages of a sequence

rather than ignoring the premise that sequences change over time and patterns in

different temporal locations may not be indicative of the same pattern. Being able to

evaluate the various stages of a sequence is an important task that event researchers

seek to accomplish and this modification of the PrefixSpan algorithm builds this

ability directly into the algorithm.

Once we have identified the most common subsequences in each window, con-
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necting the windows together such that events flow from one window to the next is

the next step in building a common flow and understanding the long term patterns

in a dataset.

4.4.2.1 Window Merge

To connect two adjoining windows, a simple approach would be to concate-

nate two windows’ frequent subsequences together based on the beginning and end-

ing events. For instance given the frequent subsequences for two example windows

W1 = [< A,B,C >,< A,D >] and W2 = [< C,D >,< C, F >], the subsequence

“ABC” in the first window would be connected to “CD” in the second window such

that it forms “ABCD”. “ABC” would also be concatenated with “CF” to form “ABCF”

and this process would continue for all possible combinations between the two win-

dows. However, connecting windows in this manner is a challenging task as it is

not guaranteed that there will be connecting events, which can be seen in the sub-

sequences “AD” in W1 and “CF” in W2 where the ending event of ‘D’ in “AD” is not

equal to ‘C’ in “CF”.

Another issue with this simple method of concatenation is that there may

exist extra information between the frequent subsequences that could be valuable.

For example, many patients could have the frequent subsequences of <“Cancer”,

“Chemotherapy”>followed by <“MentalHealth”, “Chemotherapy”>, but some pa-

tients may have gone to a “GroupTherapy” class in between the frequent subse-

quences that would reveal some extra information. Rather than discarding this
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additional information it is important to keep it.

In the example of “ABC” and “CD” forming “ABCD”, there may be information

in the dataset records that exist between these two subsequences. For example,

there may be a record that consists of “ABCEFCD” which would indicate that

the concatenation “ABCD” is not representative of all records in the dataset. While

analyzing an event dataset, researchers are interested in all of the varying paths that

sequences can take and this simple concatenation would not represent the smaller,

hidden patterns.

Therefore, we recognize that a single event sequence may contain one of two

types of information in between its two windows: either noise or no information

at all; and to resolve the issues present in the simple concatenation, we develop a

method WindowMerge that conjoins windows by using both a direct connection and

a wildcard connection, where a direct connection is indicative of no information in

between subsequences and a wildcard connection is indicative of extraneous infor-

mation. Using this methodology, we can iteratively combine the frequent patterns

found in adjoining windows to create an overall flow of events throughout a dataset.

We include our WindowMerge in Algorithm 1.

Breaking this method down WindowMerge takes two windows to connect, Wi

and Wj, where Wi < Wj, and returns the number of direct connections, Cd, and

the number of wildcard connections, Cw between the two windows. The method’s

execution begins by filtering the dataset of sequences D to only look at the section of

the sequences that span the windows such that: Sij = D ∈ {Wi,Wj}. Then for each

frequent subsequence in each window, Fim ∈ Wi and Fjn ∈ Wj where m is the mth
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Figure 4.5: An example of running WindowMerge on windows W1 and W2. On

the right the table is filled in both direct (orange arrow) and wildcard (orange ∼)

connections for each combination of frequent subsequences found in Figure 4.4. On

the left, the connections for the first two rows and how the counts are determined

is shown.
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frequent subsequence inWi and n is the nth frequent subsequence inWj, it identifies

the index locations of these frequent subsequences in the sequences of the windows

such that the index locations are at the closest possible indices to the connection

between the windows: Lim = max(index(Sij, Fim)) and Ljn = min(index(Sij, Fjn)).

By choosing the indices closest to the edge where the two windows meet, this ensures

that each sequence can only be counted once in the case of repeated events.

Then for each pair of index locations that exist, the method identifies if there

exist events between the locations or not. If the locations contain no events in the

middle, Ljn − Lim = 0, then the direct connection count for that pair of frequent

subsequences is incremented Cd ← Cd + 1, or otherwise if Ljn − Lim > 0 then the

wildcard connection is incremented Cw ← Cw + 1.

An example of the WindowMerge method is shown in Figure 4.5 where the

windows W1 and W2 are merged together. The table on the right is populated with

the combination of frequent subsequences that were obtained previously for both

windows. Each respective combination is connected via a direct connection and a

wildcard connection which can be seen by the arrows and tilde in the table. To com-

pute the number of occurrences for the first combination of frequent subsequences,

which corresponds to the first two rows of the table, Figure 4.5 highlights where the

subsequences from the combination occurs in the dataset between the windows. In

this example it can be seen that the first sequence contains an extra blue square

between the two green triangles indicating that the triangles are joined together by

a wildcard connection, then in the third sequence there exists a red circle in between

the triangles indicating that it is also a wildcard connection, and finally in the last
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sequence there exists no extra events between the two green triangles indicating that

they have a direct connection between each other. Therefore, the table is filled in

with a value of one for the direct connection and a value of two for the wildcard

connection. This process would continue for the rest of the combinations of frequent

subsequences to obtain the final result between windows.

In this example that we have presented, we can see the issue of repeated

events that was mentioned in the definition of the window connections: the first

and last sequences in Figure 4.5 contain multiple triangle events which would alter

the counts that we obtain. Had each possible index location been considered for

these two sequences then each possible pair of triangles would have been counted

resulting in the first sequence containing four wildcard connections and the last

sequence containing three wildcard and one direct connection. However, counting

multiple connections for a single sequence would present the assumption that the

sequence takes multiple varying paths which would not be accurate against the

premise that each sequence is a series of events. For example, in the first sequence if

we evaluated both triangle, triangle, square, triangle and triangle, square, triangle

then we would be making the assumption that the sequence went through both of

these subsequences at different times when in reality the second is just a subset of

the first. By misrepresenting the number of sequences in the dataset, we would not

be able to correctly evaluate the task of identifying the most common trajectories

that sequences followed as a minority trajectory consisting of repeated events would

become heavily weighted and lead to inaccurate insights of the dataset.
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4.4.2.2 Initial Evaluation

Figure 4.6: An example showcasing the reduction that our AWP-Span algorithm

performs. (Left) Shows a Sankey diagram of 10 sequences in the dataset, without any

reduction or algorithm run. Only 10 sequences are able to be shown due to the space

limitations. (Right) Shows the results produced by our AWP-Span algorithm with

window size of 30 for the large dataset of sequences. The yellow nodes correspond

to wildcard connections.

To show an example of how our AWP-Span algorithm is able to provide a

reduction and a summary of the overall sequences in a dataset, we extract seven

sequences from an EHR dataset that will further be explored in the EHR case study

in Section 4.6.3. This dataset contains a patient’s diagnosis at each temporal event.

Figure 4.6 Left shows the seven sequences prior to our algorithm being run. We

limit the Sankey diagram to only seven sequences due to space limitations, but we

can already see the complexity that these sequences contain and the difficulty in
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performing any analysis. The complexity increases exponentially as the size of the

dataset increases.

With this, we show the results of our algorithm in Figure 4.6 Right where

the mined patterns are displayed on the Sankey diagram and the yellow nodes

correspond to wildcard connections. We will describe the approach that we take

in generating this Sankey diagram in more detail in Section 4.5, but at first glance

we can already see the reduction in complexity and the ease of identifying patterns

in our algorithm’s results.

4.4.2.3 Trajectory Analysis

A common challenge faced by researchers when analyzing temporal sequences

is exploring the trajectory from one event to another. For example, a researcher

commonly asks the question: “What path did sequences follow to get from A to C?”.

The path that is followed can vary from being short in length, “A ->B ->C”, or very

long, “A ->B ->E ->F ->G ->C”. We embed the ability to build such a trajectory

into our algorithm by providing the option to specify beginning, Eb, and/or ending,

Ee, events. When either of these events is set, then the algorithm will only consider

frequent subsequences that occur between the two events and prune any incoming

connections to the beginning event or any outgoing connections from the ending

event. We will now define the pruning that our algorithm employs.

Given a sequence, S1, our algorithm will identify the index of the first oc-

currence of Eb such that Ib = index(S1, Eb) and the index of the last occurrence
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of Ee such that Ie = index(S1, Ee). Then for each frequent subsequence that is

encountered in the algorithm, Sf , it will identify the index of the subsequence in

the encompassing sequence such that If = index(S1, Sf ). If the index of the subse-

quence falls between the first and last occurrence of the beginning events and ending

events then it will be considered (Ib ≤ If ≤ Ie). However, if it does not fall within

the bounds then the algorithm will skip that frequent subsequence.

To remove the connections leading into the beginning event and stemming from

the ending event, anytime that the algorithm encounters a beginning event Eb in a

frequent subsequence, no incoming connections are made to the event. For example,

a subsequence of < A,B,C > in window Wi with a beginning event Eb = “B′′ will

cause the subsequence to be pruned to < B,C > as the “A” event occurred before

the beginning event. In addition, any frequent subsequences in the prior window,

Wi−1, will not make a direct or wildcard connection to this subsequence.

Conversely, anytime that the algorithm encounters an ending event Ee in a

frequent subsequence, no outgoing connections are made from the event, such that

a subsequence of < D,E, F > in window Wj with an ending event Ee = “E ′′ will

be pruned to < D,E > and no connections to the window Wj+1 will be made.

By allowing for a trajectory to be built from the first beginning event to the

last ending event, there exists the possibility that there may be multiple beginning

or ending events contained within these bounds. We do not attempt to remove

these repeated events as keeping them allows for researchers to better understand

varying pathways. For example, if the beginning event exists in multiple windows

then this indicates that the relevant trajectories may have begun at different time
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points which can assist in providing researchers the ability to accomplish their task

of understanding all of the various paths that the sequences within their dataset can

follow.

4.4.2.4 Adaptive Windows

While the AWP-Span algorithm that we have developed is effective at identi-

fying common subsequences or building a trajectory within a temporal context, we

recognized through test runs of our algorithm that identifying the optimal windows

to split a dataset on is challenging and can be the deciding factor in obtaining a

meaningful result for a specific domain. For example, consider a dataset that con-

tains events on an interval unit of a day and events that are sparsely distributed over

the sequences, where a lot of events occur at the beginning of sequences but very

few events occur at the end of sequences. Setting a fixed window size of ω = 30 days

would cause the number of events in later windows to be significantly less than those

in earlier windows. With this difference important patterns may become “chunked”

together in earlier windows or not enough events may exist in later windows for

patterns to be identified. In addition, identifying the exact number of windows that

should exist is another difficult challenge similar to that of identifying the optimal

number of clusters in clustering algorithms [151–153]. Because of these challenges,

it would be beneficial to provide an optional functionality to automatically identify

the optimal number of windows and for these windows to be varying in size such

that areas where data is sparse would be combined and areas of density would be
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split.

To provide a solution to this challenging problem, we devised a complementary

algorithm that returns the optimal window configuration, W , to be used as input to

the AWP-Span algorithm. We define optimal as a window configuration where the

events are about evenly spaced out across the windows, such that no window has too

sparse or too dense of temporal data. We refer to this algorithm as “AdaptiveWin-

dows” as it adapts the windows such that they fit the dataset and domain that are

being analyzed. This adaption of windows is accomplished by ensuring that the

windows are expanded or collapsed such that the number of sequences embedded

within each window is similar. We present the algorithm in Algorithm 3 and will

provide a brief explanation.

The AdaptiveWindow algorithm takes a dataset of event sequences, D, an

application specific window measurement, n, and returns a list of windows with

their respective upper and lower bounds. We introduce the idea of an application

specific window measurement as it allows for domain knowledge to be embedded

into the configuration of the windows. The window measurement, n, is a window

size that represents how data in the domain is usually segmented or it can be a

value that the researcher believes would be the best fit for segmentation through

windows. For example, in a financial domain a researcher may input a quarter of a

year for the window measurement as sales data is typically measured per quarter.

In another domain, such as sports, a researcher may choose to split the data based

on possession of a ball as changes in possessions may lead to different types of

patterns. By providing an avenue to embed domain knowledge and application
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specific requirements into our AdaptiveWindow algorithm, the windows returned

will fit both the dataset and the domain.

Breaking down the algorithm it first creates a temporary list of windows:

Wt =< T0, T1, ..., Tk > where each temporary window is equally spaced such that

they are all of size n: (T1 − T0) = n. As each sequence in the dataset, D, contains

a list of itemsets, I, and each itemset is denoted by a timestamp such that It is

the timestamp of when the events in I occurred; the first window in the temporary

windows begins at the earliest timestamp, t0, that exists in the dataset. Building

from there the window boundaries occur at t0 + (n ∗ i) where i is the window

index. Using this domain specific window measurement the algorithm places the

itemsets of the data into the respective temporary window in which they occur.

Once the temporary windows have been built the number of itemsets in each window

is calculated, |Tk|, and then averaged together to identify the average across the

dataset, A = 〈< |T0|, |T1|, ..., |Tk| >〉. This average itemsets, A, represents the

average number of events contained in each window when spaced by the domain

measurement n.

Once the average has been calculated it is then used to construct the optimal

list of windows, Wo, where each window contains approximately A itemsets. By

constructing windows that contain approximately A itemsets each, this means that

the final set of windows will be reflective of the domain that was input into the al-

gorithm. To construct the optimal windows, Wo, a famous method of discretization,

also known as equal-frequency binning is utilized [154].

With the optimal windows identified, both sparse and dense areas of events

140



in the dataset will be eliminated allowing for windows of varying size that contain

approximately an equal amount of data.
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Algorithm 1 AWP-Span Part 1
Input: D, dataset of event sequences

E, event dictionary

W , windows of size ω

τ , support threshold

Eb, beginning event(optional)

Ee, ending event (optional)

Output: F , frequent subsequences for each window

C, connection values between each window

{Filter for beginning and ending events}

if Eb ∈ E then

for Si ∈ D do

Si ← Si ∈ index(Si, Eb),

end for

end if

if Ee ∈ E then

for Si ∈ D do

Si ← Si ∈ index(, Si, Ee)

end for

end if
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{Separate D into windows, W , of size ω}

n = |W |

WD ←< T0, T1, ..., Tn > where Ti = Wi

for Ti ∈ WD do

Ti ← |D ∈ Ti, Ti+1|

end for

{Compute PrefixSpan results, R =< R1, R2, ...Ri >, for each window, Wi}

F ←< F0, F1, ..., Fn >

Fi ← PrefixSpan(sequences=Fi, support=τ)

{Sort each result Fi by support value}

Fi = sort(Fi, dir=ASC) {Sorting by support value}

{Keep only the top k subsequences in each result Fi}

Fi = Fi[0 : k]
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{Merge adjoining windows using WindowMerge}

C ←<>

for Wi ∈ WD do

for Wj ∈ WD do

C ← C ∪ WindowMerge(Wi, Wj)

end for

end for

return F , C
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Algorithm 2 WindowMerge(i, j)
Sij ← D ∈ Wi,Wj

Cd ← Cw ← 0

for fi ∈ Fi do

for fj ∈ Fj do

if Eb /∈ fj and Ee /∈ fi then

if fi ∈ Dij and fj ∈ Dij then

if index(Dij, fj)− index(Dij, fi) = 0 then

Cd ← Cd + 1

end if

if index(Dij, fj)− index(Dij, fi) > 0 then

Cw ← Cw + 1

end if

end if

end if

end for

end for

return < Cd, Cw >
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Algorithm 3 AdaptiveWindows
Input: a dataset of event sequences D

domain window size n

Output: adapted windows W

t0 ← earliest timestamp in D

Wt ←< T0, T1, ..., Tk > where Ti = t0 + (n ∗ i)

for Ti ∈ Wt do

Ti ← |D ∈< Ti, Ti+1 > |

end for

A← 〈Wt〉 {Average itemsets per windows of n}

Wo ← equal_freq_bin(dataset=D, freq=A)

return Wo
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4.5 Visualization

Once we obtained the results from our AWP-Span algorithm, we sought to

visualize the overall flow of events and understand the various connections between

windows. We show the results of our algorithm on two different visualizations: the

Sankey diagram and our own event summary design.

4.5.1 Mapping Common Sequences

Due to the atypical nature of our algorithm results which contain various types

of connections (direct and wildcard), we needed to devise a mapping from the results

obtained to the Sankey diagram. Next we will describe the mapping that we have

defined.

First, we represent each event as a node in the Sankey diagram and place

the restriction that each window in our results must contain its own separate set

of nodes, such that the windows are initially not connected. By requiring each

window to have its own set of nodes, this ensures that the Sankey diagram contains

a temporal context as events that happen in different locations of a dataset (in

different windows) are not equivalent to one another. To build each window’s set

of nodes we convert the frequent subsequences contained in the window to a series

of nodes such that similar events that occur in the same index of a subsequence

are merged. For example, given a window that contains the frequent subsequences

S1 =< A,C,B > and S2 =< C,D,A >, C would be represented as a single node

due to it occurring in the same itemset index 0, but A would not be merged as it

147



occurs in different indices 0 and 1.

Second, for each pair of nodes in a window that have different index positions,

an edge is drawn in between them. Using the previous example of S1 and S2, two

edges would be drawn from the node C: an edge from C to B and an edge from C

to the A node in the second index. As each edge represents the flow from one event

to the next, we encode the number of times that the respective transition occurred

between the events into the edges.

Third, we link adjoining windows, Wi and Wj, through two methods: a di-

rection connection and a wildcard node. Given the frequent subsequences of each

window, Fim ∈ Wi and Fjn ∈ Wj, these two methods are utilized on the last event

in each Fim such that Eim = Fim(−1) and the first event in each Fjn such that

Ejn = Fjn(0). For the direct connection the two events, Eim and Ejn, are connected

by an edge that is encoded with the direct count between Fim and Fjn that was

identified by our algorithm.

For the wildcard node an extra node is drawn between the two events, Eim

and Ejn, which is labeled as a “wildcard node”. Two edges are then drawn: (1) from

the event Eim to the wildcard node and (2) from the wildcard node to the event

Ejn. Both of these edges are encoded with the wildcard count that was returned by

the algorithm.

While the wildcard node is powerful at representing extra information that is

contained between two events, for some visualization techniques this creates extra

nodes and thus noise. Therefore, to reduce this noise and clutter caused by the

wildcard nodes we alter the mapping so that instead of creating a wildcard node,
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a colored edge between Eim and Ejn is drawn. This change reduces the amount of

nodes in the graph and still allows for the difference between direct and wildcard

connections to be understood through visual inspection of the graph.

4.5.2 Sankey Diagram

A popular visualization, the Sankey diagram, has been used to understand

the flow of resources in data [155]. We utilize the Sankey diagram by mapping our

algorithm’s results to the diagram which allows for us to visualize the flow of events

in the various trajectories.

An example of a Sankey diagram produced by mapping our algorithm is shown

in Figure 4.7 Left and Middle where wildcard nodes and edges are used respectively.

Through visual inspection we can see that Figure 4.7 Middle contains less clutter

and is easier to understand due to the encoding of the wildcard into the edges.

Analyzing Figure 4.7 Middle we can describe the overall flow of events: first

an event of f is the most frequent while D, T , and H also occur at much lower

frequencies. Next, the events D, T , and H proceed to another D with the sequences

being split about 50% for going to the second D on a direct connection or with

extra, infrequent events in between. At the same time, the f event proceeds to a

different D, f , and H before ultimately ending up at the same D as the previous

events. Once all of the events have reached the large D on the right side of the

diagram, only a small portion move further into another repeated event of D. The

reason that there exists a small path out of a large event node is that the final D
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Figure 4.7: An example output of our AWP-Span algorithm mapped to a Sankey and

our event summary diagrams. (Left) Shows a Sankey diagram containing wildcard

nodes causing for extra clutter and noise to exist. (Middle) Shows a Sankey diagram

with the wildcard nodes converted into red-colored edges that can be expanded with

a click to show the underlying wildcard data which provides multiple levels of detail.

(Right) Our event summary diagram where the edges have been removed to decrease

the analytical capacity needed to understand the overall flow of events. Wildcard

edges are now mapped to a texture rather than a red-colored edge and windows are

separated by a vertical gap.

is infrequent in its window relative to the other windows. This means that the D

event is a frequent subsequence in its own window, but that the other windows have

frequent subsequences of a much higher frequency.

Through this analysis of the Sankey diagram it can be seen how a business

analyst could identify the most popular marketing channels, in this case the D

channel would be indicative of being very popular, as well as understand the varying
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paths that users take: most users will end up at the largest D node but in the first

column the D, T , and H are all just as likely to end up at D as the f channel.

Furthermore, in the healthcare domain a clinician would be interested to see that

most patients end up with a diagnosis of D, but that the paths that the patients

took differed.

While the Sankey diagram is able to show the flow of sequences between events

for all of the windows, it suffers in its visual complexity and ease of use. When

analyzing the Sankey diagram, a user is required to follow the edges out from a

node to be able to understand the destination events because of the fact that edges

can be curved and are overlapped in the diagram. In addition, as the size of the

data being represented increases, and in our case the number of windows, the size

of the diagram grows significantly causing for it to be difficult to obtain a general

overview of the data. These are limitations of the Sankey diagram which directly

apply to the data that is attempted to be visualized from our AWP-Span algorithm,

and thus we sought to identify a better method of visualizing the data.

4.5.3 Event Summary Diagram

As the Sankey diagram suffers from difficulties in identifying the flow of events

with the spaced-out edges, as was identified by MatrixWave [140], we developed an

edge-free visualization that reduces the complexity of analyzing and understanding

the different flow of trajectories. We will outline the steps taken to construct our

event summary diagram to overcome these limitations.
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First, in the Sankey diagram there is no requirement for event nodes to be

aligned as the edge between a set of nodes is flexible to ensure that the connection

is fully made. While this ensures flexibility, it also requires immense visual thinking

to be able to thoroughly understand the connections. To overcome this issue we

removed all edges in the graph and aligned each node next to the node that it

originated from. This alignment causes for a clear path to be understood through a

quick glance at the graph.

Second, as we removed edges between nodes, and thus removed the encoded

wildcard edges, we textured a portion of the destination event node to indicate

that the sequence passed through a wildcard prior to reaching this event. Adding a

texture to the node adds minimal noise to the diagram while adding key information.

We chose to only texture a small portion of the destination node over applying the

texture to the entire node, because through a user evaluation we found that texturing

the entire node created confusion as to which connection contained the wildcard:

whether it was the connection into or out of the node.

Third, as our AWP-Span algorithm is built on the premise of dividing event

sequences into windows, we added a vertical spacing between each set of windows so

that through visual inspection it is possible to understand the frequent subsequences

contained within the window. By ensuring that each window can be individually an-

alyzed, users across many domains can understand a particular section of a dataset.

For instance, a clinician could isolate a specific window to evaluate the most common

diagnoses and paths followed within a certain time span.

Finally, as each window in our AWP-Span algorithm contains its own frequent
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subsequences, it is possible that certain windows will contain more sequences than

another window. As an example situation: an event A could go to event B with a

value of 5, followed by B going to C with a value of 10, where A, B, and C are in

separate windows. In this example, the event B would be of size 5 while the event

C would be of size 10 and following our first requirement of aligning nodes next to

the node that they originated from, this difference in size would not be possible as

there is not enough B to flow into C. Therefore, to overcome this limitation we

utilize proportions on each window to ensure that the events can be drawn and that

the relative frequency within a window is sustained.

We utilize the example data shown in Figure 4.7 (Left and Middle) to present

our new design in Figure 4.7 Right. Through visual inspection, we can see that our

new design contains the same information present in the Sankey diagram, but does

so in a simpler and more easily understood manner. For instance, we can see that

the majority of the events in the first window were red, but in the event summary

diagram we can better see the proportion difference as there are no gaps between

the events. Then, we can see that the first window also has an additional series of

events that come from the red nodes, but the rest of the events/nodes do not have

any additional events. This is very difficult to identify in the sankey diagram due

to its algorithm for attempting to move the nodes around and thus they do not line

up with the first large red node.

Looking at the additional windows, it is much easier to see that all of the

events have wildcard edges and the proportion of them is also easier to identify.

Finally, we can see that the blue and orange nodes in the first window are the only
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nodes that have any events in the final window. Compared to the sankey diagram,

this is impossible to identify in it. Ultimately, the simplification of edges decreases

the analytical capacity required by the user and simultaneously reduces the virtual

screen space occupied by the diagram.

4.5.4 Levels of Detail

Figure 4.8: An example showing the multiple levels of detail available upon clicking

on a wildcard edge. In this example, the user clicked on subsequent wildcard edges

to show the underlying data.

As an extension to the wildcard edges produced, we recognize that the in-

formation contained in these connections may be interesting and contain useful

information, thus we extend both of our visualizations to allow for expanding and

collapsing of wildcard connections. Through an interactive action of clicking on a

red-colored or textured wildcard edge, the wildcard is exploded such that the events
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contained within it are drawn as nodes in place of the edge. An example of this is

shown in Figure 4.8, where a wildcard on the blue “H” node was clicked to display

the underlying wildcard data. This provides both of our visualizations with multiple

levels of detail by helping to identify certain patterns or trends embedded within

the wildcards and allowing for further exploration of a dataset of sequences than

what the overall summary is able to present.
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4.6 Case Studies

We demonstrate the capabilities of our algorithm and visualization on three

datasets from vastly different domains that contain a large amount of records and

have been used in real world analysis scenarios. For the purposes of evaluating the

insights that can be discovered within these datasets, we interviewed three analysts

that each have experience in their own respective domains.

4.6.1 Soccer Matches

Sports interests analysts and researchers because of the high volume of data

that is produced throughout the course of a game: events are produced on and off

the field and each player contains an assortment of attributes that can be learned

from. For this case study, we utilized a Kaggle dataset that contains 9,084 soccer

matches captured from the 2011/2012 season to the 2016/2017 season for the 5

biggest European leagues1. These matches, in total, produced over 900,000 events

which were categorized into 11 different event types. The generated event summary

diagrams for two different window counts, n, are shown in Figure 4.9 where the

images correspond to 6 and 12 windows respectively.

We first presented the sports analyst this dataset loaded into an existing event

analysis system as we had previously shown in Figure 4.3. Then we presented

our tool with the initial number of windows set to 6, as shown in Figure 4.9 Left.

Immediately upon seeing this visualization, before even attempting to change the
1https://www.kaggle.com/secareanualin/football-events
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Figure 4.9: A dataset of over 9,000 European soccer matches were summarized into

event summary diagrams containing (Left) 6 windows and (Right) 12 windows.

number of windows parameter, n, the analyst was intrigued as to the existence of

the red events in the 5th window. Upon analyzing the legend, the analyst identified

that the red event corresponds to a substitution event and confirmed that this is a

typical behavior present in all soccer matches.

Next, the analyst began to change the parameter, n, and saw minimal changes

in the visualization until they arrived at a value of 12 windows, shown in Figure 4.9

Right. At this window configuration, the purple event became present for the first

time and through these series of parameter changes the analyst highlighted to us

that they noticed two different patterns. The first pattern that they said they were

able to uncover is that the purple event, which corresponds to a corner kick, did

not appear until they had reached 12 windows. The analyst quickly began to think
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out loud and realize that as the number of windows increased, the size of each

window decreased. Thus they concluded that corner kicks were not frequent enough

to appear in the larger size windows, but when confined to only the first 10 minutes

of a game corner kicks were frequent enough. This was a very interesting trend to

the analyst that they wished to investigate further.

The second pattern that they highlighted and were puzzled by was the large

presence of green and blue events, corresponding to free kicks and attempts on goal

respectively. The analyst eagerly opened the dataset in a statistical software and

produced a histogram of the event types over the dataset where they noted that

the green and blue events dominate the entire dataset. Through this they were

able to identify a flaw with the dataset: that the majority of the dataset contained

green and blue events which results in a dataset that contains very little useful

information. This insight ultimately saved the analyst from performing any potential

future analysis or at least identifying the flaw before they choose to analyze..

The analyst concluded by stating that compared to the existing event analysis

system, our visualization was key in performing a top-down analysis of the dataset

rather than a bottom-up approach. Most notably, they did not find it possible to

arrive at the same insight of substitutions occurring in the later parts of a game

in the existing system as its purpose is not catered to capturing a summary of the

contained events.
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4.6.2 Web Traffic Logs

We performed the next case study on web traffic logs with an analyst that

manages front-end developers and is in charge of ensuring that a system is optimized

for the end users. Traffic and access log files are an interesting data source to

researchers from many different perspectives ranging from cybersecurity [156,157], to

advertising and marketing purposes [158,159], to website and usability optimization

[160,161]. However, these datasets commonly exist in large data sizes to the extent

of gigabytes and even terabytes of data. At these large scales, it is paramount that

analysts are able to fully understand the dataset that they are presented with, and

thus a summary is greatly beneficial for these types of analyses.

For this case study, we utilized a dataset released by msnbc.com containing

the server logs for the entire day of September 28, 1999 [162]. The dataset con-

tains 989,818 tracked users which make an average of 5.7 visits across 17 different

categories of pages on the website. Due to extreme outliers present in the data we

removed the 10,000 users that made over 50 clicks, leaving us with a still sizable

dataset of 979,133 users.

We presented the web traffic analyst with the summary mined from our AWP-

Span algorithm mapped to both a Sankey diagram and our event summary diagram

as displayed in Figure 4.10. The analyst immediately was offput by the Sankey dia-

gram, and stated that the only insights that they could safely discover in this “mess”

were that users typically visit the blue page first, corresponding to the frontpage of

the website, and that over time less users clicked due to the smaller nodes in the
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Figure 4.10: A web traffic dataset containing 989,818 users was summarized using

our AWP-Span to produce a (Left) Sankey diagram and (Right) event summary

diagram.

Sankey diagram.

However, upon switching to our event summary diagram, the analyst began

to quickly pick out interesting patterns and trends. They identified that most users

stay on the frontpage between clicks, because of the large series of blue in the middle

of the diagram, but that some of them move to the orange (news), red (as seen tv),

and pink (sports) before coming back to the frontpage, as seen in the upper left

section. Next they eagerly pointed to the bottom section of the diagram where the

initial red events lead into repeated orange events that continue through all of the

windows, which indicates that users that visit the website through the “as seen on

tv” (red) section will stay on the website for a long time, clicking through different

news (orange) pages. They noted this as being a helpful insight into user retention
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and pointed out a comparison to the middle section of the diagram where users that

entered the website through the frontpage leave after a significantly lower amount

of clicks than those that enter through the “as seen on tv” section. Based on this

insight, they stated that the frontpage could potentially be optimized to attempt to

guide users towards these pages with higher retention rates or that more advertising

of the website could be done on TV.

4.6.3 EHR Data

With the challenge of EHR data in mind, as discussed in Section 4.2, we

performed a final case study with a large, complex, clinical dataset. This dataset

consisted of 89,840 patients that have been diagnosed with a mild Traumatic Brain

Injury (a.k.a. concussion). The longitudinal data included 5.3 million TBI-related

clinical encounters over 10 years and over 8.7 million clinical diagnoses (i.e., events),

where a TBI-related encounter was defined as a visit to the doctor where the pa-

tient was treated with one or more of the conditions that are commonly known

to be related to concussions such as behavioral disorder, sleep problems, cognitive

deficiencies, and audiology complaints. The patients under consideration had an

average of 59.06 encounters.

As a common task in evaluating and understanding TBIs involves analyzing

the first year after an injury, we filtered the dataset to contain the first 365 days

after a patient’s concussion before running our AWP-Span algorithm. A mined event

summary is shown in Figure 4.11 Left and a subset of the dataset (only 1,000 patients
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Figure 4.11: (Left) An event summary diagram for EHR data. (Right) The same

EHR dataset loaded into an existing event analysis system.

due to performance limitations) loaded into an existing event analysis system is

shown in Figure 4.11 Right.

The healthcare analyst looked at both types of visualizations displayed in

Figure 4.11 and first noted three similarities: (1) they both show that patients that

suffered a concussion (orange) and then had no more events available afterwards, (2)

they both indicate that patients have repeated diagnoses, and (3) that Depression

(light green) and PTSD (dark green) are very common to occur amongst concussion

patients. Beyond these similarities, the analyst liked that the Figure 4.11 Right

showed all of the different types of events, but they stated that they struggle to

identify any patterns due to little change in diagnoses/colors for each record. Thus,

they moved to the diagram shown in Figure 4.11 Left and expressed their satisfaction

for time periods being present at the top of the diagram to aid in the understanding

of the trajectory. With these time periods (window configurations), they found
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it interesting to see that the size of the windows increased in the later windows,

indicating that patients utilized less healthcare and doctor visits as time went on.

Additionally, the analyst noticed that the light blue (headaches) diagnoses only

occurred in the first couple of windows after a concussion which they confirmed

follows the medical literature.

The analyst was further interested in understanding what diagnoses the pa-

tients had between diagnoses that our system did not find to be common and thus

they began to click wildcard edges and arrived at a diagram similar to the one found

in Figure 4.8 Right. Through the expansion of these wildcard edges, the analyst

discovered that patients seemed to only have diagnoses of sleep (dark blue) near

their concussion, but not in the later windows. They found this interesting and

noted that there could be a relation between the diagnoses of sleep and headaches

only occurring in similar windows.
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4.7 Limitations

While our approach is able to produce an effective summary visualization,

there are limitations that must be taken into account when utilizing it. Many

approaches take a bottom-up approach, such as EventFlow [43], where the user is

presented the entire dataset and must perform operations to simplify it and create a

summary. However, our approach takes a top-down approach by presenting the user

with a simplified visualization that they can interact with to gradually view more

detail. Because of this different method there may be information that is crucial

for the user to identify within the dataset, but was removed during the process of

summarization. Thus, extra care should be taken to understand that our summary

visualization is strictly used for providing a high level overview and does not reveal

all patterns within the dataset.

Also, because we build a representation of the dataset using the mined frequent

subsequences and their connections between windows the summary visualization

generated is not a true view of the dataset but rather a simulated view. Thus,

there is a lot of information that is hidden or removed that causes for the summary

visualization to be prone to misinterpretation. To overcome this limitation, in the

future we seek to build a summary that attempts to follow the bottom-up approach

and create an algorithm that performs the typical simplification techniques followed

by users in an automatic manner. With this alternate approach the entire dataset

would be visualized and the frequent patterns could be highlighted while the rest of

the dataset is hidden (or greyed out into transparency). Additionally, the algorithm
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could identify sequences to remove from the visualization or condense into another

in order to arrive at a visualization that is able to support large scale datasets.

Ultimately, this alternate technique would ensure that the summary visualization is

a true representation of the dataset while still providing the benefits of a top-down

approach.

4.8 Conclusion

Previously frequent sequence mining (FSM) algorithms had been used to un-

derstand the patterns contained within a dataset and did not take into account

the location of each pattern. Through the development of our algorithm we have

shown how the temporal context of each mined pattern can be utilized by breaking a

dataset into temporal windows and constructing a trajectory of the various common

paths that sequences may follow. Compared to displaying all possible event paths

which suffers from scaling issues, our unique method of utilizing an FSM algorithm

provides a condensed overview of an event dataset while still allowing for exploration

at multiple levels of detail. In addition, due to the window nature of our algorithm

the computation for each window can be run in parallel allowing for results to be

obtained quickly.

Additionally, through our new novel event summary design we have reduced

the visual complexity existent in a typical Sankey diagram. We have demon-

strated the effectiveness and usefulness of our algorithm and event summary di-

agram through three case studies, where analysts from different domains were able
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to quickly find insights and identify the aid that our approach provides for solving

tasks faced each and everyday by event researchers in large scale temporal datasets.

Because we are now able to both predict and summarize irregular events,

analysts and end-users can be provided with the models and visualizations to further

understand their datasets and utilize them correctly. As users interact with these

different components, there is a lot of knowledge that can be learned from the way in

which they interact. For instance, “can the visualization be improved?”, “is the user

lost?”, “did the user identify a pattern in the dataset?”, and many more questions

can be asked. With this, the interactions that the users perform are also irregular

in nature and we can model these interactions as irregular events to also learn from

them and further improve our models, visualizations, and users’ analytic capabilities.
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Chapter 5: Reinforcement Learning on User Interactions

5.1 Introduction

Imagine a typical scenario where a user has a specific task or question to an-

swer: they open a visualization tool, load their dataset, map attributes of the data

to visual representations, employ filters to manipulate the data or visual representa-

tions, and continue to go through an analytical process of exploring the information

until they reach a state where the task under consideration is complete. Throughout

this process, no matter the knowledge level of the user, each interaction that they

take leads them closer or further away from their goal as well as provides some value,

whether that be large or small. There is a wide range of questions that can be asked

of these interactions, such as: Does the user seem to be confused by the visualiza-

tion? Is the user lost and do they need assistance? How important is applying a

specific filter onto the data? Can the interface be made better?

However, despite the growth of visual analytics and the widespread use of visu-

alization tools, mining and modelling these user interactions and applying the knowl-

edge embedded within them continues to be a difficult task. Current approaches

are limited by either relying on users to analyze their own thought process [163] or

on experts to undergo a laborious process to construct task specific rules [164–166].
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To further extract the wealth of knowledge that is contained within the user inter-

action process, an approach that moves beyond the standard techniques, that can

automatically learn by itself, and that can generalize across tasks and domains is

needed.

We introduce the application of reinforcement learning onto user interactions

within a visual analytic system. Reinforcement learning has the ability to uncover

the hidden knowledge and insights embedded within interactions, and most notably

can be performed in an automatic manner. In this paper we build and outline the

connection of reinforcement learning to user interactions and show its utility through

three applications: (i) providing guidance to users towards the completion of a task,

(ii) personalizing guidance to match each individual user’s behavior and preferences

such that the guidance is “polite” and unobtrusive, and (iii) optimizing the visual

analytic interface to maximize user performance.
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5.2 Related Work

5.2.1 User Interactions

The capturing, modelling, and analysis of user interaction data to understand

a user’s analytical process in a visualization has been an active research area in the

visualization [167–171], human-computer interaction (HCI) [172–174], and worflow

mining communities [175,176]. Multiple systems have been developed that provide

users with manual methods of understanding their own interactions, which include:

presenting a historical timeline of interaction data to the user and allowing for them

to analyze their own analytical process [163], visually encoding a user’s interaction

history to promote exploration [177], and providing users with the functionality to

annotate and share their actions [178]. While these manual techniques allow for

users to evaluate their own missteps, the reliance on users to correctly classify their

own actions is problematic when users are lost and unsure of how to accomplish

their task, or even for new tasks that they have never encountered.

To allow for an external evaluation of where users become lost in a visual-

ization, researchers have attempted to understand interactions by capturing and

analyzing the user’s analytic provenance by means of eye movement data [179–182],

interaction logs [183,184], and thinking aloud videos [185]. This work has aided the

understanding of a user’s thought process, but relies on an expert to identify the

missteps.

With the goal of building systems that automatically learn and adapt to users,
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Gotz and Zhou defined the different tiers of the visual analytic process [186] and

Ragan et al. developed a framework of user provenance types to assist researchers

in evaluating designs and capturing provenance information [187]. Building on this

defined interaction data, Xiao et al. utilized past visualization states and actions to

construct an improved and more relevant visualization for future users [188]. Brown

et al. used low-level interactions, specifically mouse activity, to classify fast and slow

users as well as personality traits [189]. Predicting the next click that a user will

make using mouse activity was found to be feasible [190, 191]. Gotz and Wen built

a system that analyzes users’ actions using regular expressions to suggest alternate

visualizations [192]. VisTrails captured user actions in a visualization and analyzed

the various branches in activity that users took [193]. And Dabek et al. developed a

system that applies a grammar induction algorithm onto a group of user interactions

to identify the various paths that users can take and then defined a set of explicit

rules that defined when and how to provide assistance to users [194].
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5.2.2 Reinforcement Learning

Reinforcement learning is a class of machine learning algorithms that learn

how to optimally choose actions to accomplish a task. Recent successful applica-

tions have shown utility in a wide range of tasks [195–199]. The underlying principle

behind reinforcement learning is that it builds a value structure of the possible ac-

tions through learning from experiences of playing a game repeatedly or performing

simulations of a task. By learning the value of each action, the algorithm can identify

the optimal actions to take at every point of the task.

One area in which reinforcement learning has found tremendous success are

in games such as Chess and Go [200–202]. Both of these are historic games that

require a lot of thought and future planning of moves. They are regarded as highly

intellectual games that while relatively easy to play, are difficult to master. Within

both games’ communities, an extensive analysis into different strategies and key

opening moves to maximize a player’s chance of winning have been identified [203].

This analysis required a lot of exploration to be identified, but reinforcement learning

models have been able to identify these same insights as well as uncover new ones

that had yet to be discovered [204,205].

A visual analytic interface can be thought of as a game. Similar to chess, the

interface can be easy to interact with, but difficult to master. There are also key

interactions that users take which lead to their success at accomplishing a task. And

similarly, there are many discoveries that are yet to be uncovered.
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5.2.2.1 Definitions

Reinforcement learning algorithms are composed of multiple components. The

agent is the actor, user, or robot that interacts within the space. The environment is

the simulation, scenario, or world that an agent interacts with and changes as actions

are performed. Each unique scenario that the agent encounters is referred to as a

state. Actions are the finite set of things that can be done within the environment.

And rewards are associated with moving between states and tell you what you get

for the transition. The agent’s goal is to learn a policy that indicates the action to

take in each state by maximizing the sum of future discounted rewards.

We relate these key terms directly to a visualization system:

Agent The actor that takes actions and moves. (Ex. User/Robot interacting

with the interface)

Environment The world with which the agent interacts. (Ex. Visual Analytic

System)

State The current situation of the environment that the agent is in. (Ex. The

current configuration of the interface and visualizations: data variables enabled,

data manipulations, visualization types, etc.)

Action Possible moves for the agent to take within the environment. (Ex.

Clicking a button, filter, visualization, etc.)

Reward A scalar value that indicates how good or bad it is to take specific

actions in specific states. (Ex. Assign +10/-10 for arriving a the goal configuration

and -1 for each click/interaction taken)
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5.3 Research Applications

To help introduce the concept of reinforcement learning on user interactions,

we present three applications and areas of exploration using these class of algorithms.

A1 Provide Guidance: Typically when confronted with a new task, visual an-

alytic system, or a particularly challenging dataset users may have a difficult

time identifying answers to their questions or new insights in their data. Be-

cause of this hurdle, users may take missteps or a path that does not lead them

towards completing their task and they may ultimately become frustrated and

discouraged. Therefore, it is important to ensure that users stay on track by

guiding them when they get stuck or require assistance.

Using a reinforcement learning model and training it within a simulated visual

analytic environment, the value structure of each action at each state could be

obtained. Through this value structure, the model captures the value of in-

teractions, controls, and visualizations within the interface. Then when a user

interacts with the real world system, for each state that the user enters within

the system the optimal action could be presented in the form of guidance.

A2 Polite Guidance: While determining what to suggest to a user when guid-

ing them is an initial first step, it has been highly documented that providing

assistance to users in a polite manner is important to not impede on already

established workflows [206]. Therefore, it is crucial to identify when to provide

suggestions to users to avoid being intrusive and widely disliked as Clippy in
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Microsoft Office famously was [207]. As shown in the related work, recent

methods for user assistance have relied on manually creating rules to deter-

mine when to assist a user, but these methods lack the ability to conform to

user preferences and dynamically adapt to the interface that they are being

presented with.

With a reinforcement learning model the states and actions could correspond

to the interaction history and whether or not to make a suggestion, respec-

tively. This model could then receive rewards dependent on if the user follows

the prompt or chooses to dismiss it. Through this, a policy of the user’s

preferences could be learned and thus we can improve how we assist users by

determining when to assist them and allowing the model to adapt to their

preferences over time with continuous training.

A3 Optimize Interface: The placement of elements within an interface have

been shown to be important to the effectiveness of a user accomplishing

tasks [208–210]. This can be extended to visual analytic systems in which

the placement of buttons, filters, and visualizations are crucial to assist the

user in understanding the data and going through their analytic process.

However, identifying the correct arrangement of an interface is a difficult task

which typically requires extensive user studies, use of eye tracking devices, and

other methods [211, 212]. These methods rely on the feedback of the users,

but can be lackluster as users may not themselves know the best method or

arrangement [213]. Additionally, studies rely on the statistics of the users’
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performance and typically do not place enough emphasis on the interactions

performed.

Therefore, utilizing user interactions is a key way to identify which clicks are

the most valuable and optimize the interface in terms of the design and layout

in order to maximize the users’ performance and analytical understanding.

With reinforcement learning, the overall value of actions at each state could

be analyzed to identify potential areas of the visual analytic system where

users may be become stuck or otherwise areas that are of tremendous value.

With these three research applications defined, we formulate hypotheses to

test with our approach that we will build:

H1 The use of reinforcement learning will lead to more accurate or faster solutions

by users within a visualization system.

H2 We can learn a policy that makes suggestions to users at the correct times,

without disturbing them.

H3 Through the presentation of suggestions, users will be more correct.

H4 We will be able to identify the optimal user interaction path for a given task

within a visualization system without any user input or data.
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5.4 Approach

Our approach uses the Q-Learning algorithm [214] due to the interpretability

of the underlying matrix that is built. Therefore, an in depth explanation of the

algorithm is explored.

5.4.1 Learning by Playing

Q-Learning is an algorithm that attempts to learn a value for all possible

actions within each state. Thus when the algorithm reaches a state, it picks the

action with the most value for the given state. For this algorithm, the value is a

function such that it is equal to the expected total reward that would be obtained

after picking the associated action if the agent was to follow the policy afterwards.

The equation for the value can be thought of as:

Qπ(st, at)← Eπ{Rst,at + γmaxQ(st+1, a)} (5.1)

where the sum of the maximum reward at all future states, up to the goal state, is

computed. Through this value function, an agent learns to take actions to maximize

their future rewards.

To obtain the associated value for all actions within each state, Q-Learning

builds a matrix/table where the rows correspond to states and the columns corre-

spond to actions. Each time that the agent needs to take an action, it looks at

the state (row) that it is currently in and identifies the action (column) with the
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most value. Then upon taking the action, it receives a reward for taking it. In the

simplest of cases it would receive +10 for a win and -10 for a loss, with all other

cases resulting in 0. Using this reward, the algorithm then updates the cell of the

action that it had just taken. The update rule is defined as:

Q(st, at)← Q(st, at) + α[rt+1 + γmax
a
Q(st+1, a)−Q(st, at)] (5.2)

where Q(st, at) corresponds to the current cell of the action that was selected; rt+1

corresponds to the reward that was obtained upon taking the action; maxaQ(st+1, a)

is the maximum reward possible at the future state that the agent just moved to

(by looking at the entire row of the state that it had just moved to after taking

the action); and α and γ are two parameters that are set prior to training the

model, such that α is the learning rate, how much the newly acquired reward should

override the old information, and γ is the discount factor, how much of the future

reward should be taken into account. With this update function and states/actions

the Q-Learning algorithm performs the number of simulations, n, that are set for it

and builds the associated matrix. The pseudocode using the update rule is shown

in Alogrithm 4 [214].

5.4.1.1 Exploration

While a model is being trained, there may be instances where the algorithm

has learned a specific path of interactions to take in order to reach the goal, but may

still not yet have arrived at the optimal interactions to take. This is similar to where
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Algorithm 4 Q-Learning
Initialize Q(s, a), for all s ∈ S+, a ∈ A(s),

arbitrarily except that Q(terminal, ·) = 0

for each episode do

Initialize S

for each step of the episode (until S is terminal) do

Choose A from S using policy derived from Q

Take action A, observe R, S ′

Q(S,A)← Q(S,A) + α[R + γmaxaQ(S
′, a)−Q(S,A)]

S ← S ′

end for

end for

a user follows a set interaction path to arrive at the answer that they are looking for

without realizing that there is a more optimal path. This different path could present

the data in a more impactful and intuitive manner for the user and thus it would

be best for them to follow it. To resolve this issue, ε-greedy Q-Learning introduces

an instance of randomness into the algorithm: at each point when the algorithm

needs to identify the action with the most value for a given state, it occasionally

will choose to select a random action. This ensures that the algorithm is able to

continue to explore throughout its learning and potentially identify better actions

to take than what it had initially learned. The equation for ε-greedy Q-Learning is

displayed below:
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with probability ε : choose an action at random

with probability 1− ε : a = argmax
a
Q(s, a)

5.4.2 Reward Structure

While a simple example of a reward structure is to provide a +10 for winning

and a -10 for losing, there are alternate structures that could be utilized to achieve

different goals. For instance, with the simple reward structure of +10/-10 for a

win/loss, the agent would not prioritize the number of actions that it takes to arrive

at the goal. This means that within a visualization system, the model could identify

an optimal path that consists of extra, unnecessary clicks. This type of example

shows the importance of crafting the reward structure such that the desired outcome

can be achieved.

To overcome this issue of the number of moves it takes, one could add an

additional element to the reward structure such that the agent receives -1 for every

action that it takes. With this updated structure the agent is still motivated most

by a win/loss, but it will also attempt to find the shortest path to arrive at the

goal because of the constant penalty it receives from making a move. In another

example, the reward structure could be modified to motivate the agent to simplify

the visualizations by assigning a +1 reward for each time that an unimportant

variable is removed from the data being displayed. Additionally, when the discount

factor γ present within the Q-Learning algorithm is less than 1, γ < 1, then the
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agent is motivated to win quickly or put off losing as long as possible. Through

these examples of a movement penalty, simplification reward, and discount factor

tuning, it is possible to see how a carefully crafted reward structure, through the

magnitude and sign of the rewards, is crucial to arrive at the goal set out.
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Figure 5.1: A screenshot of our visualization system built for capturing user inter-

actions in a real-world type scenario.

5.5 Visualization System

To evaluate the effectiveness of applying reinforcement learning algorithms

within a visualization user interface, a coordinated multi-view visualization system

was built. In this system we sought to create a real-world type scenario similar to

those visualization frameworks/tools that are created by Tableau [215] and D3 [216].

In these dashboards, users typically look to either explore the data to uncover in-

sights or have a specific question to answer. For both of these tasks, it is necessary

for users to click around the interface to manipulate the view and alter the visual-

ization that is being presented.

The visualization system that we built is shown in Figure 5.1. The various

components of this system include a list of variables on the left-hand side, a clickable
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map in the top center with controls for switching between partitioning the USA

into regions or states, a multiple bar chart in the bottom center with a control for

switching between three different graphs and the ability to change the year. Finally,

at the top of the screen there is a question along with four multiple answer choices

at the top right.

5.5.1 Dataset

To mimic a real-world scenario, we chose to represent a dataset in the system

that would not easily be understood and thus would require exploration of the data

for insights to be discovered. Because of this requirement we focused on healthcare

data due to its complexity and inherent lack of understanding compared to standard

datasets such as weather, sports, etc. The final dataset chosen consists of medicare

provider utilization and payment data taken from the Centers for Medicare and

Medicaid Services (CMS) website1. The dataset covers the years 2012, 2013, and

2014 and provides an assortment of variables for each physician: the number of

services that they performed, the number of patients that they saw, the average

amount that they were reimbursed for services, the average age and race breakdown

of patients, etc.
1https://www.cms.gov/research-statistics-data-and-systems/statistics-trends-and-

reports/medicare-provider-charge-data/physician-and-other-supplier.html
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5.5.2 Questions

For the study, we devised 10 multiple choice questions that were similar to the

types of questions asked by media outlets, doctors, patients, and researchers in the

healthcare domain 2 3. We ensured that each question required interaction for the

answer to be visible in the corresponding visualizations. A listing of the 10 questions

can be found below:

1. In 2012, how many services did female nurse practitioners perform in the East

South Central region?

2. What specialty submitted the highest medicare charges in Nebraska (NE) for

2014?

3. In 2012, which gender submitted the largest payments in New Mexico (NM)?

4. For all physician assistants in Texas (TX) in 2013, which race had the second

highest submitted payments?

5. For the Mountain region in 2013, which age group had the highest reimburse-

ments over all specialties?

6. Over all degrees and genders, which specialty had the highest submitted pay-

ments for 2014 in Kansas (KS)?

7. For the South Atlantic region in 2012, which specialty had the most number

of patients in the 75 to 84 age range?

8. How much were physical therapists reimbursed for white patients in the New

England region in 2012?
2Wall Street Journal: http://graphics.wsj.com/medicare-billing/
3Washington Post: http://wapo.st/1hAFRFE
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9. For physician assistants, which gender was able to submit higher amounts in

Nevada (NV) for 2012?

10. For family practice physicians in Florida (FL) in 2013, which age group offered

the second highest reimbursement?
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5.6 Building Models

With our visual analytic system and associated dataset defined, models can be

built to solve the tasks presented by the posed questions. As typical applications of

reinforcement learning are performed in an automatic way such that a bot undergoes

training runs/simulations through the environment in order to build a model, it is

similarly possible to do this with a user interface and treat the bot as simulating a

user. For a user interface, a bot would pick the different actions to take to manipulate

the interface until it is notified of having reached the goal, which is defined as the

state at which the solution to the question/task is displayed within the interface.

Because the bot is simply looking for the state at which the solution is visible

and the question can be answered, there exists only a single goal state which we de-

fine as being the “winning” state. Thus, after attempting multiple reward structures

we arrived at one that optimizes for arriving at the goal state quickly: assigning -1

for each action taken and a 0 once arriving at the goal state. With this structure

the agent learns to not explore endlessly, but rather to find the goal state to stop

being penalized.

To accomplish this training of a bot we utilized a popular reinforcement learn-

ing library, OpenAI Gym [217]. A separate model was built for each question and

each was trained by running for a series of 10,000 training runs (an attempt at an-

swering the question). The maximum amount of time that it took to train a model

was 30 seconds.

To provide an overview of the models we analyzed the training process that
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each model underwent. For this, we gathered the total amount of reward gained

for each run, allowing us to see how well the model performed at each point. By

analyzing the reward gained we can identify the moment where the model moves

from being unintelligent to the point at which it is able to answer the question

and receive a maximal reward the majority of the time. To better see this shift in

learning, we applied a mean smoothing of size 100 to the reward data.

Figures 5.2a & 5.2b show the training process for two separate models for

questions 5 and 10. The maximal reward is negative for each of these cases because

in the optimal scenario it would arrive at the answer in a low number of actions

which would be summed to be a negative number. The sign (positive/negative) of

the number does not matter as simply arriving at the maximum possible value is

the key.

Inspecting Figure 5.2a we can see that for answering question 5 the bot became

optimal at about 6,000 training runs because of the large vertical spike, while for

question 10 in Figure 5.2b it became optimal in the final few training runs before

10,000. This indicates that the bot found question 10 to be more difficult compared

to question 5. This difference in difficulty can reveal a lot about the interface and

the way in which users interact with it. For example, a task that is constructed with

the intention of being relatively simple for an interface, but is found to be difficult

by the model would reveal that the interface may need to be refined to have more

specific controls for accomplishing the associated task.
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(a) (b)

(c)

Figure 5.2: (a & b) A separate blank model was trained on (a) question 5 and (b)

question 10. It can be seen that question 5 became optimal quicker than question 10

and thus can be concluded to be an easier task. (c) The model trained independently

on question 5 is used as the starting point for learning question 10 and produces the

resulting graph. This shows that the question 5 model had embedded knowledge

about the interface and can be applied across tasks.
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5.6.1 Learning Across Tasks

While we trained independent models for each question, we can also utilize a

trained model as the starting point for a different question to show how knowledge

is embedded and the applicability across tasks (referred to as transfer learning).

Figure 5.2c shows this process and the performance on the newly trained task. By

analyzing the improved model graph against Figure 5.2b, it can be seen that this

model was able to answer question 10 in almost 2,000 less training runs. This

indicates that even though the model was trained for a different question, it had

learned and embedded information about the system which was then utilized to

identify the path to answering question 10 in a quicker manner. This is directly

applicable to a real-world scenario where a never before seen task has arisen and

the optimal path needs to be discovered.

5.6.2 Extracting Optimal Path

Using the built models it is possible to extract the optimal path to complete a

task. This can be achieved by starting at the state that corresponds to the beginning

of the system, the “start state”, then choosing the action with the most reward, and

continuing to move through the states until the goal state has been reached. The

sequence of actions that were taken is then considered the optimal path for answering

the question and what the agent would look to take.

Looking at question 3 (“In 2012, which gender submitted the largest payments

in New Mexico (NM)?”), the extracted path from the model is [states, NM, submitted
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amount, 2012 ]. This path corresponds to a user clicking on the “States” button to

switch the map view from regions to states, clicking on the state of New Mexico,

changing the displayed metric to “Submitted Amount” by selecting it, and then

changing the year of interest by clicking the “2012” button. This shows that the

model learned the correct path to arriving at the goal state because the actions

align directly with the keywords of the question and is the logical shortest path to

arriving at the answer. Similar patterns were seen across the different questions.

It is also possible to see the optimal paths by inspecting the model’s matrix.

Using question 6 (“Over all degrees and genders, which specialty had the highest

submitted payments for 2014 in Kansas (KS)?”) as an example, Figure 5.3 contains

a heatmap representation of the model learned. To construct the heatmap, rows

and columns were removed if they contained all white, or nearly white, cells as this

indicated almost no reward. This removal constrained the heatmap from thousands

of rows down to ten.

This heatmap clearly shows that the model learned that the actions “Kansas”

and “Submitted Amount” were the most important and provided the most reward to

answer the question. Additionally, very light green cells can be seen which indicate

that the model had explored other pathways that eventually led to the answer, but

that it learned that these were not valuable to answering the question.
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Figure 5.3: A heatmap visualization of the trained model for question 6 where rows

and columns that had mostly white for the entire span were removed. Inspecting

the heatmap, it shows that the model learned that clicking on “Kansas” and the

variable “Submitted Amount” were the most important.
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Figure 5.4: An example of a suggestion being presented to a user. In this example

the user has the “Number of Services” variable selected, but the “Submitted Amount”

variable is highlighted to suggest for them to take the associated action.

5.7 Providing Guidance

With the ultimate goal of providing guidance, we outline how we provide the

suggestions and then how these suggestions are personalized/tailored to the user

automatically using reinforcement learning. Figure 5.4 shows an example of how a

suggestion will be presented to a user. In this example the “Number of Services”

variable is selected, but the “Submitted Amount” variable is highlighted to suggest

for the user to switch to. We chose to keep the suggestion unobtrusive to ensure that

we follow the expectation of being polite to the user [207]. Even with this subtle

suggestion, our results will show that users did follow the suggestions.
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5.7.1 What to suggest?

As shown in Section 5.6, we build a model for each question by training it on

simulations within the visualization system. Then the value of all possible actions in

each state of the system can be identified. Using this value structure, guidance can

be provided by presenting the user with a tooltip for the action that would provide

the user with the most value/lead them towards answering the question correctly.

Therefore, we utilize this knowledge in order to present suggestions to users with the

goal of improving their accuracy as well as time and the number of actions taken.

5.7.2 When to suggest?

While we will be able to utilize our interaction models to provide guidance to

users in the form of suggestion tooltips, this only solves the challenge of determining

what to suggest and does not solve the problem of when to suggest. As it is has

been highly documented that providing assistance to users in a polite manner is

important to not impede on already established workflows [206], it is crucial to

identify when to provide suggestions to users to avoid being intrusive and widely

disliked as Clippy in Microsoft Office famously was [207]. Recent methods for user

assistance have relied on manually creating rules to determine when to assist a user,

but these methods lack the ability to conform to user preferences and dynamically

adapt to the interface that they are being presented with. Based on this criteria

reinforcement learning algorithms can improve how we assist by exploring how the

user is interacting, determine when to assist them, and over time adapt to their
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preferences.

Therefore, to personalize this guidance for each user we built a separate model

called a “Preference Model” that also utilizes reinforcement learning, but instead

focuses on determining the most opportune time to present the user with a sugges-

tion. Some users prefer to receive suggestions frequently, others less so. The model

can learn that certain users prefer to always get a suggestion after performing cer-

tain interactions while others may not like a suggestion because they find it too

distracting to their analysis process or they already know what they would like to

do.

5.7.3 Preference Model

The preference model has a different state, action, and reward structure than

the one defined in Section 5.4, but follows the similar principle of utilizing rein-

forcement learning and a matrix learned through Q-Learning. To keep this model

simple and interpretable we constrained it to two possible actions: “suggest” or “not

suggest” which indicate whether or not the user should be presented with a guidance

suggestion. Furthermore, when devising the reward structure we sought one that

would encourage the model to only present suggestions at the most opportune time

and ensure that it remains polite to the user. Thus, we wanted to make sure that

the model would choose not to present a suggestion if it was unsure of the user’s

preference rather than potentially interrupting and agitating the user. With this the

reward was structured such that if a suggestion is presented and followed then the
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model receives a +5, but if the suggestion is not followed then it is penalized with a

-5. And if the model chooses not to present a suggestion then it receives a -1. With

the high values of +5 and -5 compared to the -1, the model is able to learn that

suggestions are very valuable, but risky; and with the constant -1 it is encouraged

to identify moments that the user would follow the suggestion and receive a +5.

As we sought for the preference model to generalize across tasks we defined

the states of the model to correspond to the history of actions that a user had

taken. Using a history parameter, h, the states are built such that each state

corresponds to the last h actions that were taken. For example, given a user

creating a chart in Tableau a set of actions within the software could include:

Upload, SetChart, SetColor, F ilterV ariable and with h = 2, such that the last

two actions make up the states, then possible states for this model would include

SetChart−SetColor, SetChart−FilterV ariable, SetColor−FilterV ariable, etc.

Thus a user at the state SetChart − SetColor would have changed the chart type

followed by changing the color scheme, resulting in the model learning over all times

that the user had performed these two actions whether or not they prefer to have a

suggestion displayed to them.

An extra action is also included in the preference model’s possible set of actions

called “time”. This action represents a user not having taken an action for the last

s seconds and allows the model the ability to evaluate users that may have become

lost or unsure about where to click next and act upon this.

With this model structure the parameters, h and s, can be configured based

on the system it is contained within. For our system we initialized the parameters
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to s = 5, representing a “time” action to be triggered after 5 seconds of inactivity,

and h = 2, representing a history look-up of two actions.
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5.8 User Study

To apply our models and system, we conducted an IRB approved (Y17TO37149)

user study in which participants were presented with our system and asked to answer

a series of questions related to the data. The participants were recruited through

Amazon Mechanical Turk, presented with a tutorial of the system, and provided a

monetary reward of $1 upon completion of the study.

5.8.1 User Groups

We divided the participants into two groups. The first group consisted of 50

users that received no guidance, while the second group consisted of 50 users that

received guidance, in the form of suggestions, for their last 5 questions. All users

received questions in a random order.

We identified 100 users as being a sufficient amount for this user study because

after running through the two groups of 50 users, we analyzed the data and were

able to find insights immediately. Additionally, the 100 users mimics a real world

scenario in which a large cohort of users may not be available. By showing an

effective approach on a relatively small cohort we can show that our model is able

to learn even with limited data and can extrapolate to what could be learned from

a large population that has a vast amount of information and pathways.
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(a) (b)

Figure 5.5: (a) The distribution of the time spent answering each question by all

users. (b) A layered distribution graph showing the distribution of actions for both

user groups.

5.8.2 Overall Statistics

On average users scored 78% over all ten questions and took 64.82 (±62.53)

seconds while performing 4.24 (±2.13) actions per question. Users that correctly

answered a question performed 4.32 (±2.12) actions while users that incorrectly

answered a question performed 3.68 (±2.3) actions. Figure 5.5a shows the distri-

bution of time to answer a question where users took about 30 seconds to answer

a question. Figure 5.5b shows a layered distribution graph in which the number of

actions for each user group is shown.
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5.9 Evaluation

To evaluate the effectiveness of our approach on providing personalized guid-

ance to users we will perform two different methods of analysis: (i) we will inspect

the Preference Models to identify whether individual user preferences were able to be

captured and learned by the models and (ii) we will evaluate the statistical impact

that the suggestions had on the users.

5.9.1 Model Inspection

Using the matrix learned by our Preference Model we can examine what was

learned about the user. Figure 5.6 shows a heatmap of the model for two different

users. In the first row of the heatmap, which is the initial load of the question before

any actions are taken, the model learned a larger value for not providing suggestions

to user 1 while the opposite occurred for user 2. This indicates that user 1 preferred

not to receive suggestions at the beginning of the task while user 2 did. Looking at

the entirety of users as a whole, we found that the majority aligned similarly with

user 1.

Furthermore, looking at subsequent rows it is easy to identify, based on the

checkmarks and different shades of green, moments that the model learned to pro-

vide suggestions and moments where it learned to stay dormant. Places at which

the shades of green differ significantly indicate that the model learned a definitive

decision to make. On the other hand, when the shades of green are close in shade

then this indicates that either the model requires more experience to better learn

198



Figure 5.6: A heatmap of the preference model built and trained on two different

users. The rows correspond to the last two actions that a user took and the block

with the darker shade of green (and checkmark) indicates whether or not the user

should be provided guidance by means of presenting a suggestion.
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this state or that the user is unsure of which way they prefer the most.

5.9.2 Guidance Impact

To understand the statistical impact that guidance had on users, we analyzed

the effect that suggestions had on users and identified two key discoveries when

analyzing the first five questions that users saw versus the last five questions that

they saw. Because group 2 received suggestions for their last five questions and

group 1 did not, we will name these two sets of questions as “pre” and “post” where

“pre” corresponds to the first five questions and “post” corresponds to the last five.

For the first key discovery, we found that the groups did not differ significantly

between each other when comparing their pre and post average completion times

(t-statisticpre=0.4918, t-statisticpost=1.0471). However, comparing all user’s pre

against all user’s post did prove to be significant at an α = 0.05 (t-statistic=2.31,p-

value=0.0229). This is something that we thought could be expected due to the

user learning the system, even though we attempted to mitigate it with a tutorial at

the beginning of the session. However, through further analysis we found that this

was not the case. Looking at only group 1’s pre versus post, we found that their

time difference was not significant(t-statistic=1.06,p-value=0.295); and looking at

only group 2’s pre versus post, we found that their time differences were significant

(t-statistic=2.66,p-value=0.011). Therefore, we can rule out any learning effect in

the post section and can conclude that group 2’s that the suggestions made group

2 fast enough that they were able to shift the entire sample population of users as
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Table 5.1: Pre vs Post Number of Questions Correctly Answered

Pre Post

Group 1 193 198

Group 2 180 209

a whole to be significantly different.

For the second key discovery, we found similar results as before: proportion-

ally, users in group 2 had a higher accuracy rate in the post section than in the pre

section (χ2=9.08,p-value=0.0026). Looking at group 1 with the same parameters

shows that they proportionally did not exhibit the same behavior (χ2=0.188,p-

value=0.665). This can be seen in Table 5.1 where a McNemar χ2-test of the num-

ber of questions answered correctly by both groups shows a significant difference

(χ2=69.25,pvalue<0.0001).

To validate these discoveries, we ensure that both groups (first 50 users vs

last 50 users) are similar. To accomplish this we ran a t-test on the amount of

time spent on all ten questions as a whole and found that the two groups were not

significantly different at an α = 0.05 (t-statistics=0.903,pvalue=0.249). We also ran

a t-test for time taken on each question and once again did not find a significant

difference between the two groups (t-statistic=1.15,pvalue=0.369). Next, we also

ran χ2-test for the number of actions that it took a user to complete a question and

due to the relatively low number of actions taken and thus low variances, we did

not find any significant differences (χ2=0.277,pvalue=0.599). Furthermore, we ran

a final test on the accuracy of group 1 versus group 2 and did not also find any
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significance (χ2=0.0058,pvalue=0.939). Using these tests, we can conclude that the

two groups of users behaved similarly and that despite some outliers we can treat

them as similar users.

With the two key discoveries and confirmed similarity of the user groups,

we can conclude that the guidance provided to users significantly improved their

performance, in terms of both accuracy and time. We were not able to identify any

significance in the number of actions that they took due to the small variance within

the data. Also, due to a small sample size with randomized question order we were

not able to identify significance on a per question basis.

5.9.3 Suggestion Accuracy

Additionally, we sought to verify if the suggested action chosen by our inter-

action model was correct. To accomplish this we aggregated each time that a user

was presented a suggestion and the associated reward value from the model. Then

we split the rewards into the times that the user followed the suggestions versus the

times that it did not and ran a t-test on these rewards. With this we found that the

rewards were significant at an α = 0.05 level such that the suggestions that users

followed had a significantly higher reward value than those that users did not (t-

statistic=-3.13,p-value=0.002). From this we can gather that when our interaction

model was confident in its suggestion (had a high reward value) the user followed it.

We also assessed the effect of the number of suggestions a user received to

their accuracy and we found that as users received more suggestions their accuracy

202



increased (t-statistic=3.88,p-value=0.0002), indicating that the presence of sugges-

tions was of assistance to them.
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5.10 Optimize Interface

With A1 and A2 accomplished, we will explore how A3 could similarly be ac-

complished. First, we will outline the different methods of optimization that could

be implemented for a visual analytic system. Then, we will verify that potential

avenues of optimization can be identified in our reinforcement learning models using

a manual method of inspection. Because the application of these models to auto-

matically optimizing an interface without manually inspection requires substantial

research effort we seek for future work in this area to be performed to extend the

introduction of reinforcement learning to user interactions that we have shown.

5.10.1 Methods of Optimization

Interface Layout Users utilize visual analytic interfaces for a wide range

of tasks and follow different sets of analytic steps to accomplish the same task.

Additionally, tasks across domains may require or highlight different controls. Thus,

it is necessary to customize the layout of the tool and its controls for each user and

the domain/task that they utilize it for.

Predictive Tasks: A user may commonly perform a series of tasks. For

instance, a financial analyst may always apply a green color scheme upon activating

a specific chart, while a healthcare analyst may always look to a blue color scheme for

the same chart. Rather than requiring the user to make the extra click each time,

an interface that can predict common tasks that a specific user performs could

automatically change the color scheme to the one that the specific user prefers.
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Therefore, even though the color scheme cannot be applied as a general rule for all

users or cohorts of users, it can be identified for the individual.

Learn Cohorts: While it is typical to personalize to a singular user, it is

also possible to use knowledge learned and apply it towards certain cohorts of users.

For example, analysts across different domains utilize visual analytic systems differ-

ently, focusing on different controls and performing different domain-specific tasks.

Because of this, a separate model could be built for each cohort of users to identify

the differences. Using these separate models, a new user that has never interacted

with the system and is being introduced into a cohort could be provided with a

model learned from the overall cohort and through the user’s interactions with the

system the model would learn and tune itself to match the unique behaviors of this

individual user.

Visualization: Users interpret and understand each type of visualization

and interface differently [218]. Some may prefer one over another. For example,

in some domains a specific visualization, such as a heatmap, may be widely used

causing experts within the domain to understand a heatmap over other visualiza-

tions. Therefore, being able to identify the visualizations that a user prefers or

understands the most as well as the variations of the visualization can ensure that

users are properly supported by a tool.
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5.10.2 Model Inspection for Optimization

With different methods of optimization defined, we build the same models

as previously built using a bot, but this time we use the user interaction data

from the user study. Then we inspect these models built from users to identify

knowledge that was gained from the reinforcement learning algorithms. The insights

into optimization are broken down into three methods: (1) analysis of interaction

pathways, (2) user comparison, and (3) difficulty of the assigned task.

Of note: for each of these insights, due to the size of the visualizations caused

by the large matrix learned by the Q-Learning model, we extract and choose to only

display parts of the visualizations into the figures. These extractions are insights

that we gained from an analysis of our models and their visualizations. We refer the

reader to the Appendix for the full visualizations.

5.10.3 Path Analysis

Evaluating the interaction pathways that users took can reveal differences

between users as well as provide information into the types of interactions that are

taken within an interface. To understand these pathways, we built a matrix-like

visualization where the rows correspond to the users and the columns correspond

to the actions that users took, as shown in Figure 5.7. This allows for being able to

follow the path of each user by following along horizontally. Furthermore, we sort

the rows of users such that similar users are placed next to each other, allowing for

interactions to be grouped together. The sorting is accomplished by adapting the
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(a) (b) (c) (d)

Figure 5.7: An example of how we construct our interaction pathway visualization.

(a) The interaction data is compiled, (b) a node is placed for each action, (c) the

users/rows are sorted and similar actions are merged vertically, (d) a coloring scheme

from yellow to green based on reward is applied.

radix sort [219] algorithm to to this task. Through the grouping that results from

sorting, the amount of users that took each type of interaction is evident by the size

of the node.

Figure 5.8 contains a visualization of the final pathway visualization for the

sequences of actions that users took to answer question 9. The color scheme was

taken from the reward values learned from the models. In addition, red vertical bars

were placed on the rows of users that had answered the question incorrectly.

Analyzing this visualization there are two dominant paths to highlight: the

large section of users that correctly answered the question at the top, denoted as

“Group A”, and the large section of users that answered the question incorrectly

towards the bottom, denoted as “Group B”. These two sections immediately jump

out because of the similarity that exists within a large block of users and the fact

that the majority of Group A users answered the question correctly whereas the

majority of Group B answered incorrectly.
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Figure 5.8: A visualization of the interaction pathways for question 9, as built by

Figure 5.7. Users in Group B took a subset of the actions taken by users in Group

A, presumably forgetting to change to the “Submitted Amount” variable. Addition-

ally, the trained model identified that the Group A actions were more valuable, as

evidenced by the darker shades of green for the third column. With this, the data

suggest to optimize the interface to ensure that users take the path that leads them

towards answering correctly.
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As indicated in black text on top of each node, users in Group A took the path

[“states”, “NV”, “2012”, “Submitted Amount”, “Answered Correctly”] whereas the

majority of the users in Group B took the path [“2012”, “states”, “NV”, “Answered

Incorrectly #1”]. The interesting realization between these two paths is that the

there exists an intersection in the actions, such that Group B had taken a subset of

the moves made by Group A. However, Group B had not taken all of the actions that

Group A did, presumably forgetting to switch to the “Submitted Amount” variable.

Additionally, the model had identified, without any user data, that the path taken

by Group A was more valuable than the path taken by Group B. This can be seen

in the third action of the path by comparing the darker shade of green for “2012”

against the light green for “NV” within the same column.

Based on this knowledge, it can be learned that it is advantageous for users to

follow the path of clicking on the “states” button first rather than first clicking on the

year “2012”. Therefore, the data suggests that the interface could be optimized to

ensure that this aspect is presented first. A potential layout alteration that could be

made would be to place each set of controls vertically such that the controls could

be treated as steps, thus forcing users to follow this path for a specific question.

While this layout alteration may be most applicable to Amazon Mechanical Turk

users, it still shows that our model is able to identify these kinds of insights.
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5.10.4 User Comparison

Another important aspect of understanding user interactions is to understand

how users differ. Identifying where users took missteps and the reasons behind the

different actions that they took is paramount in having a deep and rich understand-

ing of where the interface could be optimized. Common techniques for performing

user comparisons consist of using statistical methods in which the amount of time,

number of actions, and correctness are taken into account. However, these tech-

niques are limiting in that they are not able to identify the interactions at which

users differed. For example, if two cohorts of users both took about the same amount

of time and clicks, how did they differ? With this, we show our interaction model

applied to this problem on two different comparisons.

5.10.4.1 Correct vs Incorrect

The first type of common analysis that is performed is to compare users that

answered a question correctly against those that did not. For this, we utilize ques-

tion 6 (“Over all degrees and genders, which specialty had the highest submitted

payments for 2014 in Kansas (KS)?”) and split the users into two groups: those

that answered the question correctly (blue) and those that did not (red). A model

is trained for each group and then the two models are subtracted to produce a

heatmap included within the Appendix. We extracted from the heatmap a single

state into Figure 5.9a and a single action over many states into Figure 5.9b. For

both of these representations, a more blue cell indicates that the blue group took
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(a)

(b)

Figure 5.9: A comparison of users that answered a question correctly versus those

that did not. (a) For a single state it can be seen that the incorrect users struggled

to identify the state Kansas. (b) For the action Kansas (KS), it can be seen that

correct users took the action at a singular state while the incorrect users took the

action from an assortment of states.

those actions more frequently and a more red cell indicates the same but for the red

group. Additionally, the values of the cells correspond to the reward learned by the

model.

In Figure 5.9b it can be learned that both sets of users had taken the correct

action, but that correct users seemed to have always been in the same state of the

system when they had taken it compared to incorrect users that had taken it from

a variety of system configurations. To understand why incorrect users had clicked

on Kansas from different states, Figure 5.9a shows that for a single state incorrect

users had clicked on a wide variety of US states while correct users always clicked
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on the correct one. Additionally, the light shade of blue within the figure indicates

some of the incorrect users had also clicked on “KS” and that it wasn’t limited to

only correct users, which would correspond to a dark shade of blue.

The knowledge extracted from this figure provides two helpful insights: (1)

incorrect users struggled to identify the state of Kansas and thus the interface should

be updated to assist these users that require assistance and (2) some incorrect users

had taken the correct action of Kansas and thus further inspection into other states

within the model is required to understand where those users had deviated. Both

of these insights could be utilized to help optimize the interface, such as displaying

the names of the states directly onto the map to make them easier to find for users

that are lost.

5.10.4.2 How do correct users differ?

Another interesting comparison that is difficult and sometimes even impossible

to perform is to understand how users that correctly answered a question differ. The

reason that this task is typically very difficult is because even when a divergence of

paths is able to be found, identifying the reason for the divergence requires immense

research: did the user diverge because they made a mistake or did they diverge

because they had extra knowledge? In the latter case, it is near impossible for

standard techniques to make a concrete conclusion as two users may have taken a

similar amount of actions, but one of the users may have identified a more intelligent

manner to arrive at the answer. For our interaction model, this analysis is simple.
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To accomplish this we built a model utilizing only users that correctly answered

a question. We then normalized each row (state) of the model such that its reward

values would be between 0 and 1, and plotted it as a heatmap. An extraction of a

singular row/state within the heatmap for question 4 is shown in Figure 5.10.

Because this heatmap only contains correct users and is not a subtraction of

two cohorts as we saw in the correct versus incorrect users, the analysis on this

heatmap is different. To evaluate this heatmap, we must look for rows (states)

where the variance between actions is high. These variances can reveal the extra

knowledge that expert users may possess and thus would provide information into

alternate use cases or benefits of a system that were not intended or identified upon

its construction. While these types of insights would be more possible and easier to

identify within a more complex system where alternate pathways have the potential

to be present, we provide a simple example from our user study on a question where

the insight was able to be found.

Inspecting Figure 5.10 and the different rewards for each action for the given

state, we can see that correct users had clicked on three different variables: “Number

of Patients”, “Submitted Amount”, and “Allowed Amount”. The dominant and most

rewarding path consisted of “Submitted Amount” which is what the question had

asked for. However, other correct users had also taken alternate paths and upon

inspection of these variables we found that the user would still arrive at the same

answer even if they had taken these wrong paths. This insight reveals to us that

the dataset had some commonalities which for this question had allowed for users

to take a multitude of paths.
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Figure 5.10: A comparison of correct users for question 9 in which for a single state

there was variance in the action reward between the users. While the “submitted

amount” correctly led users to the answer, it was discovered that the other actions

would present a visualization that would also provide users with the correct answer.
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5.11 Discussion

With this work, we have laid the foundation for a more intelligent and in

depth learning of user interactions. The model and framework that we have outlined

utilizes reinforcement learning to automatically model and learn, thereby removing

the previous limitation of experts constructing rules or users analyzing their own

interactions via historical timelines. This newly applied technique on interaction

data allows for analyses and applications that would not be possible with standard

techniques, thus opening a new window into future work to build upon this work.

5.12 Limitations

Due to the new introduction of reinforcement learning to visualization, we

acknowledge that our approach contains limitations but we recognize this as being a

necessary first step. First, the task provided to users was simple in nature compared

to many visualization tasks that users perform on a daily basis. This constraint in

the difficulty was necessary in order to evaluate the effectiveness of our modelling

without needing to account for the noise and challenges associated with complex

tasks. However, because the theory and concept of reinforcement learning have

been proven to be successful for this task, scaling to more complex tasks can easily

be accomplished.

Second, while one of the exciting applications of such automatic models is

towards exploration tasks where a user enters a visualization system without a
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predefined question or task, our user study did not tackle such tasks. We believe

that this type of research is interesting and should be a long-term goal, but there

exists work that is still required to be completed before we can reach this goal and

accomplish such tasks.
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Chapter 6: Conclusion

Within this dissertation, we presented methods for operating on irregular

events within healthcare across three tasks: (i) predicting the probability of a future

event occurring, (ii) modeling the processes that create events, and (iii) summariz-

ing large event datasets. Our approaches do not bias the dataset by altering it, but

rather keep it in its original irregular format. Through operating on the raw dataset,

we have shown a boost in prediction performance metrics and more representative

visualizations.
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