
Creative Commons Attribution 4.0 International (CC BY 4.0)  
https://creativecommons.org/licenses/by/4.0/ 
 

 

Access to this work was provided by the University of Maryland, Baltimore County (UMBC) 
ScholarWorks@UMBC digital repository on the Maryland Shared Open Access (MD-SOAR) 
platform.  

 
Please provide feedback 

Please support the ScholarWorks@UMBC repository by emailing scholarworks-
group@umbc.edu and telling us what having access to this work means to you and why it’s 
important to you. Thank you.  

 

https://creativecommons.org/licenses/by/4.0/
mailto:scholarworks-group@umbc.edu
mailto:scholarworks-group@umbc.edu


Draft version April 17, 2023
Typeset using LATEX twocolumn style in AASTeX631

Optimizing the Resolution of Hydrodynamic Simulations for MCRaT Radiative Transfer Calculations

Jose Arita-Escalante ,1, 2, 3 Tyler Parsotan ,4, 2, 3 and S. Bradley Cenko 2, 5

1Southeastern Universities Research Association, Washington, D.C. 20005, USA
2Astrophysics Science Division, NASA Goddard Space Flight Center,Greenbelt, MD 20771, USA

3Center for Research and Exploration in Space Science and Technology, NASA/GSFC, Greenbelt, Maryland 20771, USA
4Center for Space Science and Technology, University of Maryland Baltimore County, 1000 Hilltop Circle, Baltimore, MD 21250, USA

5Joint Space-Science Institute, University of Maryland, College Park, MD 20742, USA

ABSTRACT

Despite their discovery about half a century ago, the Gamma-ray burst (GRB) prompt emission

mechanism is still not well understood. Theoretical modeling of the prompt emission has advanced

considerably due to new computational tools and techniques. One such tool is the PLUTO hydro-

dynamics code, which is used to numerically simulate GRB outflows. PLUTO uses Adaptive Mesh

Refinement to focus computational efforts on the portion of the grid that contains the simulated jet.

Another tool is the Monte Carlo Radiation Transfer (MCRaT) code, which predicts electromagnetic

signatures of GRBs by conducting photon scatterings within a jet using PLUTO. The effects of the un-

derlying resolution of a PLUTO simulation with respect to MCRaT post-processing radiative transfer

results have not yet been quantified. We analyze an analytic spherical outflow and a hydrodynami-

cally simulated GRB jet with MCRaT at varying spatial and temporal resolutions and quantify how

decreasing both resolutions affect the resulting mock observations. We find that changing the spatial

resolution changes the hydrodynamic properties of the jet, which directly affect the MCRaT mock

observable peak energies. We also find that decreasing the temporal resolution artificially decreases

the high energy slope of the mock observed spectrum, which increases both the spectral peak energy

and the luminosity. We show that the effects are additive when both spatial and temporal resolu-

tions are modified. Our results allow us to understand how decreased hydrodynamic temporal and

spatial resolutions affect the results of post-processing radiative transfer calculations, allowing for the

optimization of hydrodynamic simulations for radiative transfer codes.

Keywords: Keywords pending

1. INTRODUCTION

A number of different theories have been created

to understand the phenomena of Gamma-ray bursts

(GRBs) since their initial discovery in the 1960’s (Klebe-

sadel et al. 1973). One of the earliest models used to ex-

plain GRB prompt emission was the Synchroton Shock

Model (SSM)(Rees & Meszaros 1994), which considers

radiation generated when shells with different Lorentz

factors collide with each other outside of the photo-

spheric region (Daigne et al. 2011). The collisions of

these shells create perturbations of the magnetic fields

that lead to the excitation of leptons which then emit

synchroton radiation. The SSM can naturally explain

GRB properties such as lightcurve variability and the

observed nonthermal spectra. Nevertheless, it fails to

agree with observed correlations of GRBs such as the

Amati and Yonetoku relations (Amati et al. 2002; Yo-

netoku et al. 2004; Zhang & Yan 2011).

Another model explaining the prompt emission mech-

anism is the photospheric model, which explains the

phenomenon by describing thermal radiation that orig-

inates deep within a relativistic jet (Rees & Mészáros

2005). The radiation is initially in a part of the jet with

a high optical depth, leading to many interactions be-

tween the photons and the matter in the jet. As the

jet expands, it becomes optically thin, allowing pho-

tons to leave the jet’s photosphere and travel to the ob-

server without additional interactions with the GRB jet.

The photospheric model is able to reproduce correlations

that the SSM cannot, but is unable to replicate non-

thermal spectral low and high-energy tails without the

consideration of the photospheric region (Beloborodov
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2010; Pe’er 2008; Pe’er & Ryde 2011) and subphoto-

spheric dissipation events (Chhotray & Lazzati 2015).

With the aid of computational tools, we have been

better able to understand the physics of GRBs. Pre-

vious studies have conducted rigorous radiative trans-

fer calculations, however; they have assumed that the

jet structure has been simplified into an analytic profile

(Ito et al. 2013, 2014; Vurm & Beloborodov 2016). In

contrast to radiative transfer calculations, other studies

have utilized hydrodynamic (HD) calculations to simu-

late complex jet structures, but these only provide in-

formation about the matter within the jet (Lazzati et al.

2009, 2013; López-Cámara et al. 2014), which leads to

a lack of information regarding the evolution of the ra-

diation.

The state of the art method to account for both of

these assumptions is to perform post-processing radia-

tive transfer calculations on a hydrodynamic (HD) sim-

ulated jet using Monte Carlo methods. There have

been tools developed to perform post-processing radia-

tive transfer calculations such as the ones developed by

Ito et al. (2015, 2019) and the Monte Carlo Radiation

Transfer (MCRaT) code (Lazzati 2016; Parsotan & Laz-

zati 2018; Parsotan et al. 2018; Parsotan & Lazzati 2021;

Parsotan & Lazzati 2022). MCRaT was developed to

conduct radiative transfer calculations on HD simula-

tions to generate mock observations of simulated GRBs

using the photospheric model. The impact that HD sim-

ulation resolutions have on MCRaT post-processing ra-

diative transfer calculations has not been studied yet.

Ensuring that radiative transfer calculations are con-

verged and accurate is critical to testing GRB prompt

emission theories against observations.

Here, we present an analysis of HD resolution and its

effect on post-processing radiative transfer calculations

for simulated GRB mock observables. Section 2 outlines

the code used to create the HD jet, the code used to per-

form the radiative transfer calculations, and the way in

which resolutions are quantified. Sections 3 and 4 show

the effect that HD simulation resolutions have on radia-

tive transfer calculations and the physical implications

of these results.

2. METHODS

In this section, we outline the methods to our anal-

ysis. In Section 2.1, we discuss the codes used in our

analysis. In Section 2.2, we quantify convergences in

our simulations.

2.1. Codes Used

Here, we discuss the codes used in our study. Section

2.1.1 highlights the tools used to create the numerical

HD GRB simulation. In Section 2.1.2, we discuss the

tools used to conduct post-processing radiative transfer

calculations and analyze the results to generate mock

observables for simulated GRBs.

2.1.1. PLUTO

PLUTO is a numerical solver for systems of partial

differential equations in the context of astrophysical

fluid dynamics (Mignone et al. 2007). PLUTO uses

CHOMBO Adaptive Mesh Refinement (AMR) to focus

computational efforts on the most relevant parts of the

HD simulation (Mignone et al. 2012). Here, we used

the PLUTO hydrodynamics code with AMR to simulate

the propagation of a long gamma-ray burst (LGRB) jet

from a 16TI stellar progenitor, taken from Woosley &

Heger (2006). The stellar progenitor profile was interpo-

lated onto the PLUTO grid using the code’s capability

to do such operations. Following the prescription pro-

vided by Lazzati et al. (2013), we inject the jet with

a constant luminosity of 5.33 × 1050 erg s−1 for 100 s

from an injection radius of 1 × 109 cm, with an initial

Lorentz factor of 5, an opening angle θ0 = 10◦, and an

internal over rest-mass energy ratio, η = 80. The simu-

lation domain in PLUTO is logarithmic in radius from

1 × 109 cm to 5.6 × 1014 cm although the simulation is

only carried out until the jet head reaches ∼ 2 × 1013

cm. It also extends in polar angle from 0◦ to 90◦. The

AMR refinement is set such that the jet is followed with

a resolution of at least 1×109 cm along the jet axis. The

state of the jet is saved with a frame rate of 5 frames

per second. This refinement and the convergence of the

hydrodynamic properties of this simulation at the initial

moment of photon injection can be seen in Figure 1. We

select a shell of grid cells around a radius of 1.3×1012 cm

at 50 s in the simulation and show the spatial resolution

that is achieved at each refinement level at that time.
We also show the convergence of the bulk Lorentz fac-

tor, Γ, density, ρ, and temperature , T 1, as we traverse

the different refinement levels. This convergent behav-

ior is present throughout the whole simulation, and can

be seen in Figure 1, in which we show the HD proper-

ties of a cell located at 1.5 × 1013 cm at 527.6 s in the

simulation, which is the last frame of our simulation.

2.1.2. MCRaT and ProcessMCRaT

The MCRaT2 code conducts radiative transfer calcu-

lations to compute the electromagnetic (EM) signature

of HD simulated GRB jets. MCRaT reads in HD simu-

1 Temperature is calculated assuming that the jet is radiation dom-
inated.

2 https://github.com/lazzati-astro/MCRaT

https://github.com/lazzati-astro/MCRaT
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Figure 1. HD properties at different refinement levels for
the PLUTO 16TI simulation as functions of refinement level
at the first moment of photon injection and final frame of the
simulation. We took the initial frame measurements of a shell
located in radius r = 1.3× 1012 cm and time tsim = frame

fps
=

50 s. We took the final frame measurements of a shell located
in radius r = 1.5 × 1013 cm and time tsim = frame

fps
= 527.6

s. Panel (a) shows the average HD cell radius size (∆r) in
cm. Panel (b) shows the average density in g cm−3. Panel
(c) shows the average temperature in K. Panel (d) shows the
average bulk Lorentz factor. The early-time conditions are
shown as red triangle markers and the final conditions are
shown in blue circle markers.

lations of GRB jets and performs Compton scatterings

between the injected photons and matter in the jet.

MCRaT can run two different radiative transfer cal-

culations. The first one is based off of reading in an HD

numerical simulation of a GRB jet. In our study, we

use the PLUTO 16TI simulation mentioned in Section

2.1.1. The outflow given by this numerical simulation

introduces numerically induced errors in the HD prop-

erties of the grid, so the effect of HD resolution on the

post-processing radiative transfer calculations can be as-

sessed. The other type of radiative transfer calculation

MCRaT is capable of running is one of an analytic spher-

ical outflow. In the spherical outflow case, MCRaT takes

the HD simulation files and overwrites the HD proper-

ties with those of an analytic outflow with only out-

ward radial velocity components. This analytic outflow

is a function of cell radius in which the spherical out-

flow is accelerated until an asymptotic Lorentz factor is

reached. By using an analytic spherical outflow, we can

understand how just the HD resolution has an effect on

MCRaT mock observables.

We set up our spherical outflow to have an asymptotic

Lorentz factor Γ∞ = 100, luminosity L = 1054 erg s−1

and saturation radius r0 = 108 cm.

Spatial resolution for the HD simulation takes the

form of various AMR refinement levels. Since the

PLUTO AMR simulation that we conducted dynami-

cally changes the number of refinement levels in order to

maintain a resolution element size of ∼ 109 cm, MCRaT

reads in the nth highest refinement level at any given

frame. Thus, level 5 is the highest refinement level at

any time in the HD simulation, level 4 would be the sec-

ond highest level, all the way until level 1, which is the

lowest refinement level.

As outlined in Section 2.1.1, the PLUTO simulation

we use has a framerate of 5 frames per second (fps). For

the context of our analysis, this is our highest temporal

refinement level. We artificially vary the frame rate of

our PLUTO simulation by telling MCRaT to only read

every nth frame. With this method, we can achieve our

desired framerate while maintaining the total simula-

tion time for the HD simulation. In order to keep the

same simulation time, each step in time (∆tsim) has a

specific number of frames assigned to it. As the resolu-

tion is lowered, the first and last frame in each ∆tsim
stay the same while the number of frames in between

these two is lowered. This leads to a “choppy” simu-

lation. In order to keep the simulation realistic as a

function of time, each pair of subsequent frames varies

more significantly as the temporal resolution is lowered.

Reducing the framerate by a factor of 2 each time would

be analogous to contiguous spatial refinement level HD

cell radius increasing by a factor of 2. Therefore, 5 fps

would be analogous to spatial refinement level 5, 2.5 fps

would be analogous to spatial refinement level 4 and so

on. This gives us a way to align the spatial refinement

levels and come up with a clear way to mix and match

temporal and spatial refinement levels, allowing us to

investigate the effects of these changes combined with

and independent of one another.

For all our MCRaT simulations, we kept our param-

eters as constant as possible. We injected photons into

the HD simulation at an angle range of 0◦ − 9◦ and ra-

dius at ∼ 1012 cm. We simulate photons within the

first 100 s of the PLUTO 16TI simulation, the time for

which the GRB jet is active. Additionally, we simulated

∼ 105 − 106 photons per MCRaT simulation.

In order to analyze the output of MCRaT’s simula-

tions, we used ProcessMCRaT3 (Parsotan 2021). Pro-

cessMCRaT is a Python library developed to analyze

3 https://github.com/parsotat/ProcessMCRaT

https://github.com/parsotat/ProcessMCRaT
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and manipulate the output of MCRaT radiative trans-

fer calculations. ProcessMCRaT fits the mock observed

spectrum with a Band function (Band et al. 1993) to

calculate its low and high energy slopes, α and β re-

spectively, and its peak energy, Epk. ProcessMCRaT

also has the capability to create mock lightcurves for

MCRaT simulated GRBs.

In producing our mock observables, we placed a mock

observer at robs = 1014 cm at various angles θobs =

1◦, 3◦, 5◦ and 8◦ from the GRB jet axis. The opening

angle for the area in which the observer detects photons

in ∆θobs = 4◦. We set the spectral fit for the observables

to be that of a Band function including all photons at

an energy range of 0.1 - 4000 keV.

We numerically integrated spectra with respect to en-

ergy to get luminosities, Liso. We also numerically inte-

grated lightcurves with respect to time to obtain total

isotropic energies, Eiso.

2.2. Quantifying Convergence Within Radiative

Transfer Calculations

Since there are two dimensions of change in refinement

(spatial and temporal), we populate a 5× 5 matrix that

contains entries for its spatial and temporal refinement

levels.

In order to quantify convergence in MCRaT mock

observables between one spatial/temporal level and an-

other, we define the percent change variable ζProp as:

ζProp(lev(n),fps) =∣∣∣∣Prop(lev(n), fps) − Prop(lev(5), 5 fps)

Prop(lev(5), 5 fps)

∣∣∣∣ .
(1)

Equation 1 represents a comparison of any level of

temporal and spatial refinement with the highest com-

bination of these both (spatial refinement 5 and 5 fps in

our context) for any particular property (called Prop in

Equation 1) of the GRB EM signature, such as α, Epk,

or Liso
4.

This gives us a way to quantify the deviation at each

level compared to the highest level for each GRB EM

property. For the analysis of our results, the quantity

ζProp will be used to quantify deviations in resulting

mock observables at different refinement levels.

3. RESULTS

Here, we outline the results of our findings for the

spherical outflow case and the 16TI simulation as de-

scribed in Section 2. Our analysis shows the same trends

4 The calculations can be found here:
https://github.com/jaritaes99/MCRaT-resolution
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Figure 2. Spectra of a spherical outflow for different refine-
ment levels. The solid purple line is a blackbody spectrum
that peaks at each spectrum set’s highest refinement level.
Panel (a) shows the spectra of a spherical outflow profile,
but at different spatial refinement levels while maintaining
the same highest temporal resolution constant. Panel (b)
shows the spectra generated with analytic outflow at differ-
ent temporal resolutions, maintaining the highest spatial res-
olution constant. Panel (c) shows the spectra with matching
temporal and spatial resolution levels.

for our mock observer angle θobs at all angles mentioned

in Section 2.1.2. As a result, this section will only focus

on θobs = 1◦.

3.1. Spherical Outflow

3.1.1. Spectra

Figure 2 shows spectra of a spherical outflow at differ-

ent spatial and temporal resolutions. Figure 2(a) shows

spectra at the highest temporal resolution and varying

spatial resolutions. Figure 2(b) shows spectra at the

highest spatial resolution and varying temporal resolu-

tions. Figure 2(c) shows spectra at matching temporal

and spatial resolution levels.

When reducing the spatial resolution, we see an arti-

ficial increase of the peak energy of the spectrum. The

higher HD cell sizes in lower resolutions cause the injec-

tion coordinates for photons to have different HD prop-

https://github.com/jaritaes99/MCRaT-resolution
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Figure 3. Spectral Peak energies of a spherical outflow for
different refinement levels. Panel (a) shows the Epk of the
same spherical outflow simulation, but at different spatial re-
finement levels while maintaining the same highest temporal
resolution constant. Panel (b) shows the Epk generated with
the same analytic outflow simulation at different temporal
resolutions, maintaining the highest spatial resolution con-
stant. Panel (c) shows the Epk with matching temporal and
spatial resolution levels. The error bars in panels (a), (b) and
(c) are present, but are encompassed within the markers.

erties. As seen in Figure 1, lower spatial resolution lev-

els have higher temperatures, which means the injected

photons will have higher energies, causing a higher Epk.

Figure 3 shows the spectral peak energies at varying

temporal and spatial resolutions. The effect of lowering

the spatial resolution on spectral peak energies can be

seen in Figure 3(a).

Reducing the spatial resolution causes an increase in

the luminosity of the lightcurves. This happens since

there is now more energy in the spectrum. The spectra

then are shifted up in luminosity and to the right in en-

ergies, while still maintaining a blackbody shape. This

effect can also be seen in Figure 3(a).

Reducing the temporal resolution of the simulation

does not affect the spectrum of the spherical outflow in

any significant manner. Since there is no change in spa-

tial resolution, the injected photons read in the same

HD values regardless of the temporal resolution. This

effect can be seen in Figure 2(b). For this reason, the

peak energies are not affected as the temporal resolution

is decreased, as seen in Figure 3(b). The luminosity of

the spectra seems to be slightly decreased as the tempo-

ral resolution decreases. There is not a lot of variation

in the spectral shape and properties since the homolo-

gous expansion present in a spherical outflow does not

depend on time.

Mixing spatial and temporal resolutions shows similar

trends to only changing spatial resolutions. This is to

be expected, since the analytic spherical outflow is de-

fined to be time-independent. This effect can be seen in

Figure 2(c).

Analyzing the peak energies Epk for different refine-

ment levels confirms what we observed in the spectra in

Figure 2. As seen in Figure 3(a), there is an increase in

peak energy as the spatial refinement level is decreased.

This is seen as a shift to the right in the spectra in Fig-

ure 2(a). For temporal resolutions, as seen in Figure

2(b), there is no significant change between levels. This

can be seen in the Epk values in Figure 3(b) where the

values are similar to one another. When mixing spatial

and temporal resolutions, there is an additive behavior

in the differences at various levels.

One other important quantity to observe is the lumi-

nosity at different spatial and temporal refinement lev-

els. Figure 4 shows the spectral luminosity at varying

spatial and temporal resolutions with a spherical out-

flow. For differing spatial refinement levels, there is an

artificial increase in luminosity as seen as a shift up-

wards in the spectra in Figure 2(a). This effect can

be seen in Figure 4(a). For differing temporal resolu-

tions, luminosities tend to oscillate not too far way from

each other as seen in Figure 4(b). This aligns with the

very similar spectra seen in Figure 2(b). When there is
a mix of temporal and spatial refinement levels, lumi-

nosities also are artificially increased as the resolution

goes down. This is the effect of the same phenomenon

happening in spatial resolutions. The additive effect of

combining spatial and temporal resolutions can be seen

in Figure 4(c).

3.1.2. Lightcurves

Figure 5 shows lightcurves of a spherical outflow at

different spatial and temporal resolutions. Figure 5(a)

shows lightcurves at the highest temporal resolution

and varying spatial resolutions. Figure 5(b) shows

lightcurves at the highest spatial resolution and vary-

ing temporal resolutions. Figure 5(c) shows lightcurves

at matching temporal and spatial resolution levels.
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Figure 4. Spectral luminosities of a spherical outflow for
different refinement levels. Panel (a) shows the luminosities
using the same analytic outflow simulation, but at different
spatial refinement levels while maintaining the same highest
temporal resolution constant. Panel (b) shows the luminosi-
ties generated with the same spherical outflow simulation at
different temporal resolutions while holding the highest spa-
tial resolution constant. Panel (c) shows the luminosities
with matching temporal and spatial resolution levels. The
error bars in panels (a), (b) and (c) are present, but are
encompassed within the markers.

In a spherical outflow, the lightcurves at different tem-

poral and spatial resolutions have roughly the same

shape. If the spatial resolution is decreased, as seen

in Section 3.1.1, the luminosity of the spectrum is in-

creased by an upwards shift of the spectrum. This

causes lightcurves to have a higher luminosity. Ana-

lytic spherical outflows should have relatively “constant”

lightcurves. This can be seen in Figure 5(a).

Reducing the temporal resolution does not change the

luminosity of the lightcurves like spatial resolutions do.

All temporal resolutions seem to roughly have the same

luminosity. Analyzing the lightcurves, there is an in-

crease in variability as the lightcurves oscillate around

one “average” value of the lightcurve. This variation is

due to the fact that the photons are not being smoothly

injected in a thin shell. Instead, the MCRaT algorithm
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Figure 5. Lightcurves of simulated spherical outflow for
different refinement levels. Panel (a) shows the lightcurves
using the same analytic outflow simulation, but at differ-
ent spatial refinement levels while maintaining the same
highest temporal resolution constant. Panel (b) shows the
lightcurves generated with the same spherical outflow sim-
ulation at different temporal resolutions, maintaining the
highest spatial resolution constant. Panel (c) shows the
lightcurves with matching temporal and spatial resolution
levels.

has to determine which HD cells are the most energetic

within a larger set of HD cells and correspondingly place

more photons in those photon dense regions of the HD

simulation. This leads to us only probing the portions

of the outflow with the largest energies. This causes us

to no longer get a smooth stream of photons that are

detected as a function of time. This effect can be seen

in Figure 5(b).

Like with the spectra, varying both resolutions at the

same time has an additive effect on the changed proper-

ties of the lightcurves. Figure 5(c) shows how decreasing

both the temporal and spatial resolution increases the

luminosity of the lightcurve as well as the variability in

the form of an oscillation around the “average” value of

the lightcurve.

3.2. 16TI HD Simulation

3.2.1. Spectra
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Figure 6. Spectra of a 16TI HD simulated GRB at differ-
ent refinement levels. The solid purple line is a blackbody
spectrum that peaks at each spectrum set’s highest refine-
ment level. Panel (a) shows the spectra of a simulated GRB
using the same PLUTO 16TI simulation, but at different
spatial refinement levels while maintaining the same highest
temporal resolution constant. Panel (b) shows the spectra
generated with the same 16TI simulation at different tem-
poral resolutions, maintaining the highest spatial resolution
constant. Panel (c) shows the spectra of a simulated GRB
with matching temporal and spatial resolution levels.

Figure 6 shows spectra of a GRB simulated with a

16TI stellar progenitor model at different spatial and

temporal resolutions. Figure 6(a) shows the GRB spec-

tra at the highest temporal resolution and varying spa-

tial resolutions. Figure 6(b) shows GRB spectra at the

highest spatial resolution and varying temporal resolu-

tions. Figure 6(c) shows GRB spectra at matching tem-

poral and spatial resolution levels.

Changing spatial resolutions artificially increases the

spectral high energy tail when higher framerates are held

constant. We see a less pronounced artificial increase in

the high energy tail at constant lower framerates. The

introduction of a lower spatial resolution leads to a sud-

den change in the HD properties of each grid cell with

respect to its neighbors. The advantage of higher spatial

resolutions is the presence of a smoother, more gradual

change from cell to cell since there is a higher number

of smaller cells at these higher resolutions. A sudden

change in the HD properties as the photons propagate

through the HD medium and scatter with it leads to

them being upscattered to higher energies. This abrupt

change in HD properties makes it hard for the photons

to be in equilibrium with the medium and leads to them

being artificially upscattered. This effect is decreased as

the spatial resolution is increased since the smoother

HD behavior makes it easier for the photons to stay in

equilibrium with the jet. The artificially increased spec-

tral high-energy tail due to lower spatial resolutions and

spurious upscatterings can be seen in Figure 6(a).

Decreasing the temporal resolution leads to the pho-

tons being artificially upscattered into higher energies,

causing the spectrum to have an increased high energy

tail. Lower temporal resolutions also lead to an abrupt

change in the HD properties of the simulation. The

abrupt change due to lower temporal resolutions is dif-

ferent in nature than the change in spatial resolutions,

although the end result is the same. The lower framer-

ate leads to photons scattering in the same HD frame for

longer periods of time. Once the next frame is reached,

the gradient in the HD properties is more pronounced,

leading to the photons upscattering to higher energies.

The artificially increased spectral high-energy tail due to

lower temporal resolutions can be seen in Figure 6(b).

Combining changes in both temporal and spatial res-

olutions leads to this effect being additive. There is up-

scattering due to a large gradient in the jet’s properties

in both space and time. This additive effect can be seen

in Figure 6(c).

3.2.2. Lightcurves

Figure 7 shows lightcurves of a GRB simulated with

a 16TI stellar progenitor model at different spatial and

temporal resolutions. Only the first ∼ 10 seconds of the

lightcurve are shown to emphasize the effects of lowering

temporal and/or spatial resolutions. Figure 7(a) shows

the GRB lightcurves at the highest temporal resolution

and varying spatial resolutions. Figure 7(b) shows GRB

lightcurves at the highest spatial resolution and vary-

ing temporal resolutions. Figure 7(c) shows the GRB

lightcurves at matching temporal and spatial resolution

levels.

Decreasing the spatial resolution for the outflow given

by the 16TI simulation has a similar effect to that of

decreasing the spatial resolution for a spherical outflow

simulation. Because of the increase in the high energy

tail of the spectrum, there is an increased luminosity

that becomes more pronounced as the spatial resolution

is decreased. This can be seen in Figure 7(a).
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Figure 7. Lightcurves of the 16TI HD simulated GRB for
different refinement levels. Only the first ∼ 10 seconds of the
simulation are shown to better visualize the qualitative ef-
fects of reducing spatial and/or temporal resolutions. Panel
(a) shows the lightcurves of a simulated GRB using the same
PLUTO 16TI simulation, but at different spatial refinement
levels while maintaining the same highest temporal resolu-
tion constant. Panel (b) shows the lightcurves generated
with the same 16TI simulation at different temporal reso-
lutions, maintaining the highest spatial resolution constant.
Panel (c) shows the lightcurves of a simulated GRB with
matching temporal and spatial resolution levels.

Changing the temporal resolution for 16TI HD simu-

lated GRBs affects the lightcurve differently than doing

so in a spherical outflow. This is due to the time depen-

dence now present in the simulated GRB jet. Since the

jet changes more drastically from frame to frame, there

is an artificially enhanced high-energy tail in the spec-

trum, leading to a higher luminosity in the lightcurve.

Not only is there a higher luminosity but the variation

present in lower temporal resolutions is also present.

This variation can be seen in Figure 7(b).

Changing both temporal and spatial resolutions leads

to the combination of their individual effects. There

is an increase in luminosity and in the variability of

the lightcurve. The presence of the increasingly high

lightcurve luminosity and variability can be seen in Fig-

ure 7(c).

3.2.3. Errors in Mock Observables

To better visualize the two degrees of freedom for the

change in resolution, we use a color gradient matrix

for all combinations of spatial and temporal resolutions.

Darker colors show larger deviations from the highest

level of refinement, both spatial and temporal. We find

the biggest change in the lowest spatial and temporal

resolutions. As we get closer to the highest resolution

(refinement level 5, 5 fps), we find a smaller change in

the error.

Luminosity shows the smallest deviation from the

highest resolution at 17%, in the (level 4, 5 fps) entry in

the resolution matrix. As we deviate from the highest

resolution value in the lower right corner, we start seeing

our deviation change more drastically. The largest de-

viation comes from the (level 1, 0.3125 fps) entry in the

matrix, at a ∼ 5000% change. This result is expected,

since this is the lowest resolution case in both space and

time.

In Figure 8(a), we see ζLiso
for all refinement levels in

the resolution matrix. The isotropic luminosity comes

from integrating the spectrum with respect to energy.

By looking at Figure 6, we can see a clear reason why

these values are changing the way that they are. The

high energy tails present at lower spatial and tempo-

ral resolutions give this integral a higher value. Since

there is a larger change in the spectral shape with re-

spect to temporal resolutions, we see more similar values

between spatial resolutions at constant framerates. We

see an identical trend with isotropic energies Eiso. This

is expected since this is an integration of the lightcurve

with respect to time.

Peak energies see deviations at around 6 − 55%, as

long as we stay within the lower right 3 × 3 block in

our matrix. As we step outside of this block (lower than

level 3 or 1.25 fps), we start seeing deviations of up to

83%.

Figure 8(b) shows ζEpk
for all refinement levels in

the resolution matrix for 16TI HD simulated GRBs.

There is a present trend in which there is more varia-

tion present as we get further away from the lower right

(level 5, 5 fps) entry. This implies that both spatial and

temporal resolutions affect the resulting peak energies

Epk. The spatial resolution effect is due to the change

in temperatures between levels seen in Figure 1. Since

Equation 1 calculates the magnitude of the deviation

and not the direction of them, these figures do not en-

compass this information. The peak energy values for

different refinement levels are decreased as the spatial

resolution is decreased.

When lowering spatial and temporal resolutions, the

low energy slope, α varies as low as 0.05% and as high
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Figure 8. Matrices containing ζProp for different EM properties of the 16TI simulated GRB. Panel (a) shows the deviation
ζLiso for all spatial and temporal refinement levels. Panel (b) shows the deviation ζEpk . Panel (c) shows the deviation ζα. Panel
(d) shows the deviation ζβ .

as 67%. If we stay in the lower right 3 × 3 block of the

matrix, we see a deviation of around 1 − 13%. As we

step outside of this block, (lower than level 3 or 1.25 fps),

we start seeing higher deviations. The largest deviation

comes from the (level 4, 0.3125 fps) entry in the matrix,

at a 67% change.

Figure 8(c) shows ζα for all refinement levels in the

resolution matrix. Figure 6 shows some of the spectra

that were evaluated here, but the trend of change in

the low-energy slope α is not as clear by just looking

at the plotted spectra. This figure shows that the lower

energy slope is conserved as resolutions change, showing

that lower spatial and temporal resolutions do not have

a large impact on the lower energy subset of photons.

When lowering spatial and temporal resolutions, the

high energy slope, β is impacted more than the low en-

ergy slope α. From Figure 6, we can see that the tempo-

ral resolution affects β more than the spatial resolution.

Figure 8(d) shows ζβ for all refinement levels in the

resolution matrix. There is an decrease in the high en-

ergy slope β as the temporal resolutions are decreased.

β shows similar values between spatial resolutions when

holding temporal resolutions constant. This effect is due

to photons being upscattered to higher energies as they

are shocked by drastically changing jet properties as new

HD frames are loaded. The fitted Band spectrum at-

tempts to account for the higher amount of high-energy

photons by making the high energy slopes flatter.

4. DISCUSSIONS

We have used MCRaT and PLUTO to quantify the

effect that a simulation’s spatial and temporal resolution

has on post-processing radiative transfer calculations.

We show that the lower spatial and temporal resolu-

tions affect both the shape of the GRB’s spectrum and

lightcurve. The presence of high-energy spectral tails

lead to an increase in isotropic luminosities as resolu-

tions are decreased. Additionally, lower spatial resolu-

tions lead to higher temperatures, causing photon ener-

gies to be increased, leading an increase in the normal-

ization of the mock observed spectra.
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∆r/r
at the final frame of the 16TI HD simulation.

Quantities >> 1 mean that detected photons are sufficiently
able to probe the smallest spatial scales of the jet.

With the lower spatial and temporal resolutions, pho-

tons propagate and scatter within a choppier HD simula-

tion. As seen in Figure 1, lower spatial resolutions have

higher temperatures, causing injected photons to have

slightly higher energies and increased normalization for

their spectrum.

As temporal resolution is decreased, the lightcurves

face an increased variability, and the smoothness of this

mock observed property is gone. This is due to the fact

that lower framerates lead to photons not being injected

as smoothly as a function of time. Higher framerates

lead to a more continuous injected photon flow, while

lower framerates have more spaced out photon injec-

tions. This leads to the lightcurve having more peaks

and troughs compared to the higher temporal resolution

simulations.

At the end of the HD simulation, photons have ide-

ally reached the photosphere. At this point, photons

are expected to scatter into an angle of θ = 1/Γ2 (Laz-

zati 2016). Figure 1(a) shows the radial resolution at the

photon position r = 1.5×1013cm, and Figure 1(d) Shows

the bulk Lorentz factor at this radius. The quantity

∆r/r = sin θ ≈ θ can be used to compare to θ = 1/Γ2.

If the HD resolution is too low, the HD cell sizes are

larger, which means that the mock observed properties

of the photons are inaccurate due to the detected pho-

tons not being able to fully probe the angular scale vis-

ible to the observer. Instead photons are only probing

the properties of just one large HD cell. Figure 9 shows

how at higher refinement levels, the ratio 1/Γ2

∆r/r is large

enough to easily probe the visible portion of the GRB jet

regime since this angle encompasses multiple HD cells.

At lower resolutions, we get closer but larger than unity,

as seen for levels 2 and 3. Once level 1 is reached, our

ratio is smaller than 1. At this resolution, the photons

are not properly probing the visible angular jet region

as they only probe one HD cell.

If we consider the lightcrossing defined by c/fps = c∆t,

we get the distance traveled by a photon in between

two frames at any given framerate. When comparing

this distance to the size of HD cells at any given time,

optimally we want the photons to scatter within multiple

HD elements as they move within a given frame. For this

to be true, the ratio c∆t
∆r must be larger than unity. This

would mean that the photons are able to travel through

more than one HD cell during the duration of any given

frame. This allows the photons to properly probe the

GRB jet properties.

Figure 10(a) shows the ratio c∆t
∆r at the beginning of

the 16TI simulation. We can see that higher resolutions

with lower framerates lead to photons probing multiple

cells in each individual frame as they travel through the

jet. The lower left corner of the matrix shows framerates

and resolutions in which only one cell is probed in each

frame. This phenomenon is also present and amplified

at the end of the simulation, when the HD cell size is

increased from the presence of higher refinement levels.

This can be seen in Figure 10(b).

We can make an analogy with polar coordinates where

the photon propagates both radially, as it diffuses out-

ward with the jet, and in polar angle, where the observer

sees some amount of photons that are propagating to-

wards them if the observer is located within the pho-

tons’ local 1/Γ2 angle. As the MCRaT photon travels

outward within a single simulation frame time step, we

want it to interact with many cells of the GRB jet. This

will allow the photon to change its properties as the

jet’s HD properties change radially; see for example the

non-thermal spectra obtained by Parsotan et al. (2018).

Once at the photosphere, we want to receive many pho-

tons that are properly probing the angular size of the

jet that the observer is able to see. This can lead to the

appearance of non-thermal spectra, such as the multi-

color blackbody (Pe’er & Ryde 2011), which is typically

seen in GRBs. This can only be seen if the photons are

able to interact with and probe the properties of many

different HD fluid elements in the polar angle direction.

HD simulation resolution needs to be accounted for to

retrieve accurate post-processing radiative transfer cal-

culations. When deciding the HD simulation resolution

for these calculations, one must look at multiple factors

to make an informed decision. These factors include

limitations such as storage and computational resources.

Another factor that needs to be considered is what mar-

gin of error is acceptable for one’s particular analysis. In
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Figure 10. Lightcrossing over HD cell size ratio at beginning of the simulation. Panel(a) shows c/fps
∆r

= c∆t
∆r

at the first moment

of photon injection (tsim = 50s). Panel (b) shows c/fps
∆r

= c∆t
∆r

at the end of the simulation (tsim = 527.6s).

order to save time, storage and computational resources,

if a particular analysis allows for it, a lower resolution

can be chosen, assuming the loss of accuracy in the mock

EM observables is acceptable.

The material is based upon work supported by NASA

under award number 80GSFC21M0002. Resources sup-

porting this work were provided by the NASA High-

End Computing (HEC) Program through the NASA

Advanced Supercomputing (NAS) Division at Ames Re-

search Center.
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Software: Python (Python Core Team 2019), As-

tropy (Astropy Collaboration et al. 2013, 2018, 2022),

NumPy (Harris et al. 2020), MCRaT (Lazzati 2016; Par-

sotan & Lazzati 2018; Parsotan et al. 2018; Parsotan &

Lazzati 2021; Parsotan & Lazzati 2022), ProcessMCRaT

(Parsotan 2021)
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