Calculation of the expected output
spectrum for a mid-infrared
supercontinuum source based on As,S;
chalcogenide photonic crystal fibers

R. J. Weiblen,!* A. Docherty,! C. R. Menyuk,' L. B. Shaw,’
J. S. Sanghera,” and L. D. Aggarwal®
' Department of Computer Science and Electrical Engineering, TRC 203
University of Maryland Baltimore County, 1000 Hilltop Circle, Baltimore, MD 21250, USA

2Naval Research Laboratory, Code 5620, Washington, D.C. 20375, USA
3Sotera Defense Solutions, Crofton, MD 21114, USA

*ro2@umbc.edu

Abstract: We computationally investigate supercontinuum generation in
an As,S3 solid core photonic crystal fiber (PCF) with a hexagonal cladding
of air holes. With a goal of obtaining a supercontinuum output spectrum
that can predict what might be seen in an experiment, we investigate the
spectral and statistical behavior of a mid-infrared supercontinuum source
using a large ensemble average of 10° realizations, in which the input
pulse duration and energy vary. The output spectrum is sensitive to small
changes (0.1%) in these pulse parameters. We show that the spectrum can be
divided into three regions with distinct characteristics: a short-wavelength
region with high correlation, a middle-wavelength region with minimal
correlation, and a long-wavelength region where the behavior is dominated
by a few rare large-bandwidth events. We show that statistically significant
fluctuations exist in the experimentally expected output spectrum and that
we can reproduce an excellent match to that spectrum with a converged
shape and bandwidth using 5000 realizations.
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1. Introduction

Supercontinuum (SC) generation in the mid-infrared (mid-IR) is an area of great research in-
terest because of its importance for many applications, including biological spectroscopy [1],
optical frequency metrology [2], optical tomography [3], optical cutting and welding, and air-
craft defense [4]. The statistical behavior of SC generation, including its stability, coherence,
and noise properties, has become the focus of recent studies because of interest in both improv-
ing SC sources and studying other systems, such as rogue waves in fluids [5-7].

A common principal aim in SC generation, especially in the mid-IR, is to obtain a broad
bandwidth. Additionally, it is often desirable to generate a spectrum that is as flat as possi-
ble over the wavelength range of interest. For example, in infrared countermeasures, the ideal
spectrum would be flat over the atmospheric mid-IR transmission windows from 3-5 um and
8—13 um. Several characteristics of single-shot simulation results appear to indicate that SC
sources cannot achieve these goals when the input pulse energies become large [8], as long as
the energies are not high enough to saturate the loss and other fiber effects [9]. First, variations
as large as 20 dB can exist over a single-shot spectrum. Also, the frequency of these variations
depends on the bandwidth resolution. Finally, output bandwidths vary over a large range. This
behavior when the input pulse energy is large contrasts strongly with the behavior when the
input pulse energy is small, and supercontinuum generation is highly reproducible from shot
to shot. It has been shown that the number of solitons in the input pulse plays a critical role
in determining the sensitivity of the supercontinuum spectrum to small variations in the input
parameters [10].

However, although many real-time measurement methods have been developed for analyz-
ing SC, the theoretically-predicted shot-to-shot variations cannot be observed in experiment or
applications where the detector is slow, and we will show in this article that they are an artifact
of single-shot simulations. That is the case even when broadband (white) noise is negligible,
and only the pulse energy and duration vary randomly.

In many experiments, the repetition rate of the input pulse source is much greater than the
sampling rate of the optical spectrum analyzer. Therefore, the measured output spectrum of a
SC source consists of an ensemble average over many thousands of pulse realizations, which
include laser noise and pulse parameter (pulse duration and peak power) differences due to
environmental effects. Because SC generation is extremely sensitive to small changes in the
input pulse when the input pulse energy is large, a single numerical simulation will not yield an
accurate representation of the experimental SC output or its bandwidth.

To obtain an accurate representation, it is necessary to use an ensemble average. That leads to
the question of how large the ensemble must be in order to realistically simulate an experimen-
tal system. It is desirable for computational efficiency to use the smallest number of realizations
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possible. In previous work [8, 11] on mid-IR SC generation in As;S3 photonic crystal fibers,
we found that changes of 0.01% in either the pulse duration or the peak power lead to a SC
spectrum that is almost completely uncorrelated with the initial spectrum in the intermediate
wavelength range of 2700—4600 nm. Since the pulse duration and peak power can vary by 10%
or more in the experimental systems of interest to us [4], this result suggests that the experi-
ments generate as many as 10% x 10° = 10° independent realizations and it may be necessary
to simulate an ensemble with as many as 10° realizations. We will show, however, that a much
smaller ensemble with 5,000 or fewer realizations is sufficient to reproduce the experimentally
expected spectral power density and bandwidth.

In this work, we again consider mid-IR SC generation in an As,S3 photonic crystal fiber. We
completely characterize the output spectrum using a large ensemble with 10° realizations. Its
statistical properties are not simple.

We find that the spectrum has three distinct spectral regions whose characteristics are the
same for single-shot realizations with similar pulse parameters. The first is the short wavelength
region due to initial four-wave mixing with a spectral shape determined mostly by material loss.
In this region, while there are significant variations as a function of wavelength, there is a large
coherence from shot to shot and the variations never average out.

The second spectral region is a middle wavelength region with a complex structure and rapid
fluctuations in the output power as a function of wavelength. These fluctuations are governed
by complicated soliton dynamics that are only slightly correlated from one realization to an-
other because of the high soliton number of this system (N =~ 30). In this region, most, but
not all, of the variations can be eliminated in an ensemble average. An ensemble average of
about 5000 realizations reduces the fluctuations by two orders of magnitude. The third re-
gion is a long wavelength region that is relatively smooth and represents the falloff from the
longest-wavelength soliton, which exists further into the infrared, extending the bandwidth of
the spectrum. A few rogue events dominate the bandwidth, but an ensemble of approximately
5000 realizations is sufficient for the output bandwidth to converge.

2. Simulation methods

In this study, we aim to reproduce the expected SC output spectrum for a system with a hyper-
bolic secant input pulse with a duration of 1 ps and a peak power of 1 kW from a laser source
with an operating wavelength of A = 2.8 pum, using an As,S3 chalcogenide photonic crystal
fiber with five hexagonal rings of air-holes, with a pitch of A = 3.5 pm and a hole-diameter-
to-pitch ratio of d/A = 0.4 to maintain single mode operation. The input pulse duration and
energy are both expected vary within a range of 10% from shot to shot. The fiber length is set at
0.5 m to optimize the balance between nonlinear effects and loss. This system was previously
studied in [8], and we use the same computational method to simulate SC generation that is
described in [8] and in more detail by Hu et. al. [12]. The equation that governs the evolution
of a single SC simulation is the generalized nonlinear Schrodinger equation (GNLSE) given
by [10]:
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where A(z,1) is the electric field envelope and A(z, @) is its Fourier transform. Here, a(®) is the

linear loss as a function of frequency, comprised of the material loss and the fiber loss, which
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is given in Fig. 2 of [8]. The Kerr coefficient, ¥, is defined by y = nyy/(cAest), where n is the
nonlinear refractive index given by n, = 3.285 x 1078 m> W~!, @y is the angular frequency
of the optical carrier, c is the speed of light, and A is the fiber’s effective area, which depends
on the air-hole diameter and pitch. The quantity R(7) is the nonlinear response function defined
by R(t) = (1 — fr)8(t) + frhr(t), which includes both the instantaneous Kerr contribution,
6(t), and the delayed Raman response, /g (7). We use fx to denote the fraction of the nonlinear
response function due to the Raman effect, which in this case is taken as fr = 0.2. We use
IFT{} to denote the inverse Fourier transform. We use a time window of 232 points and 10*
steps in the longitudinal direction. It has been verified that increasing the resolution of these
numerical settings does not change the results of the simulation over the parameter range of
interest.

The ensemble average is taken from realizations in the two-dimensional parameter space
defined by the input pulse duration and the input pulse peak power. The parameter space is
centered around the point with a 1 kW peak power and a 1 ps pulse duration and includes a
10% variation in each dimension. Thus, the parameter space extends from 950 fs to 1050 fs in
pulse duration and from 950 W to 1050 W in pulse peak power. Realizations are chosen 100
at a time. Each set of 100 realizations forms a uniform gridding of the parameter space, such
that realizations in each set are separated as far apart as possible. Successive sets are created
by shifting the sampling grid so that no realization is repeated and each new set is as far away
from previous sets as possible. We show this gridding scheme schematically in Fig. 1. Each set
of 100 is averaged, and we repeated this 100-point sampling until we had 10 individual SC
realizations, or 10* 100-realization ensemble averages. Then, these 10* averages were averaged
cumulatively to investigate the behavior of the ensemble as more realizations are included.
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Fig. 1. Uniform gridding scheme. Realizations of the same color are averaged (see Media

1.

We do not include broadband (white) noise in our simulations. While adding white noise
does change the SC output spectrum that results from a particular set of parameters when its
variance becomes sufficiently large, so does a small change of 0.1% in one or both of the
input parameters. In order to verify that adding white noise has little effect on the statistics,
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we carried out a simulation with 1000 realizations using white noise and a variance that was
sufficiently large to generate data similar to Fig. 3. The results were statistically similar to the
results that we obtain by varying the input pulse energy and duration. We note that the statistical
properties of the laser noise are not well-characterized in the experiments of interest to us [4]
over the spectral bandwidth of the pulse, in contrast to the large, random variations of the pulse
duration and energy, and there is no a priori reason to assume that the noise is either large or
white. Finally, it is not surprising that white noise induces sensitivity in the output spectrum,
but it might be considered surprising that slight changes in just the output pulse duration and
energy do the same. For some applications — notably those for which it is desirable to obtain
a broadband, noisy, and reasonably flat spectrum — this sensitive dependence on the pulse
energy and duration is useful, since these parameters naturally vary over a wide range. For all
these reasons, we omitted white noise in the simulations that we present here.

3. Spectral correlation in parameter space

Figure 2 shows a typical supercontinuum output spectrum with the approximate delineation
of the three wavelength regions. Region 1, the short wavelength region, from around 1.5 pm
to 2.7 um shows the least change as the pulse parameters are varied. The spectrum in Region
1 is primarily due to early four-wave mixing with a spectral shape determined primarily by
material loss, which increases rapidly for wavelengths shorter than 2 um, and by the four-wave
mixing resonances. Region 2, the middle wavelength region, from around 2.7 pm to around
4.6 um shows the most change as the pulse parameters are varied slightly. However, while
Region 2 shows a large amount of variation, the effect on the bandwidth is small, since most of
the variation is due to a fine structure that varies rapidly with wavelength. Region 3, the long
wavelength region, from around 4.6 um and longer, changes rarely but significantly. The power
spectrum in this region is due almost entirely to the longest-wavelength, highest-energy soliton
and has the greatest effect on the bandwidth of the SC output.

_liegion 1 Region?2

. IR
1500 Wavelength (nm) 6500

S Power Spcctmm (dBW/;lm) o

b

Fig. 2. Example supercontinuum spectrum showing three regions.

In Fig. 3, we show the average Pearson correlation coefficient between realizations with dif-
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ferent pulse parameters from the parameter space for the short and middle wavelength regions.
The Pearson correlation coefficient is computed as

Y, (X —X) (1 - T)
p— A=Ay VA A . @)

Zﬁ":zl (X)L - X)Z Zﬁnzzl (Y/l - Y)z}

where X and Y are two different output spectra or output spectrum regions with corresponding
mean values X and ¥ and X; and Y, are the values of those output spectra at a particular
wavelength A. For the short wavelength region, A; = 1000 nm and A, = 2700 nm. For the
intermediate wavelength region, A; = 2700 nm and A,, = 4600 nm. In both cases, the values of
A are separated by 1 nm.

Figure 3(a) shows the average correlation coefficient for the short wavelength region and
middle wavelength region between realizations where the input pulse peak power is varied by
0.1 W. Figure 3(b) shows the average correlation coefficient for the short wavelength region
and middle wavelength region between realizations where the input pulse duration is varied by
0.1 ps. The average correlation coefficient is taken over 1000 realizations between 950 W and
1050 W for the peak power plots and over 1000 realizations between 950 fs and 1050 fs for
the pulse duration plots. These values represent a 10% variation in pulse parameters for a 1 ps,
1 kW input pulse. The long correlation length for the short wavelength region is evident for both
dimensions of the two-dimensional pulse parameter space. By contrast, the middle wavelength
region has a very short correlation length in both peak power and duration, but we note that its
correlation does not go to zero.

These correlation coefficient plots seem to indicate that there are many independent realiza-
tions of output spectra present in this parameter space. Because the correlation drops quickly
for parameter differences greater than about 0.1 in either dimension (peak power in W or
pulse duration in fs) for the middle wavelength region, we might assume that there will be
100/(0.1) = 1000 independent realizations in either dimension, where the number 100 repre-
sents a 10% variation from 1000 fs or 1000 W. In two dimensions, we would thus estimate that
there are 10° distinct realizations of output spectrum in this parameter space. It is from this
space that we will draw our samples.

—_

Correlation Coefficient
Correlation Coefficient

——Short Wavelengths
—Middle Wavelengths i —Middle Wavelengths

0 0

——Short Wavelengths

=10 Power Difference (W) 10 =10 Pulse Width Difference (TS) 10

Fig. 3. Average correlation coefficient for short and middle wavelength regions when (a) the
peak power is varied and (b) when the pulse duration is varied.
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4. Spectral convergence

Figure 4 shows a typical single-shot SC output spectrum for an input pulse with a peak power
of 1 kW and a pulse duration of 1 ps, which shows large fluctuations in output power, and the
ensemble-averaged output spectrum for the full ensemble including 10° samples taken from
the parameter space as described in Section 2. In addition to the large-scale fluctuations in
output power present in the single-shot result, it is readily apparent that this single-shot result
has a slightly larger bandwidth than the full ensemble—about 100 nm wider. This variability in
the output spectrum and its bandwidth, as demonstrated here, is the main cause of uncertainty
in single-shot results. We note that the short wavelength region still shows large, persistent
fluctuations, even in the full ensemble average, which we attribute to periodic phase-matching
of the four-wave mixing. Also visible in the ensemble-averaged result are some small-scale
fluctuations in the middle wavelength region, particularly on the short wavelength side, which
we attribute to residual soliton interactions, as we will discuss later.

M M |
N |‘ |

_50 ‘ |‘ L 1 1 1 1 1 1 n |
1500 Wavelength (nm) 6500

Power Spectrum (dBW/nm) o

Fig. 4. Single-shot simulation output (blue) and full 10® ensemble average output (red).

As mentioned above, the variations in wavelength region 3 are most responsible for the vari-
ability in the output bandwidth. Figure 5 shows a comparison of two single-shot output spectra,
which are similar for most wavelengths except in the long wavelength region. The difference
in bandwidth between these two spectra is about 700 nm. The large bandwidth of the spectrum
shown in blue is due to a rogue event. These events occur rarely, but often enough to affect the
ensemble average.

In Fig. 6, we show a histogram of the output bandwidth for 10° realizations using 50 bins.
This distribution is bimodal. Most output spectra in the ensemble have a bandwidth around
2.8 um, while a smaller group of bandwidths is clustered around 2.5 um. However, even in this
(relatively) limited sample space of noise-free simulations, spectra with bandwidths greater
than 3.2 um, more than 25% greater than the average, exist in the ensemble.

It has been shown [10, 13], that for SC systems with soliton numbers greater than about
N = 10, the mutual coherence between different realizations of SC generation will decrease
rapidly. Hence, the wavelengths of the SC outputs will be largely uncorrelated from shot-to

(C) 2014 OSA 8 September 2014 | Vol. 22, No. 18 | DOI:10.1364/0E.22.022220 | OPTICS EXPRESS 22226



Power Spectrum (dBW/nm) o

-0 | b ]
1500 Wavelength (nm) 6500
Fig. 5. Comparison of output spectra with different bandwidths: 2.5 um (green) and 3.2 ym
(blue).
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Fig. 6. Histogram of output bandwidths.

shot. The large soliton number for this system (N = 30) is consistent with the great sensitivity
in the output spectrum that we observe when the input pulse duration and peak power change.
At the same time, the number is small enough that the residual correlations remain visible.
We attribute the bumps that are visible in the middle range of wavelengths in the 10° ensemble-
averaged spectrum in Fig. 4 to these residual correlations. In Fig. 7(a), we show the spectrogram
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evolution for a single realization, and in Fig. 7(b), we show the average spectrogram evolution
for 1000 realizations. The solitons that are visible in a single realization remain perceptible in
the average, although greatly diminished in amplitude relative to the background.
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(a) Single-shot spectrogram. (b) Average spectrogram for 1000 samples.

Fig. 7. Spectrogram plots for (a) a single simulation (see Media 2) and (b) a 1000-
simulation average (see Media 3).

5. Statistical characterization

The location and amplitude of the large-scale, fast fluctuations in the spectrum appear to be
randomly varying from one realization to the next, although, as just noted, appearances are
deceiving. If the samples from the parameter space were statistically uncorrelated, we would
expect the variance of these fluctuations to reduce with an increasing number of samples in
the ensemble like N~!, where N is the number of samples in the ensemble. From the plots of
the correlation coefficient in Section 3, we might expect that the highly uncorrelated middle
wavelength region would show a reduction in variance that follows this rule. The short wave-
length region has a much broader correlation function, and so we would expect the variance of
the fluctuations in this region to reduce more slowly as more realizations are included in the
ensemble average.

To test this hypothesis, we computed the variance of the fluctuations in both regions, using the
final ensemble-averaged spectrum as a basis for comparison. The variance of the fluctuations
in a spectrum is computed as

A
o= 3 (6 -Xp)-u), 3)
3=

where n is the number of wavelengths, or the size of the region, under consideration, X, is the
amplitude of the spectrum at wavelength A, and X, is the amplitude of the full ensemble-
averaged spectrum at that wavelength, and u is the mean value of X; — X, . For the short
wavelength region, A; = 1000 nm and A,, = 2700 nm. For the intermediate wavelength region,
A1 = 2700 nm and A, = 4600 nm. Again, the values of A are separated by 1 nm.

The variances of the fluctuations in the short and middle wavelength regions are shown in
Fig. 8(a) and Fig. 8(b), respectively. In both cases, the variance decreases at a similar rate,
approximately equal to N~>/. The variance decreases rapidly as the number of samples ap-
proaches 10° because the data are being compared to the ensemble average with 10 samples.
While both regions have a similar overall rate of decrease, the decrease in variance is relatively
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smooth for the middle wavelength region compared to the short wavelength region. The short
wavelength region fluctuation variance reduces in jumps, with a seemingly self-similar pattern
that repeats approximately two times every decade. We attribute the lack of smoothness in this
case to the high correlation in this wavelength range and the residual spectral structure that
does not average out, which is due to a combination of material loss and four-wave mixing
resonances.

_2

107 10
3 8
g E
8 =
107155 ‘ . ‘ ) 10712 . ‘ ‘ ‘ .
10 Number of Runs (x100) 10 10 Number of Runs (x100) 10
(a) Variance in the short wavelength region. (b) Variance in the middle wavelength region.

Fig. 8. Variance of the fluctuations in the (a) short and (b) middle wavelength region. Lines
corresponding to N ~5/6 and N~! are also shown for comparison.

The N~>/° rate of reduction for the middle wavelength region means that with 5000 samples,
the variance of the fluctuations has reduced by approximately two orders of magnitude from
its original value. This reduction is sufficient to yield a good quantitative estimate of the shape,
smoothness, and amplitude of the experimentally expected output spectrum. A comparison of
the ensemble average including 5000 realizations and 10° realizations is shown in Fig. 9. The
corresponding spectra match almost exactly. The differences between the output spectra are
small scale fluctuations that are almost imperceptible.

A

Power Spectrum (dBW/nm)

600 Wavelength (nm)

L
pob2

4600

Fig. 9. Ensemble average output for 5000 samples (red) and 10° samples (blue).

(C) 2014 OSA 8 September 2014 | Vol. 22, No. 18 | DOI:10.1364/0E.22.022220 | OPTICS EXPRESS 22229



Because the rate of decrease for the middle wavelength region is slower than N~!, we infer
that there are residual correlations between the realizations due to fluctuations as a function
of wavelength that never average out. These residual fluctuations are visible in Fig. 9 in both
large-scale fluctuations that vary slowly as a function of wavelength and small-scale fluctua-
tions that vary rapidly as a function of wavelength. We attribute these residual correlations to
the restricted number of solitons that make up the spectrum and are visible in Figs. 7(a) and
7(b). The presence of these residual correlations is consistent with the Pearson correlation co-
efficients in Fig. 3. The correlation coefficient does not approach zero and diminishes slowly
for separations greater than about AT = +£2 fs in pulse duration or AP = +2 W in pulse peak
power.

6. Long wavelengths and bandwidth convergence

Figure 10 shows the bandwidth of the ensemble-averaged output spectrum as the the number
of samples in the ensemble increases. While the bandwidth comes within 5 nm of its final,
converged value after about 1000 realizations, it does not reach its final value until around 5000
realizations. Even though there is still some settling down after 5000 realizations, the fluctuation
in the bandwidth is small after that point. This value of 5000 realizations is consistent with the
convergence of the middle wavelength region of the spectrum as described in the previous
section. We also found similar bandwidths using different sets of 5000 realizations.

In comparing Fig. 6, the histogram of bandwidths, and Fig. 10, we see that the bandwidth
of the average spectrum is not the same as the average bandwidth. The average bandwidth is
around 2700 nm, while the bandwidth of the average spectrum is close to 2900 nm. This differ-
ence indicates that, as expected, the ensemble average behavior in the long-wavelength region is
dominated by the large-bandwidth rogue events, even though they occur much less frequently
than the average-bandwidth output spectra. It is the bandwidth of the average spectrum that
would be observed in an experiment.

2925

Bandwidth (nm)

28801 ' : '
10 Number of Runs (x100) 10

4

Fig. 10. Average bandwidth versus number of samples in the ensemble average.

7. Conclusion

We have investigated the spectral and statistical characteristics for the output of a supercontin-
uum source based on an As;S3 hexagonal photonic crystal fiber as the pulse duration and energy
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vary over arange of 10%. Small variations of just these parameters are sufficient to induce large
changes in the output spectrum.. We identified three wavelength regions with different statisti-
cal properties and computed a large ensemble average of 10 realizations to further investigate
the behavior of the output spectrum as the ensemble size increases. We used a gridding scheme
in which the realizations are spaced as far apart as possible.

We showed that even with 10° realizations, there are still small-scale and large-scale fluc-
tuations present in the ensemble average output spectrum, due to residual correlation of the
realizations in the parameter space. We found that the Pearson correlation coefficient between
realizations does not become zero when the sample separation is large, which is consistent with
this observation. We also found that the variance of the ensemble-averaged spectrum decreases
proportional to N>/, which is once again consistent with the presence of correlations.

In the mid-wavelength region, we used spectrograms to show that the residual fluctuations
are due to the limited number of solitons (~30) that create the spectrum. The bandwidth of a
single realization is determined by the amplitude of the largest soliton and depends sensitively
on the parameters. We found that the ensemble-averaged bandwidth is determined by a small
number of large-bandwidth realizations that are correlated with rogue solitons.

We used these studies to determine that 5000 realizations is sufficient to obtain a converged
bandwidth and spectrum that is expected to be an excellent predictor of the output spectrum
seen in an experiment.
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