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ABSTRACT

Title of dissertation: AERODYNAMIC ANALYSIS OF
STATIONARY AND FLAPPING WINGS
IN UNSTEADY FLOW ENVIRONMENTS
AT LOW REYNOLDS NUMBERS

Naresh Poudel, Doctor of Philosophy, 2022

Dissertation directed by: Professor Meilin Yu
Department of Mechanical Engineering
John T. Hrynuk
Combat Capabilities Development Command
U.S. Army Research Lab

This thesis investigates nonlinear flow physics of flapping wings in unsteady

ambient flow environments at low Reynolds numbers, where most birds, insects,

and small unmanned aerial vehicles (UAVs) maneuver or operate, with high-fidelity

numerical simulations enabled by high-order accurate computational fluid dynamics

(CFD) methods.

The first objective of this research is to investigate gust-wing interaction and

to unravel the mechanism of gust mitigation with flapping wings. The interaction

of a gust with a stationary airfoil produces large undesirable unsteady forces, which

exceed the peak static lift coefficient. A simple pitch-down maneuver and oscillating

airfoil motion were tested to mitigate the gust. A rapid pitch-down maneuver in

response to a gust sometimes exceeds the negative stall angle, causing an inadvertent

stall. A step-wise change in the angle of attack, as the gust develops, is shown to



be effective at mitigating the negative effects of the gust. However, if the gust

continues to grow in magnitude, this strategy may be ineffective. Low amplitude

wing oscillations are then tested as a novel method for gust mitigation. Increasing

the oscillating airfoil’s reduced frequency dominates the gust.

The second objective of the research is to examine highly nonlinear flow physics

of stationary/flapping wings in unsteady ambient flow environments at low Reynolds

numbers. The dependence of a pitching airfoil’s thrust on Reynolds and Strouhal

numbers is investigated first, and it is discovered that an unsteady flow environ-

ment can enhance its thrust production. The thrust scaling law of a pitching airfoil,

when operating in highly unsteady flow environments, is extended as a function

of Reynolds number, Strouhal number, and turbulence intensity. To quantify the

effect of the unsteady flow environment on pitching airfoil thrust production, an ef-

fective Reynolds number concept is also introduced. It is also found that moderate

freestream turbulence (∼ 5%) can alter the formation of laminar separation bub-

bles near a stationary wing’s leading edge and obtain larger lift coefficients when

compared to those in a uniform freestream. This is critical for UAV design and

control at low Reynolds numbers as large-scale flow separation can create undesired

stall effects over wings at moderate angles of attack due to the weak resistance of

unfavorable pressure gradients at low Reynolds numbers.

In conclusion, on using high-fidelity numerical simulation tools, this research

contributes to novel design and control of future unconventional UAVs by providing

key insights into unsteady aerodynamics in highly unstructured real-world flight

environments.
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Chapter 1: Introduction

1.1 Motivation

Studying aerodynamics at low Reynolds (Re) numbers, associated with fixed

and flapping wings, has attracted extensive attention of researchers with the hope to

better design Micro Air Vehicles (MAVs), small unmanned aerial vehicles (UAVs),

and small-scale wind turbines [1]. In this work the low Reynolds number regime is

defined as a wing chord length-based Reynolds number range of 104 − 105. During

the early stage of flight development, the research focus was on the design of aircraft

that could fly faster and higher with increased payload, reliability, safety, and low

cost. Conventional aerodynamics focused on steady and high Reynolds number flow

was widely studied for over a century. Nowadays, due to the advancement of Micro

Electro-Mechanical Sensor (MEMS) and actuators, unmanned flight at the size of

insects and birds has become more feasible [2]. Birds and insects also provide exam-

ples of systems that can alleviate the adverse effects of unsteady ambient flows, but

man-made vehicles cannot yet match this performance. Most studies on flapping

wing aerodynamics at low Reynolds numbers have neglected the effect of highly un-

steady environments such as gusts or turbulence on the aerodynamic performance

of flapping wings [3–8]. However, the basic understanding of how flying and swim-

1



ming animals can mitigate the turbulence, gusts, and vortices developed due to

the upstream objects/obstacles, atmospheric conditions, or ground effects remains

largely unknown. This motivates us to investigate the underlying aerodynamics of

stationary and flapping wings in unsteady flow environments.

1.2 Problem Statement

MAVs and small-scale UAVs operate in the low Reynolds number regime of

104 − 105. As the size of MAVs become smaller, its weight shrinks as shown in 1.1,

and as a consequence they have unfavorable aerodynamic characteristics, like having

a low lift-to-drag ratio [9] and easy to be affected by unsteady flow environments,

such as gusts [10]. The aerodynamic performance of wings at low Reynolds num-

bers is different from that at high Reynolds numbers due to thick boundary layers,

severe flow separation, and laminar-turbulent transition [11,12]. There exists strong

nonlinearity in low-Reynolds-number flow around airfoils since the increasing vis-

cous effects, with respect to inertial effects, can substantially influence the boundary

layer physics such as separation, transition and reattachment. These events can all

occur within a short distance and significantly affect the performance of the lifting

surface [9]. Often the separated shear layer does not reattach on the surface and

large wake is formed in the low Reynolds number range.

Due to their small size and low speed, MAVs are prone to encounter flight

control issues due to ambient unsteady flow environments, such as strong wind

gusts [10]. These unsteady loads caused by cross-wind and vertical gusts play a
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Figure 1.1: Classification of air vehicles based on their mass and Reynolds number [13].

significant role in the design and operation of MAVs. Early in aviation history,

gust research focused primarily on the response of large aircraft [14], but these

tests seldom reflect the aerodynamic conditions experienced by MAVs. Due to the

gusty wind conditions in low atmospheric urban areas and the relative speed of the

vehicle, MAVs may experience large changes in freestream speed and angle of attack

as shown in 1.2.

Flow in the low-Reynolds-number regime is highly dictated by the nonlinear

mechanisms and resolving the unsteady flow features more accurately due to non-

linearity is challenging. In numerical studies the accurate prediction of lift and drag

forces under the higher turbulence level environment is challenging [16–19]. Olson

et al. [17] suggested that the accurate characterization of separation bubbles over

an airfoil at low Reynolds numbers is also particularly challenging and discrepan-

cies appears in experiments and computations due to facility dependent freestream

turbulence level and other experimental uncertainties. Coder and Maughmer [18]
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Figure 1.2: Schematic of MAVs operating in urban may encounter a variety of flow environ-

ments caused by the interaction of atmospheric wind with buildings [15].

observed that theoretical methods tend to over-predict the maximum lift coefficient

when compared with experimental results for airfoils at low Reynolds numbers.

High-order computational fluid dynamics (CFD) methods have been proven more

accurate and efficient than the conventional methods at capturing complex flow

structures [20, 21]. However, simulating freestream turbulence and its interaction

with the boundary layer is still challenging in computational studies. Therefore, in

this study, High-order CFD methods are used to accurately unravel the complex flow

phenomena due to unsteady flow conditions. There exists rich flow physics in the

interaction between unsteady flow environments, such as freestream turbulence and

vertical gusts on airfoil performance at low Reynolds numbers (104 < Re < 105).
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The impact of these unsteady flow environments on the wing performance is not well

understood. The proposed research will investigate the fundamental flow physics

underlying boundary layer development over stationary and flapping wings in the

presence of the freestream turbulence and vertical gusts. It will also characterize

the corresponding aerodynamic performance of airfoils in these flows. In addition, a

series of high-order numerical simulations will be compared to determine the model

fidelity required to accurately predict airfoil performance under highly unsteady

flow conditions. The results from these simulations will also be compared with

experimental results.

1.3 Outline of Dissertation

The remainder of the dissertation is organized as follows. A literature re-

view highlighting previous attempts to study the effects of gust interactions with

stationary/flapping wings and unsteady freestream flow conditions is presented in

Chapter 2. The introduction of the high-order Flux Reconstruction (FR) method,

dynamic mesh deformation algorithms, and solver validation are presented in Chap-

ter 3. Chapter 4 discusses the interaction of a vertical gust and stationary/flapping

wings, as well as gust mitigation strategies using flapping wings. Chapters 5 and

6 discuss the effects of unsteady freestream on the propulsive performance of a 2D

flapping airfoil and the aerodynamic performance of a 3D stationary wing at low

Reynolds numbers, respectively. Chapter 7 concludes with the work’s conclusions

and recommendations for future research.
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Chapter 2: Literature Review and Research Objectives

This chapter will provide an overview of the existing literature on the effect of

vertical gust and unsteady freestream on the performance of stationary and oscil-

lating airfoils. The research objectives of this thesis are outlined at the end based

on the gaps identified from the literature review.

2.1 Previous Studies on the Interaction between Gusts and Station-

ary Wings

In addition to turbulence, large amplitude unsteady disturbances like gusts are

also common for small flying vehicles. Study of the fundamental response of airfoils

to vertical gusts is key to the development of active and passive gust rejection

methods for future MAVs. Küssner [22], and von Karman and Sears [23] pioneered

the study of the interaction between a thin airfoil and a sharp edged gust with a small

amplitude using the unsteady thin airfoil theory. Following studies usually focused

on modeling small amplitude transient and oscillating vertical gusts, where a small

change in the wing AoA (α) was modeled as a transient lift effect. These methods

include Wagner’s indicial function and Küssner’s function for estimating the lift

changes during a gust encounter. These methods assume low gust ratios, inviscid
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flows, and attached flow conditions. While these methods are reflective of large-

scale aircrafts interacting with updrafts, they do not match the gusts experiences by

modern MAVs. Recent work by Smith et al. [24,25] demonstrated a vertical gust in a

wind tunnel environment that bears little resemblance to the flow conditions required

for traditional gust models, but more closely matched MAV flight environments.

Many recent experimental and numerical studies have been carried out to study

nonlinear, high magnitude gust-wing interactions [26–36].

Experimental studies on gust-wing interaction are always limited by the meth-

ods that researchers have used to generate gusts in the experimental setting. For

example, a diffuse vortex generated upstream of test models has commonly been

used as a type of gust [37,38], but this method has some drawbacks. While the gen-

erated vortex has diffused before hitting the model, this method can only provide

transient up- and down-draft behaviors. Another common gust generation method is

to mimic a gust by moving the wing itself, e.g., through a plunge motion [39]. Plung-

ing wings are effective at mimicking a gust, but it remains unknown the extent of

the differences between moving-body and moving-fluid gust interactions. Tow tank

studies [32] produce high quality results but are usually limited in their transient

nature, where the wing must keep moving to maintain its forward velocity while it

passes through the vertical gust. This limits the ability to create a step-function-like

gust, which would simulate a MAV flying into an updraft longer than the vehicle

itself. This tow-tank gust method has been the most heavily studied in recent years

including numerical comparisons. Biler et al. [40] performed experimental and com-

putational studies and found that leading edge effective AoA is responsible for the
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Figure 2.1: (a) Microsystem Aeromechanics Wind Tunnel (MAWT) facility at ARL and (b)

Sketch of vertical gust generator [24,25]

peak lift coefficient, rather than gust ratio or geometric AoA. Badrya et al. [41], [42]

compared the experimental results of Perrotta and Jones [32] and their numerical

ones, with a goal of widening the gust in a numerical environment. Their results

showed that the maximum lift peak increases with the gust width and asymptoti-

cally reaches to a stable value, which suggests that a longer gust generates a different
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result when compared to shorter, more transient gusts.

The gust-wing interaction studies done previously move the wing through the

gust, and the time duration of gust wing interaction is very short. In real scenarios,

the gust effects of the wing could be longer and the change in effective angle of

attack that the wing can experience may be larger.

2.2 Previous Studies on the Effects of Unsteady Freestream and Ver-

tical Gusts over Flapping Wings

Many studies have been conducted to investigate the flight instabilities of flap-

ping or oscillating wings in gusty or turbulent conditions. Objects such as circular

cylinders in tandem configurations with flapping wings placed downstream are com-

monly used in these studies. Sometimes the shedding frequencies of these upstream

bodies are used to mimic gust conditions. Shyy et al. [43] performed an experi-

mental and numerical study on rigid and flexible airfoils under the effects of gust.

They demonstrated that the flexible airfoil performs better under gust conditions

than the rigid airfoil, specifically in terms of lift to drag ratio. Prater and Lian [44]

numerically studied the flight characteristics of stationary and flapping wings in a

single and tandem wing configuration. The wings were tested under uniform flow

with sinusoidal velocity inflow conditions to model an oscillating gust. Lian and

Shyy [45] found that when the flow accelerates/decelerates, the transition position

moves upstream/downstream due to the increasing/decreasing Reynolds number

under a gusty flow. Jones and Yamaleev [31] numerically studied the performance
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of flapping wings under the influence of different gust conditions, namely frontal,

downward, and side gust. They demonstrated that flapping wings can effectively

recover from the gust fluctuations they tested. Lian [28] conducted another nu-

merical study of flapping wings and reported that the gust fluctuations effects can

be alleviated under different flapping frequencies and amplitudes. Gao and Lu [46]

reported three different behaviors observed for force production of flapping wings in

ground effects. Specifically they observed periods of force enhancement, force reduc-

tion, and force recovery, which are closely associated with the evolution of vortex

structures due to ground effects in insect normal hovering.

The performance of two-dimensional (2D) oscillating airfoils subject to si-

nusiodal gusts has been studied by Lian and Shyy [27, 28] and three-dimensional

(3D) flapping wings subject to discrete gusts have been studied by Jones and Ya-

maleev [31]. It has been shown in these studies that flapping wings can be more

resistant to gusts and freestream turbulence [31, 47]. There are also parallel efforts

studying the flight performance of flying insects in gusty environments [47–52], and

turbulence conditions [53–59]. Nakata et al. [60] showed that flexible flapping wings

can be beneficial for longitudinal gust mitigation. Badger et al. [61] found that the

use of a deflectable tail on a glider model can enhance the stability of Anna’s hum-

mingbirds flying into a vertical gust. Jakobi et al. [62] studied the effects of gusts

impinging from different directions on bumblebees and found that bees can mitigate

the gust influence by using different maneuvering strategies. Cheney et al. [59] also

reported that birds can mitigate gusts through a complex variety of inertial and

aerodynamic mechanisms.
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More work has been done in the area of dynamic stall in unsteady environ-

ments, using oscillating inflow velocity conditions [63–66], turbulence grids [67–69]

and upstream cylinders to create disturbances [70,71]. In the presence of freestream

turbulence, these studies demonstrated a delay in boundary-layer separation and a

smaller separation bubble over the maneuver’s surface. When the turbulence inten-

sity is increased, the dynamic stall process is delayed to higher incidence angles [72].

Gharali and Johnson [66] conducted a two-dimensional (2D) numerical study of a

pitching airfoil with the unsteady inflow velocity to investigate the velocity phase

difference between the freestream velocity oscillation and the pitching pattern os-

cillation, similar to Favier’s experiment [63]. This work indicated that for in-phase

oscillations, the lift could be about 5 times greater than that in the static freestream

and this value could be amplified as the reduced frequency increased. Yu et al. [67]

used particle-image velocimetry to study dynamic stall in a water tunnel with tur-

bulence intensities of 0.5 and 6.9% at low Reynolds number, Re = 4,500. They

found that higher turbulence intensity (6.9%) delays the dynamic stall event due

to a reduction in velocity deficit and flow reversal. Amandolése and Széchényi [68]

demonstrated that the lift overshoot hysteresis loop decreased with increasing tur-

bulence. The experimental study by Li et al. [69] also discovered that the size of the

hysteresis loop caused by dynamic stall gradually decreases with increasing turbu-

lence intensity. Chen and Choa [70] performed an experimental study on the effect

of turbulent wakes on a pitching airfoil. In this work, a small cylinder was placed

upstream at different vertical positions relative to the pitching airfoil at Reynolds

number 80,000 with low reduced frequencies (k = 0.01− 0.04). They compared the
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aerodynamic forces and moments with those from the undisturbed freestream case,

where they observed that dynamic stall occurs at higher angles of attack due to

the turbulent wake. The growth of the leading-edge suction peak was also found to

be particularly sensitive to the vertical position of the cylinder. Merrill and Peet

similarly [71] studied a pitching airfoil in the presence of a turbulent wake produced

by an upstream small cylinder. Their study showed that in the presence of up-

stream wake turbulence the magnitude of drag and pitching moment were greatly

reduced over the majority of the pitching cycle. They also found that dynamic stall

starts at a later time and at higher angles of attack due to delayed formation and

detachment of the dynamic stall vortex. Conger and Ramaprian [73] investigated

a pitching NACA 0015 airfoil in a water channel with a relatively high level of

freestream turbulence (0.8–1.0%) compared to other water tunnels. They reported

a greater magnitude of pressure and aerodynamic forces in their study than was

previously reported for similar pitch rates, implying that turbulence effects may

extend to dynamic motions of wings. Kay et al. [74] demonstrated similar effects

as the other studies but at higher Reynolds number (50,000-200,000) and higher

turbulence intensities (5-15%).

We also notice that fish swimming in an unsteady environment have been

studied extensively, both experimentally and numerically, to see how they can use it

to their advantage. In these studies, upstream objects like circular cylinders or D-

cylinders are placed upstream of the pitching foils to characterize the aerodynamic

characteristics and propulsion efficiency of the foils. Gopalakrishnan et al. [75] per-

formed an experiment with a heaving and pitching NACA0012 airfoil in the wake
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of a heaving D-cylinder. They identified three distinct wake structures in the air-

foil, i.e., expanding wake, destructive interaction wake, and constructive interaction

wake between the airfoil motion and the vortex street. Liao et al. [76–78] conducted

experiments on rainbow trout downstream of the D-section cylinder and observed

that fish synchrorise their body kinematics to extract energy from incoming vor-

tices. Furthermore, Akayeti and Liao [79] proposed a Karman gait analytical model

that fully describes rainbow trout responses to vortex street based on the experi-

ments. In the numerical study by Chao et al. [80], they found that the propulsion

efficiency was affected by the lateral gap of the D-cylinders, the lateral distance

between the D-cylinder and the airfoil, and the oscillating frequency of the airfoil.

Xiao et al. [81] also did a numerical study on the performance of the undulating

NACA0012 foil behind the wake of a D-cylinder and revealed that the foil’s thrust

coefficient improves with the presence of the upstream D-cylinder. Shao et al. [82]

numerically studied the interaction between a flapping airfoil in the wake of an oscil-

lating D-cylinder. They discovered that during the expanding wake and destructive

interaction modes, the strong interaction of the incoming vortices with the airfoil

induced low pressure at the leading edge, resulting in a large thrust, whereas in

the constructive mode, the interaction with the incoming vortices is weak, and the

thrust is increased only slightly compared to the other two modes. Li et al. [83] in-

vestigated the hydrodynamics of foil in the streets of the D-cylinder, quantifying the

effects of the foil–vortex phase and downstream distance on vortex energy extraction

efficiency, hydrodynamic force coefficients, and wake structures using the Kármán

gaiting model. Shao et al. [84] investigated the interaction between an undulating
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foil and a passing vortex numerically. The impacts of several controlling parameters

on the thrust and input power are explored, including the distance between the foil

and the D-cylinder, the frequency and phase angle of the foil’s undulation, and the

phase angle of heaving motion.

2.3 Previous Studies on the Effects of Unsteady Freestream on Sta-

tionary Wings

The influence of freestream turbulence on airfoil performance is significant,

especially at low Reynolds numbers. In this low Reynolds number range the size

and location of Laminar Separation Bubbles (LSBs) are altered due to the presence

of freestream turbulence. The freestream turbulence can be quantified by turbu-

lence intensity which is defined as the ratio between the standard deviation of the

velocity fluctuation to the mean velocity. These flow features typically modify airfoil

performance by increasing the maximum lift coefficient, resulting in an airfoil that

behaves similar to its performance at higher Reynolds number.

Stack [85] in 1931 conducted one of the first wind tunnel experiments on

airfoils with and without turbulence grids to study the effects of freestream tur-

bulence. Stack found that an increase of the turbulence level can significantly

increase the maximum lift coefficient. Mueller et al. [86] studied the influence of

freestream turbulence on the aerodynamic performances of a Lissaman 7769 airfoil

at Reynolds number of 1.5 × 105. They observed typical hysteresis characteristics

in the lift and drag coefficients at low freestream turbulence intensity (around 0.10
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% of freestream). Increasing or decreasing of angle of attack results in different lift

and drag coefficients at the same angle of attack based on history of flow is defined

as hysteresis as shown in Figure 2.2. This hysteresis is associated with the laminar

separation and flow reattachment behaviors of an airfoil [11]. This hysteresis in the

lift and drag curves disappeared as freestream turbulence intensity was increased to

0.30 % by causing the flow to reattach to the upper surface of the airfoil at higher

angles of attack.

Figure 2.2: An Example of Hysteresis Effect [86].

Hoffmann [87] performed an experimental study on a NACA0015 airfoil at

Reynolds number of 2.5 × 105, varying the turbulence intensities from 0.25% to

9.0%. Their results showed that freestream turbulence increased the maximum lift

coefficient by up to 30 %. Laitone [88] measured the lift and drag for Reynolds

numbers less than 70,000 on a NACA0012 airfoil, a thin flat plate and a cambered

plate. The NACA0012 airfoil was observed to be particularly sensitive to Reynolds
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number variations and upstream turbulence level at low Reynolds numbers, whereas

flat and cambered plates were not. Mish and Devenport [89] and Gilling et al. [90]

also showed that an increase in turbulence intensity can enhance the maximum

lift for a NACA0015 airfoil at much higher Reynolds numbers, 1.17 − 1.5 × 106.

Huang and Lee [91] studied the freestream turbulence effects on the aerodynamics

characteristics of a NACA0012 airfoil at Reynolds number 0.5−1.5×105 with varying

turbulence intensities from 0.2 % to 0.65 %. Their study showed that the increase in

the maximum lift coefficient is significant when the turbulence intensity increases.

Their results also showed that the when turbulence intensity is smaller than 0.45 %

the turbulence delayed stall, but further increasing turbulence didn’t further delay

stall. Wang et al. [92] found that the freestream turbulence has more influence on

the shear layer separation, reattachment, transition, and formation of the separation

bubble at low Reynolds numbers compared to higher Reynolds number. Devinant

et al. [93] performed the wind tunnel experiments on NACA 654-421 airfoil varying

turbulence levels of 0.5-16 % and also found that the higher turbulence level can

increase the maximum lift.

A laminar separation bubble occurs when a laminar boundary layer on the

suction side of a wing lifts off the surface and reattaches further downstream. The

region enclosed by the laminar separation point and the point of turbulence reat-

tachment is called the laminar separation bubble (LSB). At low Reynolds number

the flow is particularly susceptible to the formation of LSBs and adverse pressure

gradients causing early separation and stall. Long separation bubbles are found

in low Reynolds number flows which also significantly influences the pressure and
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velocity distributions over the airfoil. As such, LSBs are a key flow feature at low

Reynolds numbers and often determine the performance of airfoils.

An increase in turbulence intensity can eliminate or shorten the length of

laminar separation bubbles [94]. Bursting of these laminar separation bubbles, where

the bubble collapses and flow separates, is a common cause of stall at low Reynolds

numbers. Sicot et al. [95] showed that the oscillating length the LSB increases

when the LSB separation point moves towards the leading edge, occurring at higher

angles of attack and near stall. Flows with small-scale free stream turbulence exhibit

a smoother behavior in the near-stall region. Studies done by Cruz [94], Tsuchiya

et al. [96], Ravi et al. [97] and Delnero et al. [98] all showed that the stall angle is

increased with increased freestream turbulence. The studies conducted by Cruz [94]

and Ravi et al. [97] also showed that the increase in freestream turbulence levels

results in an increase in CLmax, but this was not observed in other studies and

appears to be dependent on the airfoil and Reynolds numbers.

Breuer [99] performed numerical investigations on the effect of inflow turbu-

lence on a SD7003 airfoil at Reynolds number of 60,000 and an angle of attack 4◦

with turbulence intensities varying between 0 % to 11.2 % using large eddy simula-

tion (LES). Results showed that the increase in the turbulence intensity can delay

flow separation on the suction side of the airfoil, and the boundary layer transition

to turbulence occurred earlier. The study also suggests that by decreasing length

and time scales of the turbulence have the similar effects observed for increasing

the turbulence intensity. Yang and Abdalla [100] also used an LES approach to

simulate flow over a flat plat with 2 % turbulence intensity at a Reynold number
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of 6,500. They found that the turbulence causes earlier transition and the instabil-

ity mechanism, i.e., Kelvin-Helmholtz instability without freestream turbulence, is

present in the case with turbulence. Balzer and Fasel [101] and Hosseinverdi and

Fasel [102] used direct numerical simulation (DNS) to investigate influence of tur-

bulence on a flat plate with 0.1 % - 0.3 % turbulence intensities. They found a

fast boundary layer transition due to the increase in turbulence intensity reducing

the separation bubble length. They showed that 3D Klebanoff-modes (streamwise

streaks) are formed inside the boundary layer by the freestream turbulence.

2.4 Research Objectives

The current understanding of both steady and unsteady aerodynamics of sta-

tionary and flapping wings are primarily based on uniform flow conditions, but this

is not reflective of the operating environment of small UAVs. Basic understanding of

the flow physics of stationary and flapping wings under non-uniform flow conditions

at low Reynolds numbers is lacking. The specific objectives of the proposed research

are to investigate the effects of highly unsteady flow conditions, caused by gusts and

turbulence, on airfoil performance and how to mitigate the negative effects of this

unsteadiness. In the proposed work, unsteady flow conditions will be modeled by

modeling a vertical gust generator based on previous wind tunnel tests by Smith et

al. [24,25] and by placing different configurations of upstream cylinders to generate

turbulence. These configurations will be used to help determine the effects of up-

stream turbulence and gusts on airfoils at low Reynolds number with implications
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for design of small UAVs.

2.4.1 Objective 1 – Gust mitigation

The first objective of this research is to investigate a mechanism of gust mit-

igation using oscillating wings. Typically gust-wing interactions are studied over a

short interaction time but the approach in the proposed research is to model the

vertical gust similar to the gust generator developed in the U.S. Army Research Lab

(ARL) [24, 25]. This gust generator creates a vertical gust similar to an updraft

an MAV may encounter in the real world. Current understanding of gusts is usu-

ally limited by the methods researchers have used to develop vertical gusts in an

experimental setting. While CFD studies of gust interactions are not uncommon,

they are seldom compared directly to experimental results. This study plans to

undertake a comparison of gust wing interaction simulated experimentally with a

vertical gust generator in a wind tunnel environment and numerically with advanced

unsteady CFD tools. This CFD model will be used to further explore extremely

time-consuming experimental variables, such as turbulence reduction, and widen

the understanding of mechanism of gust generation in a wind tunnel.

Recently, simple control techniques have been applied to mitigate gust effects.

Sedky et al. [103,104] used both closed- and open-loop strategies to control the pitch

motion to mitigate the gust effect. Andreu-Angulo and Babinsky [105, 106] used a

pitch-down motion control to maintain a zero mean effective AoA during the gust

encounter. It should be noted that these experiments in water allowed for response
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to large magnitude gusts and do not necessarily scale well for air vehicles. In these

studies, the duration of the gust acting on the wing is short. The impact of the gust

on the wing for a long-duration gust can be significantly different.

Similar to the study of smaller scale unsteadiness (turbulence), this study will

also evaluate oscillating airfoils experiencing a gust. When the Strouhal number

and reduced frequency fall in an optimal range where the airfoil produces thrust,

gust-wing interactions are likely to be dominated by the wing kinematics. Using

oscillating motions has potential to mitigate the detrimental effects of the gust.

In summary, the following specific research will be presented on Gust Mitiga-

tion :

1. Characterization of dominant flow features in the interaction between a vertical

gust and a wing, either fixed or under oscillation.

2. An investigation of gust mitigation mechanisms using an oscillating wing mo-

tion.

2.4.2 Objective 2 - Turbulence effects

The second objective of this research is to explore the flow physics and influence

of unsteady freestream on the aerodynamic performance of static and oscillating

airfoils. Using experiments to widen the understanding of underlying mechanisms of

flow- structure interactions are not always possible, so using high-fidelity numerical

simulation will help to quickly investigate the flow physics. The effects of unsteady

flow will be investigated for both oscillating wing motions and on a static airfoil. A
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previous study done by Visbal [107] on plunging motion of an airfoil showed the lift

coefficient from the 2D and 3D simulations were independent of Reynolds number

and three-dimensional transitional flow under uniform flow conditions. However,

this has not yet been studied with an unsteady freestream condition. The following

research questions will be answered:

• Is the freestream turbulence or the oscillation motion of the wing more impor-

tant to the end flow state?

• How does the thrust coefficient vary with Reynolds number under unsteady

freestream flow conditions?

• Is the optimal Strouhal number for thrust production within the typical range

(St = 0.2−0.3) relatively insensitive to Reynolds number under unsteady flow

environments?

In summary, the following will be presented on Turbulence Effects:

1. An investigation of the impact of Reynolds numbers and Strouhal numbers on

the performance of 2D airfoils in highly unsteady freestream.

2. Development of new scaling laws between aerodynamic forces and flow dy-

namic parameters for oscillating wings in highly unsteady freestream.

3. Quantification of different flow features of 2D and 3D stationary wings in

highly unsteady freestream and compare to experiments.
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Chapter 3: Computational Methods

3.1 High-Order CFD Methods

This section will provide an overview of the computational methods used in the

current study. The FR/CPR method is a high-order computational fluid dynamics

method used in this study. Previous studies [20, 108–110] have shown that these

methods are accurate and applicable to the types of problems in the current research.

3.1.1 Governing Equations

Unsteady compressible Navier-Stokes equations in the conservation form are

considered in this study. They can be expressed in the physical domain (t, x, y, z)

as follows:

∂Q

∂t
+

∂F

∂x
+

∂G

∂y
+

∂H

∂z
= 0, (3.1)

where Q = (ρ, ρu, ρv, ρw,E)T are conservative variables, ρ is the density of fluid, u,

v and w are the x-, y- and z-components of the velocity and E is the total energy

given by E = p
γ−1

+ 1
2
ρ(u2 + v2 + w2) for a perfect gas in which p is the pressure

and γ is the constant specific heat capacity ratio. The total energy formula closes

the solution system. F, G and H are total flux vectors including the inviscid and
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viscous flux terms in the x-, y- and z-direction, respectively, which are expressed as

F = F i − F v =



ρu

ρu2 + p− τxx

ρvu− τxy

ρwu− τxz

u(E + p)− uτxx − vτxy − wτxz − µCp

Pr
Tx



,

G = Gi −Gv =



ρv

ρuv − τyx

ρv2 + p− τyy

ρwv − τyz

v(E + p)− uτyx − vτyy − wτyz − µCp

Pr
Ty



,

H = H i −Hv =



ρw

ρuw − τzx

ρvw − τzy

ρw2 + p− τzz

w(E + p)− uτzx − vτzy − wτzz − µCp

Pr
Tz



.

where µ is the dynamic viscosity, Cp is the specific heat at constant pressure, Pr

is the Prandtl number and T is the temperature. For the Newtonian fluids, the
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viscous stresses are given as follows:

τxx = 2µ(ux − ux+vy+wz

3
)

τyy = 2µ(vy − ux+vy+wz

3
)

τzz = 2µ(wz − ux+vy+wz

3
)

τxy = τyx = µ(vx + uy)

τxz = τzx = µ(wx + uz)

τyz = τzy = µ(wy + vz)

To facilitate numerical simulation, the governing equation (3.1) in the physical

domain (t, x, y, z) is transformed into computational domain (τ, ξ, η, ζ) as shown in

Figure 3.1. Eq. (3.1) can be written as follows:

Figure 3.1: Coordinate transformation from a moving physical domain to a fixed computa-

tional domain.

∂Q̃

∂τ
+

∂F̃

∂ξ
+

∂G̃

∂η
+

∂H̃

∂ζ
= 0, . (3.2)
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where 

Q̃ = |J |Q

F̃ = |J |(Qξτ + Fξx +Gξy +Hξz)

G̃ = |J |(Qητ + Fηx +Gηy +Hηz)

H̃ = |J |(Qζτ + Fζx +Gζy +Hζz)

. (3.3)

Note that in the coordinate transformation, τ = t and (ξ, η, ζ) ∈ [−1, 1]× [−1, 1]×

[−1, 1] is a standard element in the computational domain. The Jacobian matrix of

the coordinate transformation can be written as the following form:

J =
∂(x, y, z, t)

∂(ξ, η, ζ, τ)
=



xξ xη xζ xτ

yξ yη yζ yτ

zξ zη zζ zτ

0 0 0 1


. (3.4)

The inverse transformation must also exist for a non-singular transformation. There-

fore, the inverse of the Jacobian matrix can be written as:

J−1 =
∂(ξ, η, ζ, τ)

∂(x, y, z, t)
=



ξx ξy ξz ξt

ηx ηy ηz ηt

ζx ζy ζz ζt

0 0 0 1


. (3.5)

The metrics ξt, ηt and ζt are related to the grid velocity vector v⃗grid as

ξt = −v⃗grid · ∇ξ,

ηt = −v⃗grid · ∇η,

ζt = −v⃗grid · ∇ζ,

(3.6)
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The geometric conservation law (GCL) has been enforced following the error com-

pensation approach [111].

3.1.2 Spatial Discretization and Time Integration Methods

The Flux Reconstruction/Correction Procedure via Reconstruction (FR/CPR)

[20,21,108,110,112–114] method was used to solve the governing equations. A brief

introduction of the FR/CPR method is discussed in this section for the sake of

completeness, but a full discussion of the method can be found in [20]. In FR/CPR

methods, the flux terms in Eq. (3.2) are divided into two parts, i.e. local fluxes F̃ loc

constructed from local solutions and correction fluxes F̃ cor by mapping the differ-

ences between the local fluxes and the common fluxes on the element interfaces into

the entire element with high-order correction functions. This can be expressed as:

F̃ (ξ, η, ζ) = F̃ loc(ξ, η, ζ) + F̃ cor(ξ, η, ζ)

G̃(ξ, η, ζ) = G̃loc(ξ, η, ζ) + G̃cor(ξ, η, ζ)

H̃(ξ, η, ζ) = H̃ loc(ξ, η, ζ) + H̃cor(ξ, η, ζ)

. (3.7)

On substituting Eq. (3.7) into Eq. (3.2), the governing equations in the com-

putational domain can be reformulated as:

∂Q̃

∂τ
+

(
∂F̃ loc

∂ξ
+

∂G̃loc

∂η
+

∂H̃ loc

∂ζ

)
+

(
∂F̃ cor

∂ξ
+

∂G̃cor

∂η
+

∂H̃cor

∂ζ

)
= 0. (3.8)

In this study, the inviscid common fluxes on the element interfaces were calculated

using the Roe approximate Riemann solver [115] and the common viscous fluxes

were obtained by the second approach (BR2) developed by Bassi and Rebay [116].

To minimize numerical errors when performing simulations on curved elements [117],
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Eq. (3.8) can be transformed back to the physical domain as

∂Q

∂τ
+

(
∂F loc

∂ξ
+

∂Gloc

∂η
+

∂H loc

∂ζ

)
+ δcor − v⃗grid · ∇Q = 0. (3.9)

To solve Eq. 3.9, it can be rewritten as

∂Q

∂τ
= R(Q,∇Q), (3.10)

and the linearly implicit Rosenbrock-Wanner (ROW) Runge-Kutta method [108]

was used for time integration. The general formulation of ROW is written as

Qn+1 = Qn +
∑K

j=1mjYj,

( I
γ∆t

− ∂R
∂Q

)nYi = R(Qn +
∑i−1

j=1 aijYj)

+ 1
∆t

∑i−1
j=1 cijYj, i = 2, . . . K

. (3.11)

Herein, K is the number of stages, ∆t is the time step, and mj, γ, aij and cij are the

coefficients of the ROW scheme. In chapter 4 and 5 for the moving grids, a third-

order accurate spatial discretization and a third-order, four-stage ROW scheme with

the time step of 1× 10−4 were used in all simulations.

In chapter 6, for the stationary 3D simulations, explicit first stage, singly

diagonally implicit Runge-Kutta (ESDIRK) method [108,114] was used in the sim-

ulations in order to save computational costs. The general formulation of ESDIRK

is written as 
Qn+1 = Qn +∆t

∑s
i=1 biR(Qi),

Qi = Qn +∆t
∑i

j=1 aijR(Qj), i = 1, . . . s,

. (3.12)

where s is the number of stages and

aii =


0, i = 1

ω, i ̸= 1

. (3.13)
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Equation (3.12) can then be written as

Qn+1 = Qn +∆t
∑s

i=1 biR(Qi),

Q1 = Qn,

Qi = ∆tωR(Qi) +Qn +∆t
∑i−1

j=1 aijR(Qj), i = 2, . . . s,

(3.14)

In this study for the 3D simulations, the second-order, three-stage ESDIRK2 and

forth-order, sixth-stage ESDIRK4 with the time step of 10−2 were used.

3.1.3 Dynamic Grids Deformation

Dynamically deforming grids are needed to accurately model the oscillating

wing problems in this study. Herein, the algebraic grid deformation algorithm based

on the earlier work [111,118] was used to reconstruct the whole physical domain. A

fifth-order blending function with r(0) = 0 and r(1) = 1 was used for dynamic mesh

deformation. It is written as

r5 (s) = 10s3 − 15s4 + 6s5, s ∈ [0, 1] (3.15)

where s represents the normalized distance between the present grid node and the

moving boundaries. The change in the position vector P⃗ for an arbitrary grid node

can then be obtained as follows:

∆P⃗present = (1− r5)∆P⃗rigid (3.16)

When r5 (0) = 0, the grid node will move at the same speed with the moving

boundary; and when r5 (1) = 1, the grid node will stay stationary.
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3.2 Verification and Validation (V&V) of CFD Solver

As a first step, verification and validation (V&V) of the flow solver was con-

ducted under uniform flow conditions, without the gust or array of circular cylinders

present. The surface forces acting on the fluid particle are due to pressure and vis-

cous stress. The forces (drag and lift) were calculated by integrating the pressure

and viscous forces acting on the surface. The net pressure and viscous stress forces

acting on the fluid can be expressed as

F⃗ = F⃗p + F⃗v

F⃗p = −
∮
S
pn̂ dS

F⃗v =
∮
S
n̂ · ¯̄τ dS

where ¯̄τ is the viscous stress tensor. Notably, pressure acts normal to the surface,

whereas viscous stress has components that act both normal and tangent to the

surface in general.

Numerical results were compared with published data from previous experi-

ments and computations. Table 3.1 shows a comparison of drag coefficient (CD) at

Reynolds number (Re) = 12,000 at zero AoA under uniform flow conditions. The

current drag coefficient agrees well with the reference data [88,119–121].

For V&V of the flow solver when using moving grids, a common set of airfoil

kinematics was implemented on the solver. In this study a NACA0012 airfoil was

pitched about its 1/4 chord with a sinusoidal motion, specifically expressed as:

θ(t) = θm + θo sin(2πft+ ϕ), (3.17)
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Table 3.1: Comparison of CD for NACA0012 at Re = 12, 000 and AoA = 0◦ in a uniform

flow.

Source CD

Current 0.0347

Hammer et al. [119] 0.0350

Laitone [88] 0.0334

Liu and Kawachi [120] 0.0346

Young and Lai [121] 0.0361

where θm is the mean angle of attack, θo is the amplitude of the pitching angle, ϕ

is the initial phase, f is the oscillating frequency, and t is the dimensional time.

These types of problems are typically classified by using reduced frequency, k, and

Strouhal number, St, which are defined as

k =
πfc

U∞
, (3.18)

St =
2fApitch

U∞
, (3.19)

where c is the chord length of the airfoil, Apitch is the pitching amplitude of the trail-

ing edge of the airfoil, and U∞ is the freestream velocity. The airfoil was oscillated

at a variety of reduced frequencies for comparison with other work [122]. Figure 3.2

shows a comparison of average thrust coefficients for the pitching airfoil simulation

with a pitching amplitude of 2◦ and 4◦ at Reynolds number 12,000. The results

agree well with the results in the prior study [122] for identical flow conditions.
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Figure 3.2: Time-averaged thrust coefficients over a NACA0012 airfoil pitching about its

quarter chord length at Re = 12,000 compared with the results from Hammer [122].

In the recent studies [25, 34], a comparison of gust-wing interaction between

experimental results from a vertical gust generator in a wind tunnel and numeri-

cal ones with the high-order CFD tool, also used in this study, has been carried

out. Reasonable agreement with experimental flow fields around a stationary airfoil

interacting with a gust was achieved in those studies.

Furthermore, a range of Strouhal numbers were compared with results from

Sentruk and Smits [123], shown in Fig. 3.3, which numerically analyzed thrust

production of oscillating airfoils. Figure 3.3 shows that the average thrust coeffi-

cient for different Reynolds numbers over a range of Strouhal numbers. The results
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of the current study agreed well with the Sentruk & Smits results, which showed

that increasing Reynolds number acts to increase mean thrust generation at a fixed

Strouhal number.

Figure 3.3: Time-avereaged thrust coefficients over airfoil under uniform flow condition at

different st for different Reynolds numbers and comparison with Sentruk & Smits [123] .
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Chapter 4: Gust-Wing Interaction over an Airfoil at Low Reynolds

Numbers

This chapter presents the impact of vertical gusts on stationary and oscil-

lating NACA0012 (National Advisory Committee for Aeronautics) airfoils at low

Reynolds numbers using high-order computational fluid dynamics (CFD) methods,

and identifies key dynamics that dominate gust mitigation. The gust is created by

a cross-flow interaction of a ducted floor jet and a freestream flow, which causes the

jet to bend downstream creating a blockage effect and modifying the effective angle

of attack (AoA) over an airfoil in the freestream flow. These findings give the reader

a better understanding of the underlying flow physics of gust wing interactions for

stationary wings, as well as gust mitigation strategies, which answer the thesis’s

first objective in Chapter 2.

4.1 Computational Setup

The computational domain shown in Fig. 4.1 was used in the current study.

The distance between the quarter chord location of the NACA 0012 airfoil to the

center of the gust is 1.08c, where c is the chord length of the airfoil. The gust width

at the exit in this study is 1.06c. Note that the dimensions of the computational
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domain are calculated to match those from a wind tunnel experiment [25].

For this simulation a far field boundary was used for the top of the compu-

tational domain, which is different from the top wall of the wind tunnel. Results

in previous studies [34] showed that this has a limited effect when compared to the

wind tunnel tests. Fixed inlet and outlet boundaries, and an inviscid wall boundary

on the bottom of the computational domain were enforced in the simulation. As

observed in Fig. 4.1, a uniform incoming flow in the horizontal direction interacted

with a jet of a uniform vertical velocity generated ahead of and below the airfoil.

Since non-dimensionalized Navier-Stokes equations were solved, the incoming flow

velocity U∞ was set as 1, and correspondingly, the Mach number was 0.1. The

chord length of the airfoil was selected to generate a chord Reynolds number of Re

= 12,000. The transient gust was generated by a cross-flow ducted floor jet and

its interaction with the freestream flow caused the jet to bend downstream, thus

creating a blockage effect and modifying the effective AoA over the airfoil in the

freestream flow. For the gust inlet, a uniform vertical gust velocity of similar mag-

nitude as the experimental setup [25] was given. The gust ratio (GR) is defined as

the vertical speed V of gust divided by the freestream flow U∞ (i.e. V/U∞) which

was 0.42 for all simulations presented in this paper.
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Figure 4.1: An illustration of the computational domain.

4.2 Results and Discussion

4.2.1 Gust-Wing Interaction over a Stationary Airfoil

To explore the effect of a vertical gust on the stationary airfoil, a simulation

was first conducted with the airfoil placed at zero AoA (i.e. α = 0◦) at a Reynolds

number of Re = 12,000. To understand the effects of the gust the forces acting

on the airfoil were decomposed into horizontal (drag or thrust) and vertical (lift)

directions with respect to the position of airfoil. The drag and lift coefficients are

defined as

CD =
2FX

ρU∞
2A

, (4.1)

CL =
2FY

ρU∞
2A

, (4.2)
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where FX is the drag force, FY is the lift force, ρ is the fluid density, U∞ is the

freestream velocity and A is the area. Note that when CD is negative, it indicates

that a thrust is generated. For 2D problems, the force is measured per unit length;

therefore, A is replaced with the chord length of the airfoil.

Figure 4.2 shows the lift and drag coefficient histories of the stationary NACA0012

airfoil with the gust developing in the vertical direction. Figure 4.2 clearly depicts

the effect of the gust on lift and drag over time due to the continuous change of

the effective AoA. Before t∗ = 20, the gust was in an early development stage,

and the airfoil experienced a sudden pressure wave propagation from the gust, re-

sulting in several spikes in the lift coefficient history, such as a spike around the

non-dimensionalized time t∗ = tU∞/c = 6. After t∗ = 20 the gust starts to interact

with the airfoil more significantly. The results suggest that vertical gusts can cause a

highly unsteady stall event on the airfoil. After around t∗ = 50 the lift on the airfoil

experienced fluctuations on the order of the peak steady lift. A lower gust ratio (GR

= 0.21) was tested and showed similar results to the higher gust ratio case. For this

lower gust ratio the lift evolved more slowly and transitioned to unsteadiness later

than the higher gust ratio shown in Fig. 4.2, but the same trend was observed.

Instantaneous vorticity fields around the airfoil at different times during the

gust interaction are shown in Fig. 4.3. At early time (t∗ = 10) the effect of the gust

was minimal but after t∗ = 24, the effects became more easily observed. At this time

the trailing edge separation became more pronounced with a notable vortex roll up.

When the gust continued to develop a separation bubble on the suction side near

the trailing edge grew, with some shear layer roll up approaching the leading edge.

36



Figure 4.2: Histories of drag and lift coefficients for NACA0012 at Re = 12,000 and AoA =

0◦ with gust developing in the vertical direction.

After t∗ = 31, these vortices formed on the upper surface and detached from the

airfoil, forming vortex shedding as shown in Fig. 4.3(c) and (d). This effect occurred

around the bend in lift observed around t∗ = 30 in Fig. 4.2 and suggests the wing had

entered a stalled state around this time. These shed vortices eventually formed near

the leading edge and generated a transient low-pressure region on the upper surface

of the airfoil, enhancing the lift. Once the gust was sufficiently developed, the airfoil

experienced a highly unsteady leading edge vortex roll-up, somewhat similar to a

dynamic stall event as shown in Fig. 4.3(e) and (f). It should be noted at this point

the flow angle had changed significantly that much of the lift generated was caused
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by the pressure side of the airfoil, with unsteady events dominating the stalled state.

Figure 4.3: Instantaneous vorticity fields around the airfoil at (a) t∗ = 10, (b) t∗ = 24,

(c) t∗ = 31, (d) t∗ = 40, (e) t∗ = 56 and (f) t∗ = 100 at Re = 12, 000 during the gust

development process.

4.2.2 Gust-Wing Interaction with a Pitch-Down Maneuver

The gust-stationary wing section showed a wing undergoing a highly unsteady

stall event due to the change in the effective AoA caused by the gust. Recent studies

on gust mitigation [103, 105, 124] suggest that the gust effects can be controlled by

changing the effective AoA induced by the gust. In this study this control strategy
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was tested for a gust that developed over a longer time with a steady peak gust

magnitude. The airfoil was pitched about the c/4 of the airfoil with a variety of

response motions. These motions had a pre-set pitch down magnitude to mimic

a controller with a pre-programmed gust response motion.The airfoil was pitched

down to four different mean AoAs, namely, αm = −12◦, −18◦, −22.8◦ and −30◦,

to change the effective AoAs induced by the gust after the non-dimensional time

t∗ = 40. These motions are shown in Eq. (4.3) and are based on pitching motions

defined in Eldredge et al. [125] and Garmann et al. [126]. Note that this geometric

AoA variation approach was used to avoid discontinuities in the pitching rate.

α(t) =
αm

2a∆T
ln

(cosh(a(T − T1))

cosh(a(T − T2))

)
+

1

2
αm, (4.3)

where a is the smoothness shape function parameter which was 2.6 in the simula-

tions, αm is the maximum pitch down angle which was set to ramp from αm = 0 to

tan−1(V/U∞), T is the non-dimensional time (T = tU∞/c), and ∆T = T2−T1, where

T1 and T2 are the non-dimensional time at which the motion to pitch down maneu-

ver would start and stop, respectively. The reduced pitch rate K = αmc/ (2U∞∆t)

was varied to induce continuously changing AoAs. Note that an increase in a and

decrease in ∆T can cause more abrupt motion.

The motion profiles of the AoA change are illustrated in Fig. 4.4(a). Fig-

ure 4.4(b) shows the corresponding lift coefficient histories for different pitch-down

maneuver cases interacting with the growing vertical gust. When the pitch angle

of the airfoil was larger than the effective AoA induced by the developing gust, the

airfoil undergoes a negative lift overshoot with a large separation event on the lower
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surface of the airfoil; see Fig. 4.5. This overshoot stall was observed on all test cases

except for the smallest motion. However, because the gust continued to grow during

this time the lift coefficient rose to positive values over time. When the effective

AoA of the gust grew after the pitch-down motion, the lift again started to fluctuate

and the wing reentered a stall state, see Fig. 4.4(b).

Figure 4.4: (a) Pitch-down motion for different AoAs; and (b) Lift coefficients histories for

the pitch-down airfoil at different effective AoAs.

To avoid this overshoot stall while continuing to mitigate the gust effect, a

step-wise pitch motion was tested. Figure 4.4(b) showed that the airfoil entered an

unsteady stall state after non-dimensional time t∗ = 76, following a pitch down of

αm = −12◦. Continuing this step-wise pitch-down behavior, the airfoil was further

pitched down αm = −6◦, resulting in a geometric AoA of αm = −18◦ and attached
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Figure 4.5: Instantaneous vorticity field for the pitch-down airfoil with αm = −30◦ at

t∗ = 60.

flow on the airfoil. As the gust induced AoA continued growing, with a similar

effect on lift, the lift again to fluctuate around t∗ = 110. At this point the airfoil

was again pitched down by αm = −6◦. This process was repeated until the geometric

AoA of αm = −30◦ was reached; see Fig. 4.6. Eventually, even at this significant

downward pitch angle, the growing AoA caused by the gust exceeded the stall angle

of the airfoil and unsteady lift was again observed. When a step-wise pitch-down

motion was used, the lift overshooting phenomenon was suppressed and the lift

fluctuation associated with traditional stall was also effectively suppressed. While

a step-wise motion is somewhat atypical of aircraft motions, a stall sensor with a

pre-programmed pitch-down response is more likely to be implemented on MAV

systems than a continuous closed-loop controller for gusts.
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Figure 4.6: (a) Step-wise pitch-down motion from αm = 0◦ to αm = −12◦, αm = −18◦,

αm = −24◦ and αm = −30◦, and (b) Lift coefficients histories for the pitch-down airfoil with

the step-wise pitch-down motion from αm = 0◦ to αm = −30◦.
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4.2.3 Gust-Wing Interaction over a Pitching Airfoil

4.2.3.1 Effect of Reduced Frequency

This section presents a novel method of vertical gust mitigation, which uses

small amplitude airfoil oscillations to alter the flow and negate the effects of the gust.

The effects of reduced frequency and Strouhal number are evaluated to determine

the driving forces behind the interaction. A wide range of reduced frequencies were

tested as documented in Table 4.1. Note that the pitching amplitude for all these

cases was fixed at θo = 10◦, which will result in different Strouhal numbers. The

Reynolds number and the gust ratio (V/U∞) remained at 12,000 and 0.42, respec-

tively, to match the stationary wing case. The airfoil pitch frequencies considered

in Table 4.1 were determined based on local peak frequencies observed in the power

spectral density (PSD) of the lift data recorded during interaction between the ver-

tical gust and the stationary airfoil, as shown in Fig. 4.7(a). Figure 4.7(b) shows

the PSD of the streamwise velocity recorded in the wake region at two locations

(x/c,y/c) = (2,0) and (2, 0.2). Based on the PSD analysis of the velocity in the

wake region, the vortex shedding frequency was observed around 0.91 Hz, which re-

sults in a reduced frequency of 2.86. This frequency appears as a local peak in both

Fig. 4.7(a) and Fig. 4.7(b), and was selected as one of the oscillating frequencies for

testing.

To simplify the analysis of the gust-wing interaction with the oscillating airfoil,

the gust interaction was broken up into ”early” and ”later” stages. The early stage
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Figure 4.7: PSD of (a) the lift coefficient and (b) the streamwise velocity probed at (x/c,

y/c) = (2, 0) and (2, 0.2) in the wake region for NACA0012 at Re = 12,000 and AoA = 0◦

with gust.

44



Table 4.1: Pitching airfoil cases with varying reduced frequencies with a fixed pitching

amplitude θo = 10◦.

Cases Reduced Frequencies Strouhal Numbers

1 0.79 0.065

2 1.16 0.096

3 2.86 0.237

4 3.64 0.302

5 4.46 0.370

is defined as t∗ ≤ 20 and the later stage was t∗ ∈ [30, 40]. Force coefficients pre-

sented for early and later stages were averaged over these time frames. Figures 4.8

and 4.9 show the drag and lift coefficient histories of the pitching airfoil at the

different reduced frequencies tested. The drag and lift coefficient histories of the

stationary airfoil are also presented in the two figures for comparison purposes. At

lower reduced frequencies, such as k = 0.79, the force histories have high-frequency

fluctuations similar to the stationary airfoil. When the reduced frequency reached

k = 2.86, the force histories became periodic and were dominated by the pitching

frequency of the airfoil. In this case, the gust had a limited effect on the mean lift

during the early stage. Later as the gust grows in magnitude, the mean lift rose

accordingly in the same fashion as that of the stationary airfoil; however, the force

was still periodic with very small fluctuations. Similar phenomena were observed

for the cases with higher reduced frequencies (not presented here). Higher reduced
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frequency cases appeared to completely mitigate the unsteadiness caused by the

gust.

Figure 4.10 shows the time averages of the aerodynamic force coefficients of

the airfoil for the stationary airfoil and the oscillating airfoils at different reduced

frequencies during the early gust development stage (i.e. t∗ ≤ 20) and a later gust-

wing interaction stage (i.e. t∗ ∈ [20, 40]). The average for the early gust-wing

interaction stage is carried out from t∗ = 10 to 20, during which the gust had

limited influence on the airfoil. At the later stage the average was calculated from

t∗ = 30 to 40. Note that for pitching airfoil cases, the average was calculated with

the maximum number of pitching cycles that can be fit into the 10 non-dimensional

time period to eliminate any pitching-cycle-related bias. Figure 4.10(a) shows that

drag was gradually converted to thrust as the reduced frequency increased, which

was expected for an oscillating airfoil. At the later stage the interaction between the

gust and the airfoil further increased this thrust production. At the early gust-wing

interaction stage, the gust slightly increased the average lift coefficients (CL) when

compared to the static airfoil. CL for the cases with higher reduced frequencies was

significantly increased due to the intense gust-wing interaction at the later stage.

The case with k = 2.86 produced the maximum CL, see Fig. 4.10(b).

Two statistics were used to quantitatively evaluate the effectiveness of gust

mitigation: power consumption and the smoothness of the lift coefficient history. An

effective pitching strategy would exhibit a desired level of smoothness, which reflects

lift predictability, with minimum power consumption. The power P (t) required to
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Figure 4.8: (a) Drag and (b) lift coefficient histories for the pitching airfoil at different

reduced frequencies, compared with those for the stationary airfoil during the early stage of

gust development.
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Figure 4.9: (a) Drag and (b) lift coefficient histories for the pitching airfoil at different

reduced frequencies, compared with those for the stationary airfoil during the later stage of

gust development.
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Figure 4.10: Time averaged aerodynamics forces before and after intensive gust-wing inter-

action. (a) Drag coefficient and (b) lift coefficient for the stationary and pitching airfoils at

different reduced frequencies.
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pitch the airfoil is calculated with the following formula

P (t) = −M(t)
dθ

dt
, (4.4)

where M(t) is the pitching moment about the quarter chord length of the airfoil and

dθ/dt is the angular velocity. Note thatM(t) can be estimated from the aerodynamic

pitching moment as long as the inertia of the airfoil is very small. The dimensionless

power coefficient is expressed as

Cp =
P (t)

0.5ρcU∞
3 = −CM(t)

dθ

dt∗
, (4.5)

where Cp and CM are the power and moment coefficients, respectively. Figure 4.11

shows the average power coefficients of pitching airfoil at different reduced frequen-

cies for early and late gust interaction. As expected the power coefficient of the

oscillating airfoil increased with increasing reduced frequency. Interestingly the in-

teraction with the gust lowered the power coefficient with a maximum benefit at

k = 2.86, the same location where mean lift peaked.

The smoothness of the lift coefficient history was measured with a new param-

eter named “relative fluctuation”. It is defined as the ratio between the L2 norm

(i.e., the square root of the “energy”) of the fluctuation of any curve and that of

the curve itself. The fluctuation was obtained by subtracting the smoothed curve

after filtering from the original curve. In this test, a Guassian filter with a filtering

window size of 1/6 pitching cycle was used to generate the smoothed curve. Two

examples at k = 0.79 and 4.46 are used to explain this idea. As shown in Fig. 4.12,

there are many small-scale fluctuations in the lift coefficient history when k = 0.79

and these fluctuations have been smoothed out after filtering. Since this case had
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Figure 4.11: Time-averaged power coefficients of pitching airfoils at different reduced fre-

quencies.

significant deviations from the smoothed curve, a large relative fluctuation of 0.0836

was observed (see Table 4.2). When k = 4.46, only the peak values are smoothed

out which generated a small relative fluctuation about 0.0212. By calculating the

relative fluctuations of sinusoidal curves with angular frequencies ranging from 1 to

100 (note that the angular frequency of the k = 0.79 case is 1.58 rad/s in this study)

the mean value of the relative fluctuation was observed to be around 0.02 when the

Gaussian filter with a filtering window size of 1/6 oscillation cycle was used. This

indicates that when the relative fluctuation is close to 0.02, the curve is similar to a

sinusoidal one, which is infinitely smooth.

The relative fluctuations of the lift coefficients for all cases with different re-

duced frequencies are summarized in Table 4.2. At lower reduced frequencies, the

relative fluctuation was larger when compared to those at higher reduced frequen-
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cies, suggesting less effective mitigation of the gust at low reduced frequencies. The

relative fluctuations for cases with higher reduced frequency (k ≥ 2.86) are very

similar to each other. Based on the cases tested in the current study a reduced

frequency of k = 2.86 was found to be the optimal reduced frequency for gust miti-

gation. The corresponding oscillating frequency for the optimal reduced frequency

(k = 2.86) was the same as the dominant vortex shedding frequency found from the

PSD analysis of the velocity in the wake region of the stationary airfoil interacting

with the gust as shown in Fig. 4.7(b). An increase in reduced frequency beyond this

point did not have a significant impact on vertical gust mitigation. As reported by

Fisher et al. [47], compared to a stationary wing, the flapping wing is less sensitive

to turbulent environment and the flapping motion dominates the creation of ma-

jor flow features when the reduced frequency is increased. In this study, the same

phenomenon has been observed in the context of gust-pitching airfoil interaction.

Table 4.2: Relative fluctuation for pitching airfoil cases with varying reduced frequencies

with the fixed pitching amplitude θo = 10◦.

Cases Reduced Frequencies Relative fluctuation

1 0.79 8.36× 10−2

2 1.16 4.53× 10−2

3 2.86 2.16× 10−2

4 3.64 2.11× 10−2

5 4.46 2.12× 10−2
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Figure 4.12: Smoothed CL compared to the original CL of pitching airfoils at (a) k = 0.79

and (b) k = 4.46.
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Analysis of the flow fields was done to correlate flow structures with the effects

of reduced frequencies discussed above. Figure 4.13 depicts the instantaneous vor-

ticity fields around pitching airfoils with three (i.e., low, medium and high) reduced

frequencies during the early (left column of Fig. 4.13) and later (right column) stages

of the gust-wing interaction. At the early stage of the gust development, the vortex

shedding pattern from the airfoil was similar to that of an airfoil pitching at the

same reduced frequency under a uniform flow condition. Smaller shed vortices were

formed on the upper side of the rapidly pitching airfoil compared to the cases with

lower reduced frequencies. At high reduced frequencies, such as k = 2.86 and 4.46,

a reverse von Karman vortex street was formed, reflective of the thrust generation

behavior observed in the data. In general, wake structures were unaffected by the

gust during the early gust development stage.

Compared to the early gust-wing interaction stage, during the later interaction

stage larger vortices appeared on the top of the pitching airfoil, especially for the low

reduced frequency case (k = 0.79), see Fig. 4.13(b). When the airfoil was pitched at a

reduced frequency higher than k = 2.86, as shown in Fig. 4.13(d) and (f), the vortices

near the top surface were much smaller than those at lower reduced frequencies at

the same stage of gust development. These vortices also evolved more slowly and

remain closer to the airfoil at higher reduced frequencies when compared with the

lower reduced frequency cases. This suggests that at higher pitching frequencies

the flow features were dominated by the pitch motion, which in turn substantially

suppressed the effects of the gust. The effect of reduced frequency was similar

when tested for a lower gust ratio case (GR = 0.21). Unlike the pitch-down control
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strategy presented in Section 4.2.2, the gust-wing interaction was always dominated

by the pitch motion when the reduced frequency was sufficiently high. As a result,

the highly unsteady lift fluctuation induced by the gust can always be fully mitigated

by the pitching airfoil during long-duration gust-wing interaction. When the gust

was fully developed, the only impact of the gust on the pitching airfoil was to increase

its average lift coefficient, as demonstrated in Fig. 4.10. Based on this result, it is

apparent that an oscillating airfoil motion could be used to mitigate a gust during

the gust development, with potential to return to steady attached flow once the

unsteady gust has stabilized.

4.2.3.2 Effect of Pitching Amplitude

The results in the previous section demonstrated that increasing reduced fre-

quency with a constant pitching amplitude of θo = 10◦ can mitigate the vertical

gust effects. A reduced frequency of k = 2.86 was the most effective one tested

in mitigating the gust effects. This section aims to gain insight into the effects of

pitching amplitudes (i.e. Strouhal numbers when the reduced frequency is fixed) on

gust mitigation by varying the pitch amplitude at the optimal reduced frequency

k = 2.86. The cases tested are summarized in Table 4.3.

Figures 4.14 and 4.15 show the instantaneous forces histories for pitching

airfoils with different pitching amplitudes at the optimal reduced frequency k =

2.86 during the early and later gust-wing interaction stages, respectively. Although

the vertical gust during the later gust-wing interaction stage was much stronger
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Figure 4.13: Instantaneous vorticity fields of pitching airfoils at different reduced frequencies

during the early (left) and later (right) gust-wing interaction stages. (a) and (b): the reduced

frequency k = 0.79; (c) and (d): the reduced frequency k = 2.86; and (e) and (f): the reduced

frequency k = 4.46.
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Table 4.3: Pitching airfoil cases at the optimal reduced frequency with varying the pitching

amplitude.

Cases Pitching Amplitude (θo) Strouhal Numbers

1 2◦ 0.06

2 4◦ 0.12

3 8◦ 0.24

4 16◦ 0.48

compared to that during the early stage, the force variation patterns for all cases

were very similar during the two stages. The drag coefficient was slightly shifted

towards the negative, thus enhancing thrust generation, and the lift coefficient was

shifted to a more positive value, increasing the time-averaged lift. These results

suggest that the pitching amplitude (correspondingly, the Strouhal number) is not a

dominant factor for gust mitigation; instead, the reduced frequency is the dominant

one.

Figures 4.16 and 4.17 present the time-averaged aerodynamic forces and power

consumption of the pitching airfoil with different pitching amplitudes at the optimal

reduced frequency k = 2.86 during the early and later gust-wing interaction stages.

For lower pitching amplitudes (i.e. θ0 = 2◦ and 4◦), drag was produced during

the early gust-wing interaction stage while thrust is produced in the later gust-

wing interaction stage; see Fig. 4.16(a). For larger pitching amplitudes thrust was

always produced during both the early and later gust-wing interaction stages; see
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Figure 4.14: (a) Drag and (b) lift coefficient histories for the pitching airfoil with different

pitching amplitudes during the early stage of gust development at k = 2.86.
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Figure 4.15: (a) Drag and (b) lift coefficient histories for the pitching airfoil with different

pitching amplitudes during the later stage of gust development at k = 2.86.
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Fig. 4.16(b). The time-averaged thrust increased with the pitching amplitude. The

time-averaged lift coefficients seem not to be significantly affected by the pitching

amplitude during the early gust-wing interaction stage. However, high pitching

amplitudes can increase the time-averaged lift coefficients during the later gust-

wing interaction stage, and lift is maximized when the pitching magnitude is 10◦. As

expected the power consumption increased when the pitching amplitude increased,

as shown in Fig. 4.17. One interesting observation is that the power consumption

of the pitching airfoil during the later gust-wing interaction stage was smaller than

that during the early stage, especially when the pitching amplitude was large.

To measure the gust mitigation effectiveness the relative fluctuation approach

used in Section 4.2.3.1 is used for varied pitching amplitudes. Table 4.4 documents

the relative fluctuations for the pitching airfoils with different pitching amplitudes

at the optimal reduced frequency k = 2.86. These results showed that the relative

fluctuations for different pitching amplitudes all have similar values. It is clear that

the effects of the gust can be mitigated even with the lowest pitching amplitude at

the optimal reduced frequency. This again confirms that the reduced frequency is

the dominant factor for mitigating the effects of vertical gusts.

The flow fields around the pitching airfoil with different pitching amplitudes

at the optimal reduced frequency k = 2.86 are shown in Fig. 4.18, which depicts the

instantaneous vorticity fields during the early (left column) and later (right column)

gust-wing interaction stages. During the early gust-wing interaction stage, vortices

were not formed near the leading edge for lower pitching amplitudes (i.e. θ0 = 2◦

and 4◦); see Fig. 4.18(a) and (c). However, for the case with θ0 = 16◦, these vortices
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Figure 4.16: Time-averaged aerodynamic forces before and after intensive gust-wing inter-

action. (a) Drag coefficient and (b) lift coefficient for the stationary and pitching airfoils with

different pitching amplitudes at k = 2.86.
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Figure 4.17: Time-averaged power coefficients of pitching airfoils with different pitching

amplitudes at k = 2.86.

Table 4.4: Relative fluctuation for pitching airfoil cases with varying pitching amplitudes θo

at the optimal reduced frequency k = 2.86.

Cases Pitch Amplitude Relative fluctuation

1 2◦ 1.89× 10−2

2 4◦ 1.99× 10−2

3 8◦ 2.12× 10−2

4 10◦ 2.16× 10−2

5 16◦ 2.28× 10−2
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were formed. During the later gust-wing interaction stage, LEVs were present in all

cases. The size of these vortices was smaller when the airfoil was pitched with lower

pitching amplitude due to the smaller AoA of the pitching motion. In addition,

Fig. 4.18(e) and (f) reveal that the airfoil pitching at larger pitching amplitudes

results in stronger and more organized reverse von Karman vortex street in the wake

region, which results in the significant increase in the thrust production observed

earlier.

Figure 4.18: Instantaneous vorticity fields of pitching airfoils at different pitching amplitude

at k = 2.86 during the early (left) and later (right) gust interaction stages. (a) and (b): the

pitching amplitude θ0 = 2◦; (c) and (d): the pitching amplitude θ0 = 4◦; and (e) and (f): the

pitching amplitude θ0 = 16◦.
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4.3 Summary of Major Findings

This chapter detailed the numerical investigation of gust-wing interaction at

low Reynolds numbers. Two gust mitigation strategies have been demonstrated in

this study. The following are the key findings from the results presented in this

chapter.

• For a stationary airfoil the gust caused an increase in lift followed by a highly

unsteady stall process.

• Large pitch down gust responses were observed to cause a negative lift with a

high potential to overshoot into a negative angle stall state.

• A step-wise pitch-down approach was demonstrated as an effective method for

maintaining steady lift even when the AoA generated by the gust continued

to grow.

• Oscillating the airfoil at high reduced frequencies overcomes the flow distur-

bances caused by the vertical gust. However, the gust significantly increased

both the lift and thrust generated by the oscillatory motion, with the average

lift shifting above the static stall lift.

• At the optimal reduced frequency the Strouhal number, which was varied by

controlling oscillating amplitude, had little effect on the relative fluctuation.

This result suggests that even small amplitude oscillations can be used to

mitigate gusts.
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Chapter 5: Numerical Study of Flapping-Wing Flow Physics in Non-

uniform Freestream

In this chapter, a numerical study is conducted to understand the impact of

nonuniform freestream on the aerodynamic performance of an oscillating airfoil. In

this part of the current study, “nonuniform” and “unsteady” are used to describe

the flow as the 2D simulations conducted have been shown not to produce true

turbulent behaviors. However, the nonuniform flow environment is still reflective

of unsteady environments observed in nature. In this case, the nonuniform flow

field was generated by array of inline circular cylinders upstream of the airfoil. A

NACA0012 airfoil was placed at the location 7c downstream of the array of cylinders

and oscillated in the nonuniform freestream. The goal of this chapter is to provide

the reader with an understanding of how an oscillating airfoil generates more thrust

in highly unsteady environments. The underlying flow physics driving this increased

thrust generation is also analyzed.

5.1 Computational Setup

This study used an array of cylinders to generate an unsteady flow environ-

ment for a pitching airfoil as shown in Fig. 5.1. The dimensions of the computational
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domain are loosely based on ongoing wind tunnel tests at the U.S. Army Research

Lab (DEVCOM ARL). Figure 5.1 also shows the boundary conditions used in the

numerical simulation. For these simulations a fixed inlet and a typical outlet bound-

ary were used. For the top and bottom walls of the domain, inviscid wall boundary

conditions were used to save computational cost while mimicking the wind tunnel

wall effect. To allow the disturbances generated by the cylinders to evolve, the dis-

tance between the cylinder array and the NACA 0012 airfoil was set to 7c, where c

is the chord length of the airfoil. The array of cylinders was placed 50c downstream

of the inlet. The ratio of distance between cylinders (L) to the cylinder diameter

(d), i.e. L
d
was 3. The freestream Mach number was fixed at 0.1 for all cases.

Figure 5.1: Computational domain of the inline configuration of cylinders with airfoil.

5.1.1 Characterization of unsteadiness

To evaluate the unsteadiness generated by the cylinder array, the flow field

downstream of the array was first characterized without the airfoil. As illustrated in

Fig. 5.2(a), the vortices produced by the cylinder array interacted with each other
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and decreased in intensity as they convected downstream. Weaker and less-coherent

vortices were observed near the location where the wing would be placed in later

studies, shown in Fig. 5.2(a), as compared to those near the cylinders. Note that for

this study the quarter chord location of the airfoil was positioned at (x, y) = (0, 0).

A numerical probe, equivalent to a hot-wire probe in experiments but in a non-

intrusive sense, was placed at (0, 0) with no airfoil present. Fig. 5.2(b) depicts the

velocity power spectrum for this probe measured over 100 convective times. The

power spectral density (PSD) of the velocity shows that the slope in the energy decay

region is approximately −3. Typically vortices break down into smaller scales due

to 3D vortex stretching, resulting in an energy decay region of −5
3
. This indicates

that compared to 3D turbulence, 2D unsteady flow environments create larger while

weaker vortex structures to interact with the oscillating airfoil. However, no matter

in 2D or 3D, the inherent randomness nature of the unstructured flow environment is

comparable to each other (see a recent relevant work in [127]). Therefore, conclusions

from 2D simulations based on time- and space-averaged phenomena can be readily

extended to 3D; see, for example, a work by Visbal [107].

Several Reynolds numbers, based on the chord length of the airfoil, were ex-

amined in this study. These chord based Reynolds number varied from Re =

500 − 10, 000. This causes the Reynolds number, based on the diameter of the

cylinders, to vary since the ratio of the airfoil chord length to the diameter of the

cylinder is approximately 3.8. The turbulence intensity, defined as the ratio between

the standard deviation of the total velocity fluctuation to the mean velocity, at the

probe location for different Reynolds numbers tested is presented in Table 5.1. Note
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that the Reynolds numbers in Table 5.1 are based on the chord length of the airfoil.

As shown in Table 5.1, the turbulence intensity increases as the Reynolds number

(Rec) increased, which was caused by the method of generating unsteadiness in this

study. The result in Table 5.1 are in line with Watkins et al. [10], which documented

that turbulence intensity could regularly exceed 25% at low Reynolds numbers in

the atmospheric boundary layer.

Figure 5.2: (a) 2D flow field in the downstream of an array of cylinders and (b) Velocity

Power Spectrum plot at the probe location (0, 0).

5.1.2 Boundary Conditions

When studying oscillating airfoils, especially at higher Strouhal numbers, bound-

ary conditions must be selected with sufficient care. In this study the computational

domain was originally selected to align with common wind tunnel dimensions for

experimental validation [127]. This results in an inviscid wall boundary condition

about 3.8 chord length away from the pitching airfoil, as shown in Fig. 5.1. To
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Table 5.1: Turbulence Intensity at different Reynolds Numbers

Reynolds Numbers (Rec) Turbulence Intensity (TI%)

500 15.83

2000 27.65

4000 36.68

7000 38.43

10,000 42.09

evaluate the effect of this boundary condition the distance from the airfoil to the

inviscid walls was varied from 3.8c to 50c, where c is the airfoil chord length.

Figure 5.3 shows the drag coefficient history for the pitching airfoil at Re =

10, 000 for St = 0.2 and St = 0.4. For lower Strouhal numbers (i.e., 0.2 in this

test), the inviscid wall boundary conditions enforced on the small domain had little

impact on the drag compared to those on the large domain; see Fig. 5.3 (a). The

smaller domain merely resulted in a slight variation in the peaks and troughs of

the drag coefficients. However, at the higher Strouhal number, St = 0.4, the force

history for the small computational domain became notably aperiodic from cycle to

cycle, with large over-predictions of the force compared to the larger domain; see

Fig. 5.3 (b). Interestingly, despite this apparent instantaneous force difference, the

airfoil’s time-averaged drag coefficients, calculated over the last 20 periods of both

numerical simulations, were -0.3229 and -0.3391 for the small and large domains,

respectively. The same phenomenon was observed at different Reynolds numbers.
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The source of the wall effects at higher Strouhal numbers is illustrated in Fig.

5.4, which depicts the instantaneous pressure coefficient field over a pitching airfoil

at St = 0.2 and St = 0.4 for Re = 10, 000 in the smaller computational domain.

The pressure wave reflection from the inviscid wall was mild for the lower Strouhal

number, as shown in Fig. 5.4 (a). For St = 0.4 pressure waves were reflected back

to the airfoil from the top and bottom walls, interacting with the airfoil (Fig. 5.4b).

This indicates that for higher Strouhal numbers, even though the average forces

from a small computational domain may be close to those from a large domain,

the flow behavior can be highly effected by the inviscid walls in the computational

domain. In the current study, the Strouhal number was kept below St = 0.3 to

minimize the near-wall effects.

Figure 5.3: Drag coefficient under uniform flow condition at (a) St = 0.2 and (b)St = 0.4

for Re = 10, 000 for large and small computational domains.
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Figure 5.4: Instantaneous pressure coefficient fields at (a) St = 0.2 and (b)St = 0.4 for

Re = 10, 000 in small computational domains similar to that in wind tunnel tests.

5.2 Results and Discussion

5.2.1 Uniform Flow Baseline

First the baseline behavior of a pitching airfoil with a fixed pitching amplitude

θ0 = 8◦ in uniform flow conditions was calculated for comparison with those in

unsteady flow environments discussed later. For this baseline the Strouhal number

was varied from 0.1 to 0.3 at different Reynolds numbers based on the airfoil chord

length, namely, 500, 2,000, 4,000, 7,000, 10,000, and 30,000.

These results were compared with results from Sentruk and Smits [123], shown

in Fig. 5.5 (a), in which thrust production of oscillating airfoils were numerically

analyzed. Fig. 5.5 (a) presents the average thrust coefficients for different Reynolds

numbers over a range of Strouhal numbers, and Fig. 5.5 (b) depicts the same in-
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formation but plotted against Reynolds number for later comparisons. The results

of the current study agreed well with those from Sentruk and Smits [123]. A key

observation is that increasing Reynolds number acts to increase mean thrust gen-

eration at a fixed Strouhal number. These results also make clear that the airfoil

generates drag at low Reynolds and Strouhal numbers in uniform flow conditions.

Figure 5.5: Time-averaged thrust coefficients over airfoil under uniform flow condition (a) as

a function of St for different Reynolds numbers and comparison with Sentruk & Smits [123]

and (b) as a function of Re for different Strouhal numbers.

An analysis of the flow fields was also carried out to identify key flow features at

different Reynolds and Strouhal numbers. Figure 5.6 and 5.8 shows the normalized

vorticity fields around the oscillating airfoils at Strouhal numbers of St = 0.1 and

0.3, respectively. For the flow fields at St = 0.1 and lower Reynolds numbers (i.e.,

500 and 2,000 here) showed typical von Kármán vortex street features, a typical drag

production wake type. The vorticity fields at St = 0.1 and higher Reynolds numbers

(i.e., 10,00 and 30,000 here) showed a neutral wake type, which does not create net
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drag or thrust. At St = 0.3, reverse von Kármán vortex streets were observed at all

Reynolds numbers. Although the presence of a reverse von Kármán vortex street

indicates that there exists a jet in the wake of the airfoil, it does not necessarily create

thrust on the airfoil at low Reynolds numbers, such as the Re = 500 case presented

here. At larger Reynolds numbers where the inviscid flow interaction dominates,

the reverse von Kármán vortex street is an indication of thrust production over the

upstream airfoil; see the correspondence between Fig. 5.5 and Fig. 5.8 for the high

Reynolds number cases, e.g., Re = 2, 000, 10, 000 and 30, 000.

Figure 5.6: Instantaneous vorticity fields over a pitching airfoil under uniform flow condition

at St = 0.1.

5.2.2 Pitching Airfoils in Non-uniform Upstream Flows

This section investigates the effect of non-uniform flow environments created

by an upstream array of cylinders on the propulsive performance of a pitching airfoil.
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Figure 5.7: Instantaneous vorticity field over airfoil under uniform flow condition at st = 0.2.

Figure 5.8: Instantaneous vorticity fields over a pitching airfoil under uniform flow condition

at St = 0.3.

The Reynolds numbers based on the airfoil chord length were varied from 500 to

10,000 in this section, while all other variables were kept the same as those under
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uniform flow conditions.

5.2.2.1 Visualization of instantaneous flow fields and aerodynamic

forces

Figure 5.9 shows the time history of thrust coefficient at different Strouhal

numbers for different Reynolds numbers. In general the thrust coefficients show

irregular fluctuations due to unsteadiness in the ambient flow environment. At

St = 0.1, except for Re = 500, the thrust coefficient histories at different Reynolds

numbers have more intense fluctuations compared to those at higher Strouhal num-

bers. Similar to the observations from [128] where the interaction between gusts

and an oscillating airfoil is investigated, energetic pitching motions can suppress

the unsteady effect from ambient flows. Moreover, as will be presented in the next

subsection, the pitching motion can also take advantage of the energy-containing

unsteady ambient flows to boost thrust production.

Fig. 5.10 depicts the instantaneous vorticity fields for Reynolds number 500

at St = 0.2 and St = 0.3 under non-uniform flow conditions. The vortices in the

ambient flow were observed to have a limited effect on the airfoil’s boundary layer

due to their lower strength, when compared with the vortices created by the pitching

airfoil. The reverse von Kármán vortex street was slightly deflected, Fig. 5.10(b),

when compared to the horizontal wake shown in Fig. 5.8) by the ambient flow

unsteadiness. This was especially true at higher Strouhal numbers and is similar to

the observations from the interaction between an oscillating airfoil and a weak shear
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Figure 5.9: Instantaneous thrust coefficient histories for the pitching airfoil under non-uniform

flow conditions at different (a) st = 0.1, (b) st = 0.2 and (c) st = 0.3 for different Re.

layer as reported in [129].

The wakes become more chaotic as the Reynolds numbers increase due to the

intense interactions between the upstream vortices and oscillating airfoil wakes; see
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Fig. 5.11 (a) and (b). This unsteady interaction is the driving factor behind the

intense thrust fluctuations observed in Fig. 5.9, especially at small Strouhal numbers.

One notable feature is here are the large increases in magnitude of thrust and drag

in some cycles. One unusual thrust boost was observed at non-dimensional time

(t∗ = tU∞/c) around t∗ ≈ 80.15 for the St = 0.2 and Re = 10, 000 case, and an

unusual drag increase occurred at t∗ ≈ 86 for the St = 0.1 and Re = 10, 000 case.

The instantaneous vorticity and pressure fields for the excess thrust case noted

above are shown in Fig. 5.11. Just prior to the increased thrust generation, a pair

of clockwise and counterclockwise vortices labeled ‘A’ (see Fig. 5.11 (a)) from the

upstream unsteady flow environment are close to the leading edge of the airfoil’s

lower surface. At the same time, the leading edge of the airfoil is pitching up and

creating the leading edge vortex (LEV) ‘1’ on the lower surface of the airfoil. Fig.

5.11 (c) shows the negative pressure regions generated at this time for the vortices.

As the airfoil continued pitching upward it started to interact with impinging vortex

‘B’, as shown in Fig. 5.11 (b). The combined effects of these vortices acted to create

a low pressure region over the entire lower surface of the airfoil, thus producing a

higher-than-usual thrust force as a favorable condition for thrust enhancement.

A different vortex interaction occurred which generated the significant drop

in thrust coefficient at St = 0.1 for Re = 10, 000 around t∗ = 86 in Fig. 5.9 (a).

The flow fields around that time are shown in Fig. 5.12 with instantaneous vorticity

and pressure fields. In this case a pair of vortices ‘A’ and another pair of vortices

‘B’ were located near the upper and lower surfaces of the airfoil, respectively, as

shown in Fig. 5.12 (a). At this instance, the leading edge of the airfoil Was pitching
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Figure 5.10: Instantaneous vorticity field over airfoil under non-uniform flow conditions at

(a) St = 0.2 and (b) St = 0.3 at Re = 500.

Figure 5.11: Instantaneous vorticity and pressure fields over airfoil (a), (c) at t∗ = 79.84 and

(b), (d) at t∗ = 80.1, under non-uniform flow conditions at St = 0.2 and Re = 10, 000.
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down, which would be expected to create a high pressure region near the leading

edge on the bottom surface of the airfoil, and a low pressure region on the top

surface. However, due to the unfavorable vortex-airfoil interaction the vortex pair

‘A’ suppressed the creation of a LEV, which is typically created on the top surface

of the airfoil. Meanwhile, the positive vortex in ‘B’ induced a low pressure region

on the bottom surface of the airfoil (see the pressure evolution process in Fig. 5.12

(c) and (d)). This type of surface pressure distribution can induce large drag over

the airfoil. Further, as observed from Fig. 5.12 (d), the positive vortex in ‘A’ and

the negative one in ‘B’ both interact with the trailing edge vortex shed from the

pitching airfoil, inducing a strong low pressure region near the airfoil’s trailing edge,

especially over the lower surface further contributing to the drag peak.

5.2.2.2 Aerodynamic force statistics analysis

This section examines the thrust and lift statistics for the pitching airfoil in un-

steady flow environments compared to those in uniform upstream flows. Fig. 5.13

depicts the time-averaged thrust coefficients for the oscillating airfoil at various

Strouhal numbers for nominal and effective Reynolds numbers, as well as their com-

parison with those under uniform flow conditions. The definition of the effective

Reynolds number will be introduced in this section when discussing the flow un-

steadiness effects. From Fig. 5.13, the average thrust coefficients unsteady flow

cases were found to be consistently greater than those for uniform upstream flow

cases, except for the case with St = 0.3 at Re = 500. As mentioned in the previous
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Figure 5.12: Instantaneous vorticity and pressure fields over airfoil (a), (c) at t∗ = 86.6 and

(b), (d) at t∗ = 86.1 under non-uniform flow conditions at St = 0.1 and Re = 10, 000.

subsection, the background vorticity at Re = 500 functions more like a weak shear

layer than discrete vortex structures. It has been shown by Yu et al. [129] that the

impact of a shear layer on thrust production of an oscillating airfoil is trivial, and

can either slightly enhance or reduce thrust. The observation at Re = 500 here

agrees with that observation.

The time averaged thrust coefficient is a function of the Reynolds and Strouhal

numbers, i.e, CT = f(Re, St). As shown in Fig. 5.13 (a), the time-averaged thrust

coefficients for a fixed St appear to follow the same trend as those under uniform

flow conditions but cases with unsteady incoming flow consistently produced greater
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thrust with increased Reynolds numbers. This suggests that the unsteadiness caused

by the upstream array of cylinders has a similar effect as increasing the velocity

experienced by the airfoil.

An analysis was performed to approximate the effective Reynolds number in

order to demonstrate how Reynolds number is changed due to unsteadiness. A

simple fitting method was applied to the baseline cases, where best fit polynomials

of CT vs Reynolds number were developed at each Strouhal number. An iterative

method was then used to estimate the effective Reynolds number of the unsteady

flow cases, the results of which are shown in Fig. 5.13 (b). This process had

little effect when converting lower Reynolds number cases, but significantly changed

higher Reynolds number unsteady flow cases. For example, the effective Reynolds

number shift for the unsteady flow case with a Reynolds number of 500 is was small.

However, for the unsteady flow case with a Reynolds number of 7,000 the effective

Reynolds number exceeds 30,000.

The correlation between the time-averaged thrust coefficient and the effective

Reynolds number suggests that the effective velocity, Ue which is a nonlinear function

of the nominal Reynolds number and Strouhal number, is larger than U∞. This

indicates that the extra kinetic energy in non-uniform flows can enhance thrust

production. The time-averaged lift coefficient was observed to be somewhat random

due to flow unsteadiness, but was approximately zero at all Reynolds numbers.
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Figure 5.13: Time-averaged thrust coefficients over airfoil under non-uniform flow conditions

at different St for different Reynolds numbers and comparison with the uniform flow conditions

(a) function of Re and (b) function of effective Re.

5.2.2.3 Scaling laws

Senturk and Smits [123] derived a simple scaling law for a pitching airfoil fol-

lowing the work of Floryan et al. [130] under uniform flow conditions. The equation

for the thrust coefficient derived by these studies is:

CT = βSt2 − CD, (5.1)

where β is an empirically derived coefficient, St is Strouhal number, and CD is the

offset drag term introduced previously by Floryan et al. [130]. It should be noted

that Reynolds number effects were not considered in [130]. This offset drag term

was considered as the equivalent fixed body drag of the pitching airfoil’s projected

frontal area. Later, Sentruk and Smits [123] validated the proposed definition of

offset drag further by comparing the drag of a fixed NACA0012 airfoil at zero angle

of attack to the offset drag of a pitching airfoil with θo = 8◦. They determined
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that both the static drag and the offset drag of the NACA0012 airfoil decrease with

increasing Reynolds number. However, the static drag of NACA0012 is significantly

less than the offset drag at any Reynolds number.

The values of CD and β were calculated at each Reynolds number and Strouhal

number combination for the uniform flow cases and plotted in Fig. 5.14. Figure

5.14 (a) shows that the time averaged thrust coefficients align linearly to the scaling

parameters, further validating the work of [123]. Figure 5.14 (b) shows that the

offset drag and β change as the Reynolds number increases. The dashed lines in

Fig. 5.14 (b) were plotted using the equations for CD (black dashed line) and β

(blue dashed line) from [123]. Overall, the baseline uniform flow results aligned well

with prior studies.

Figure 5.14: (a) Comparison with the scaling law at different St for different Reynolds

numbers and (b) β and CD as a function of Re under uniform flow conditions.

Extending this scaling law directly to the unsteady flow cases results results

in an expected increase in the thrust coefficient. Figure 5.15 (a) shows the unsteady

83



flow thrust coefficients in blue, with the blue dashed line representing the best-fit

version of the scaling law developed by [123], which is plotted as a black dashed

line. A clear shift between the scaling laws is present with the most obvious being

a shift in ∆CD. However, it should be noted that when β and CD are evaluated

using the effective Reynolds number, introduced in previous subsections, the thrust

coefficient satisfies the original scaling law Eq. 5.1. However, the effective Reynolds

number developed here cannot be used to predict thrust as it was calculated from

the measured thrust coefficient (see Section 5.2.2.2). Thus, for predictive purposes,

the scaling law should be built from easy-to-measure non-dimensional quantities,

such as the Strouhal and Reynolds numbers in its original version.

To align the new unsteady flow data with the steady flow scaling law the

offset drag CD needs to be decreased. To accomplish this corrected CD values at

each Reynolds number were determined for unsteady flow conditions while holding

β constant. Since Fig. 5.14 showed that CD is a function of Reynolds number it

therefor becomes logical to include the turbulence intensity (TI) was in the new

definition of CD for non-uniform flow conditions. Figure 5.15 (b) shows that CD is

also an approximately linear function of the turbulence intensity, which results in

the new equation for the offset drag as:

CD = −0.2725 TI + 3.3198 Re−0.5 + 0.0856 (5.2)

Figure 5.16 (a) shows the implementation of Eq. 5.2 into the scaling law

with both steady and unsteady flow conditions plotted. When applying the new
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Figure 5.15: (a) Comparison with the scaling law under non-uniform flow conditions at

different St for different Reynolds numbers and comparison with the uniform flow conditions

and (b) CD as the function of Turbulence Intensity.

formulation of CD the data correlate well with data for uniform flow conditions

and align well with the original model of Senturk and Smits’ [123]. Figure 5.16 (b)

shows the different β and CD values as a function with Reynolds numbers. Note

here that the offset drag terms vary significantly between the unsteady and baseline

conditions. For uniform flow conditions the values of CD closely aligned with Senturk

and Smits’ results [123]. However, for non-uniform flow conditions, the CD followed

a similar trend but with smaller values compared to the baseline flow. This trend

is similar to the shift in Reynolds number observed previously in this study, which

suggests that unsteadiness and Reynolds number have similar effects on the flow.
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Figure 5.16: (a) Comparison with the scaling law under non-uniform flow conditions at

different St for different Reynolds numbers with corrected CD and (b) β and CD as a function

of Re and comparison with the uniform flow conditions.

5.3 Summary of Major Findings

This chapter investigated the effect of highly unsteady flow environments on

an oscillating airfoil using an in-house high-order CFD solver. The key findings from

the results presented in this chapter are as follows:

• The presence of an unsteady non-uniform incoming freestream flow enhanced

the thrust production of an oscillating airfoil, when compared to steady freestream

flow.

• The increase in average thrust coefficient was shown to be caused by con-

structive interaction of freestream vortex structures and the oscillating airfoil.

Interactions that induce drag were also observed, but they were less common

than events that increase thrust, resulting in a higher average thrust.
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• Freestream unsteadiness altered the offset drag term (CD) in the previously

known scaling law, decreasing significantly in a way similar to increasing

Reynolds number.

• A corrected CD term was introduced into the scaling law, which includes

Reynolds numbers, Strouhal numbers, and turbulence intensity for unsteady

flow conditions. The results of this introduction aligned well with the uniform

flow conditions.
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Chapter 6: Effects of Unsteady Freestream on an Airfoil Performance

at Low Reynolds Numbers

This chapter’s primary objective is to compare two-dimensional (2D) and

three-dimensional (3D) simulations of the stationary airfoil at low Reynolds num-

bers. The chapter will highlight key differences between 2D and 3D simulations, as

well as the effect of small scale turbulence on the airfoil’s performance in 3D. Com-

putational studies of the response of a NACA0012 airfoil at varying angles of attack

(α) to freestream turbulence at low Reynolds number (i.e., 12,000 based on the airfoil

chord length) are conducted. Similar to the earlier study, the unsteady freestream is

generated by placing an array of circular cylinders upstream of the airfoil. The pres-

ence of moderate freestream turbulence (∼ 5%) affected the formation of laminar

separation bubbles near the leading edge of the airfoil, which has significant impact

on the aerodynamic performance. The study was able to recreate the maximum

lift coefficient of the airfoil in unsteady freestream turbulence observed in experi-

ments, which is higher than that for the airfoil in a uniform freestream. In general,

the present numerical results agree reasonably well with those from experimental

studies. This work also demonstrates that three-dimensional (3D) simulations with

high-order accurate numerical methods predict the lift coefficient more accurately
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than lower dimension (i.e.,2D) or lower order 3D methods.

6.1 Computational Setup

Figure 6.1 shows the schematic of 2D computational domain used for the

numerical study. The dimensions of the computational domain are loosely based

on the wind tunnel test section of the experiment at the U.S. Army Research Lab

(ARL). For these simulations a fixed inlet and outlet boundary were used. For the

2D simulations symmetry boundary conditions were used for the top and bottom.

An array of cylinders was placed perpendicular to a uniform freestream to gener-

ate turbulence in a similar manner to the Medium Turbulence Generator (MTG)

experiment. This is a simplified version of the grid turbulence used in separate ex-

periment, which used a grid of cylinders. The ratio of distance between cylinders (L)

to the cylinder diameter (d), i.e. L/d is 3. For the 3D simulation, the 2D grid was

extruded to a distance s/c = πd in the spanwise direction. The Reynolds number

based on the diameter of cylinder is around 1,900 and the spanwise length equal

to πd is sufficient to capture 3D effects [131]. The periodic boundary conditions

on the top, bottom and spanwise direction were used in the 3D simulations. In

order to investigate the effects of freestream turbulence on the performance of the

NACA0012 airfoil a set of AoAs have been studied as shown in Table 6.1 for baseline

and turbulence generator cases. 6.1 for baseline and turbulence generator cases.
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Figure 6.1: An illustration of the computational domain.

Baseline cases Turbulence cases

Cases AoA Cases AoA

C1 8 C4 8

C2 10 C5 10

C3 12 C6 12

Table 6.1: Cases with baseline and turbulence generators with varying angle of attacks.
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6.2 Results and Discussion

6.2.1 Characterization of Unsteadiness and Comparison with Exper-

imental Results

First the flow field downstream of the cylinder array was characterized without

the wing to evaluate the turbulence generated and compared with the experimental

results. The vortices produced by the cylinders interact and mix with each other and,

after a certain distance, a more homogenous field of turbulence is developed as shown

in Figure 6.2 (a) and (b). In the 2D simulation, shown in Figure 6.2 (a), large scale

vortices were observed near the wing location whereas in 3D simulation the vortices

broke down into small eddies (see Figure 6.2 (b)). A numerical probe, equivalent

to a hot-wire probe in experiments, was placed in the computational domain at the

location where the wing was planned to be placed in later studies. The velocity

power spectrum for 2D and 3D simulations were compared in Figure 6.2 (c). The

power spectral density (PSD) of the velocity for 2D and 3D simulations show that

the energy decay region of -3 and −5
3
respectively. The turbulence intensity at the

probe location for 2D simulation was also found to be around 7 times larger than

in the 3D simulation. The higher turbulence intensity in 2D simulation was due to

larger vortex structures that could not break down as rapidly as they could in the

3D simulation. Figure 6.2 (d) shows the velocity power spectrum for 3D simulation

compared with an experimental result obtained at ARL in the wind tunnel. The

turbulence intensity for this case was around 5%, closely matching the experimental
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Figure 6.2: (a) 2D flow field in the downstream of an array of cylinders, (b) 3D flow field

in the downstream of an array of cylinders, (c) Velocity Power Spectrum plot at the probe

location for 2d and 3D results and (d) Velocity Power Spectrum plot at the probe location for

3D, and its comparison with the experimental results.
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value of 4.8%. The power spectral density (PSD) analysis of the velocity shows the

region of −5
3
energy decay for both computation and experiment, Figure 6.2 (d).

The 2D and 3D characterization of the turbulence generator showed that the 3D

simulation results closely matched with the experimental results. The results also

showed that the 2D simulation produced a highly unsteady flow, but not one that

reflects real-world turbulence.

6.2.2 Flow Field over a Stationary 2D Airfoil

After confirming that the parallel array of cylinders produced similar turbu-

lence to that in experimental measurements, a NACA0012 airfoil was placed in the

computational domain at seven chord lengths away from the turbulence generator.

This was done to match the experimental configuration in the ARL wind tunnel.

At first a 2D simulation was conducted with varying angles of attack (α) to observe

the impacts of this level of turbulence on the airfoil. While it is known that 2D

simulations do not generate true turbulence at a wide range of scales, this simula-

tion allowed for the investigation of multiple factors not possible in experimental

studies. First, it is unknown whether large or small scale structures are the cause

of the performance changes observed experimentally. By using the 2D simulation

only larger scale and more coherent structures would be generated. Secondly, if the

2D simulation was successful at modeling the aerodynamic performance it would

allow for a fast method for calculating turbulence effects on airfoil performance.

The vortices observed in the flow in the 2D simulations were, as expected, larger
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and the lack of breakdown into small structures was apparent, see Fig. 6.3. In this

case it became apparent that the large-scale eddies were significantly impacting the

airfoil and the 2D simulation was not likely to be successful at modeling turbulence

effects.

Figure 6.3: 2D Instantaneous Vorticity Field of a NACA0012 Airfoil at α = 10◦ and Re=

12,000 with the Turbulence Generator.

Figure 6.4 shows a close-up flow field around the NACA0012 airfoil at α = 10◦

with freestream turbulence present. The large vortex structures produced by the

turbulence generator were observed randomly striking the airfoil, having a significant

impact on the boundary layer and airfoil performance. Figures 6.4 (a-f) show the

evolution of the flow over 30 non-dimensional times, during which many unsteady

vortex-boundary layer interactions occurred. The formation of leading-edge vortices

was random and dependent on the strength of the upstream vortices generated by
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the turbulence generator. This leading-edge vortex formation is somewhat similar

to that observed on dynamic wings, but this effect is not observed in experimental

studies, which had lower turbulence intensities.

Figure 6.4: 2D Instantaneous Vorticity Fields on the NACA0012 at α = 10◦ and Re= 12,000

with the Turbulence Generator.

6.2.3 Flow Field over a Stationary 3D Wing

From the 2D simulation, the turbulence generator was not able to produce a

uniform turbulence near the airfoil and boundary layer development was effectively

random due to the strong vortex structures in the flow. These limitations of the

2D simulation suggested that a 3D simulation was needed to adequately model

the airfoil performance. Partial 3D simulations, with a span of πd and periodic

boundary conditions, produced a flow with nominally isotropic turbulence similar

to that observed in experiment (see Figure 6.2). In order to study the impact of
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turbulence disturbance on the airfoil two cases were simulated with a 3D domain.

A baseline NACA0012 in clean flow and with the Turbulence Generator (TG) were

simulated to compare the effects of freestream turbulence on the stationary wing at

the different angle of attack (α). The configuration of the TG was the same as for

the 2D case, which is based off experiments at ARL and had a turbulence intensity

of about 5%.

Figure 6.5 shows the flow field results of the 3D simulation for the airfoil at

α = 10◦, with Fig. 6.5 (a) showing a 2D instantaneous vorticity and Fig. 6.5 (b)

showing a 3D view of Q-Criterion. Results of the 3D simulation showed that vortices

from the upstream turbulence generator were fundamentally different from those in

the 2D simulations. The eddies in the region near the wing were generally more

uniform in this case. The vortex stretching allowed by 3D simulations was shown

to be necessary for the large vortices shed from the TG to break down into smaller

scale turbulence. This effect more closely matched real-world turbulent breakdown

as shown in Fig. 6.2 (c).

The boundary layer formation on the NACA0012 wing at α = 10◦ due to

the turbulence generator was significantly different compared to the baseline case.

Figure 6.6 shows a close up view of the flow around the airfoil with and without

freestream turbulence. In Figure 6.6 (a, c) a 2D instantaneous vorticity is shown

with the corresponding iso-surface of the Q-criterion in Fig. 6.6 (b, d). At α =

10◦ on the baseline airfoil there was a clear flow separation and the airfoil was

stalled. Conversely, for the same airfoil in turbulence the flow remained generally

attached. The boundary layer was also notably different for the airfoil in turbulence
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Figure 6.5: (a) A 2D view of the Instantaneous Vorticity Field and (b) the Iso-surface of Q

colored by the streamwise velocity for the 3D simulation at α = 10◦ and Re= 12,000 with the

Turbulence Generator.

when compared with the baseline. While the baseline airfoil at this angle was

clearly stalled, the presence of turbulence reattached the flow and the airfoil was

not in a stalled state. These results indicate that the stall angle of the airfoil

was extended by turbulence, as previously reported by [94, 96–98]. The spanwise

instantaneous vorticity fields on the surface of the NACA0012 airfoil are shown in

Figures 6.7 (a) and (b) for the baseline and turbulence generator cases, respectively.

The flow near the leading edge is two-dimensional in the baseline case at 8◦ AoA,

with relatively insignificant spanwise variations (see Figure 6.7 (a)). However, due

to the breakdown of the leading edge vortex in the turbulence case at 8◦, there are

spanwise instabilities near the leading edge of the airfoil (see Figure 6.7 (b)).
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Figure 6.6: (a) A 2D view of α = 8◦ wing with no TG, and (b) the corresponding iso-surface

of Q colored by the streamwise velocity for 3D simulation at α = 8◦ without TG. (c) A 2D

view of α = 8◦ wing with a MTG, and (d) the corresponding iso-surface of Q colored by the

streamwise velocity for 3D simulation at α = 8◦ with a MTG.

Figure 6.7: Instantaneous Vorticity Fields on the surface of NACA0012 at α = 8◦ and Re

12,000 (a) without Turbulence Generator and (b)with the Turbulence Generator.
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Figure 6.8: (a) A 2D view of α = 10◦ wing with no TG, and (b) the corresponding iso-surface

of Q colored by the streamwise velocity for 3D simulation at α = 10◦ without TG. (c) A 2D

view of α = 10◦ wing with a MTG, and (d) the corresponding iso-surface of Q colored by the

streamwise velocity for 3D simulation at α = 10◦ with a MTG.
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6.2.4 Time-Averaged Flows around a Stationary 3D Wing and Com-

parison with Experimental Results

In order to compare the 3D numerical simulation results with the experimental

results from ARL’s wind tunnel, a comparison of the time-average flow fields is

done. For comparison purpose, the results for 8◦ and 12◦ AoAs, with and without

the turbulence generator are presented. The time-averaged vorticity fields over the

NACA0012 airfoil for 8◦ AoA are depicted in Figures 6.9 (a) and (b) for the baseline

case without turbulence generator from CFD and experiment respectively. Figures

6.9 (c) and (d) illustrate the case with a turbulence generator for the NACA0012

airfoil at 8◦ AoA from CFD and experiment, respectively.

For both the baseline and turbulence generator cases, the CFD results closely

matched the experimental results. The time-average flow fields shown in Figure

6.9 show that without turbulence, the airflow separated from the top surface of the

airfoil. However, when turbulence was introduced the flow remained attached over

the airfoil in the presence of turbulence.

Figure 6.10 illustrates the velocity profiles on the top surface of the airfoil at

various chordwise locations, for both the baseline and turbulence cases at an angle

of attack of 8◦. The data shows that the flow remains attached near the leading edge

for both freestream flow conditions. On the baseline airfoil the flow near the wing

slows and eventually reverses direction, coinciding with flow separation and stall.

However, the case with turbulence shows that flow reversal is inhibited. Instead, a

typical turbulent boundary layer profile was observed.
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Figure 6.9: Time Average Flow Fields of NACA0012 airfoil at α = 8◦ wing (a) Simulation

Result with no TG, and (b) Experimental Result without TG. (c) Simulation Result with a

MTG, and (d) Experimental Result with a MTG.

101



Figure 6.10: Velocity Profile of NACA0012 airfoil at α = 8◦.

A similar comparison was made in the post-stall region, where both the base-

line and turbulence cases were stalled in the experiments. Figure 6.11 shows time-

averaged vorticity flow fields for 12◦ AoA from the CFD and experiment. While the

flow fields from the CFD and experiment appear to be similar in the baseline case

(see Figure 6.11 (a) and (b)), the flow fields from the turbulence generator case do

not match as well (see Figure 6.11 (c) and (d)). Both CFD and experimental results

show a separated flow, the vorticity distribution near the leading edge was notably

different and the CFD flow fields suggest that flow is attached near the training

edge. In this case, the CFD model predicted that the wing was not stalled while it

was in the experiments. The underlying physics of this are not well understood, but

could be due to the slight differences in turbulence intensity, noise in experimental

results, or even physical roughness in the experimental model not present in the
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CFD simulation.

As before, Figure 6.12 shows the velocity profiles extracted from the CFD

results on the top surface of the NACA0012 airfoil at selected chordwise locations.

At x/c = 0.1 to x/c = 0.3, the velocity profiles for the turbulence generator case

show reverse flow is present, but it was somewhat smaller than the baseline case.

After x/c = 0.4, the flow reattaches when turbulence was present and the reverse

velocity profile diminished. This indicates that flow is still attached near the trailing

edge of the airfoil and stall had not yet occurred. These results confirm that the

static stall angle was increased due to the presence of turbulence. However, the

differences between the simulation and experiments suggest that other factors may

limit the increase in static stall angle in the real world.

Further analysis of these differences was done by calculating the pressure co-

efficient and skin friction coefficient over the surface of the airfoil. These properties

were calculated for the baseline and turbulence generator cases at 8◦ and 12◦ to

evaluate the effect of background turbulence on these properties.

The surface pressure and skin friction coefficients are defined as:

CP =
P − P∞
1
2
ρU∞

2 (6.1)

Cf =
τw

1
2
ρU∞

2 (6.2)

where τw is the wall friction.

Figure 6.13 shows the resulting the time-averaged surface pressure coefficient

over the airfoil. A typical lift-generating airfoil creates that lift by generating a

high negative pressure near the leading edge. This type of profile is represented
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Figure 6.11: Time Average Flow Fields of NACA0012 airfoil at α = 12◦ wing (a) Simulation

Result with no TG, and (b) Experimental Result without TG. (c) Simulation Result with a

MTG, and (d) Experimental Result with a MTG.
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Figure 6.12: Velocity Profile of NACA0012 airfoil at α = 12◦.

best by the 8 ◦ case with turbulence (Fig. 6.13 blue). Conversely, for the baseline

cases at 8◦ and 12◦, flow separation had occurred which significantly decreased the

negative pressure peak. When turbulence was added to the airfoil at 12◦ there was

an additional plateau in pressure coefficient near x/c = 0.2. This type of plateau is

indicative of a laminar separation bubble forming on the airfoil, despite the presence

of turbulence. This is the likely source of the discrepancy between the experiments

and CFD results, but the exact driver of this difference is still not well understood.

Analysis of the skin friction coefficient was done to further investigate the un-

derlying reasons for the differences between the CFD results and experimental data.

Figure 6.14(a) and (b) show the skin friction coefficients for baseline and turbu-

lence cases at 8◦ and 12◦ angles of attack, respectively. Background turbulence has

an effect on skin friction coefficients in both cases α = 8◦ and α = 12◦ due to the
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interaction of background turbulence with the airfoil’s boundary layer. The laminar

separation bubble observed in the pressure coefficient is also observed here at the

higher angle, Fig. 6.14(b), where an change in surface skin friction was observed

for x/c = 0.2-0.4. As stated in [132], increased Reynolds numbers result in earlier

transition and reattachment, which contributes to an overall decrease in separation

bubble length. Similar effects were observed in this study when background turbu-

lence was present. This result strongly suggests that the presence of turbulence acts

similarly to increasing Reynolds number.

Figure 6.13: Time average surface pressure coefficients over NACA0012 airfoil at α = 8◦

and α = 12◦ wing with no TG and comparison with a MTG cases.
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Figure 6.14: Time-average surface skin friction coefficients over NACA0012 airfoil at (a)

α = 8◦ and (b) α = 12◦ wing with no TG and comparison with a MTG cases.

6.2.5 Aerodynamic Force Analysis of Stationary 2D and 3D Airfoils

To further compare the effectiveness of 2D and 3D simulations for the modeling

to airfoil performance in turbulence, a comparison of the lift performance was also

done. Figure 6.15 shows the lift coefficient histories over the time for 2D and 3D

simulations with turbulence present. In the 2D simulation large fluctuations in the

force history was observed. The obvious reason for these large spikes in the lift

in the 2D simulation was due to the interaction between large-scale vortices and

the airfoil. However, because the 3D simulation allowed for large shed vortices to

break down into small-scale eddies fluctuation of the lift was far less severe. These

small scale vortices did however have a significant impact on the flow separation

as seen in Fig. 6.6, which in turn had a large impact on the lift coefficient and
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stall angle. Interestingly, the time-averaged lift coefficients for the two cases were

strikingly similar to each other, with the 2D simulation resulting in CL = 0.72 and

the 3D simulation resulting in CL = 0.77. This result suggests that great care must

be taken when modeling turbulent flows at low Reynolds numbers, as mean values

may be similar but with strikingly different flow fields.

Figure 6.15: Lift coefficient histories for the 2D and 3D cases with the MTG for NACA0012

at at α = 10◦ and Re = 12,000.

Further analysis was done comparing the lift calculations at a wider range of

angles of attack. Figure 6.16 shows the experimental and computational compari-

son of the time-averaged lift coefficients, as a function of angles of attack (α), for

the baseline and turbulence generator cases. A preliminary 3D model using only

2nd order spatial and temporal schemes was evaluated and had poor performance

modeling the lift of the baseline wing. It followed the baseline experimental data
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at low angles but deviated significantly at higher angles. Due to computational run

time, a time-averaged lift coefficient for the 3D case for only α = 10◦ with the 3rd

order spatial and 4th order temporal schemes was conducted. These results agreed

well with the experimental results with only a small discrepancy for the case with

the MTG. It should be noted that the simulation agrees quite well with α = 9.5◦

and α = 10.5◦ and that experimental uncertainty at α = 10◦ may explain this dis-

crepancy. At α = 10◦ the lift coefficient was higher when turbulence was present for

both the simulation and experiment. The lift results from 2D simulations with the

turbulence generator did not agree particularly well with the experimental results.

However, these results may superficially appear to be accurate if care isn’t taken to

compare to comparable experiments. More investigations are needed to answer the

question to what extent 2D simulations could reliably predict airfoil performance in

unsteady freestream flows.

6.3 Summary of Major Findings

This chapter detailed an investigation of freestream turbulence with a static

NACA 0012 airfoil at low Reynolds number of 12,000. Results of 2D and 3D sim-

ulations were compared with the experimental results. A summary of key findings

from this chapter are summarized below.

• A turbulence generation mechanism was developed that appropriately repro-

duced grid turbulence. The turbulence generated in 3D simulations was found

to closely match wind tunnel turbulence statistics.
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Figure 6.16: (a) The Time-averaged lift coefficients as a function of α for Re=12,000 and

(b) Close view of average lift coefficient around 10 degrees.
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• Due to a lack of vortex stretching, 2D simulations were ineffective at repro-

ducing experimental turbulence. As a result, the flow had a slower vortex

breakdown and larger scale vortices. Large-scale vortices dominated airfoil

performance, resulting in greater force fluctuation on the airfoil but statisti-

cally similar lift to higher fidelity simulations.

• In general, the flow remained attached on the suction side of the airfoil at

high angles of attack when turbulence was present. At similar angles the

airfoil was stalled in a uniform freestream. The lift coefficient was also higher

in the presence of turbulence.

• The 3D simulations closely matched experimental wind tunnel results, but

some discrepancies were observed at higher angles of attack.

• The presence of background turbulence was found to have similar effects to

increasing Reynolds numbers in this study.
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Chapter 7: Conclusions and Future Work Recommendations

This thesis explores the flow physics of stationary and flapping wings in highly

unsteady environments. The ultimate goal was to understand how wings behave

at low Reynolds numbers in highly unsteady environments, such as vertical gusts

and unsteady freestream conditions, and to identify critical flow structures that

contribute to airfoil performance. The following sections summarize the research

reported in the previous chapters, as well as key observations and conclusions about

the interaction of a static and oscillating NACA0012 airfoil with a vertical gust and

unsteady freestream environments.

7.1 Summary of Research and Conclusions

The first part of this thesis presented a numerical investigation of gust-wing

interaction at low Reynolds numbers using advanced high-order CFD methods. The

work identified key dynamics that provide clues to multiple gust mitigation strate-

gies. For a stationary airfoil the gust caused an increase in lift followed by a highly

unsteady stall process. A pitch-down maneuver was demonstrated as an effective

method of responding to the gust and it was also observed that the effects of the

gust can be mitigated with a simple pitch response maneuver. A larger change in
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pitch angle was observed to cause negative lift with a high potential to overshoot

into a negative angle stall state. A step-wise pitch-down approach was demonstrated

as an effective method for maintaining steady lift even when the AoA generated by

the gust continued to grow.

A gust mitigation strategy using oscillating airfoils was also demonstrated.

The influence of reduced frequency and Strouhal number were evaluated and showed

that oscillating the airfoil had several different effects. At low reduced frequencies

the gust continues to dominate the flow field and force coefficients, generating highly

unsteady noise on top of the typically sinusoidal lift curves generated by pitching

airfoils. Pitching at higher reduced frequencies overcomes the flow disturbances

caused by the vertical gust. However, the gust significantly increased both the lift

and thrust generated by the oscillatory motion, with the average lift shifting above

the static stall lift. A relative fluctuation metric along with power consumption

were used to evaluate the effectiveness of the gust mitigation strategy. The optimal

reduced frequency using these metrics was k = 2.86 which had a low relative fluc-

tuation with the lowest power consumption. Results also showed that the Stouhal

number was not a dominant factor when attempting to mitigate a vertical gust. At

the optimal reduced frequency the Strouhal number, as varied by controlling oscil-

lating amplitude, had little effect on the relative fluctuation and suggests that even

small amplitude oscillations can be used to mitigate gusts.

The second part of this thesis documents the influence of unsteady flow en-

vironments on an oscillating airfoil.Steady and unsteady incoming flow conditions

were compared and the flow physics of the thrust enhancement mechanisms of un-
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steady environments was explored. The unsteady flow environment served to alter

oscillating wing performance in two key ways: altering the effective Reynolds num-

ber and shifting the value of the offset drag term CD. The unsteadiness in the flow

caused an increase in thrust generation at lower Reynolds numbers, which caused

low Reynolds number oscillating airfoils in unsteady flow to behavior similar to

higher Reynolds number cases in steady environments. A simple fit-based correc-

tion method showed that an effective Reynolds number can be used to model the

shift caused by the unsteady freestream.

The underlying flow physics showed that unsteadiness in the freestream ex-

pectedly generated variations in the sinusoidal thrust data. This unsteadiness was

directly related to the large, coherent incoming flow structures. The increase in

average thrust coefficient was shown to be caused by constructive interaction of

freestream vortex structures and the oscillating airfoil. Drag inducing interactions

were also observed but were less common than thrust increasing events, resulting in

a higher average thrust. An extension to the thrust model proposed by Senturk and

Smits’ [123] was developed to incorporate the effects of unsteady flow environments.

An increase in thrust production was incorporated into the offset drag term of the

scaling law. A linear relationship between the turbulence intensity and offset drag

was demonstrated to accurately thrust produced in unsteady flow environments back

onto the scaling law.

The final part of this thesis examined the impact of an unsteady freestream

on the performance of the static NACA0012 airfoil using two-dimensional (2D) and

three-dimensional (3D) simulations. A turbulence generation mechanism was devel-
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oped that adequately reproduced grid turbulence when compared with wind tunnel

experiments. The turbulence generated in 3D simulations were shown to closely

match turbulence statistics from wind tunnel experiments. Separate 2D simula-

tions were ineffective at reproducing experimental turbulence due to lack of vortex

stretching. This resulted in slower vortex breakdown and larger scale vortices in

the flow. The large-scale vortices dominated airfoil performance, producing a larger

force fluctuation on the airfoil, but with similar average lift as higher fidelity sim-

ulations. The 3D simulations allowed for faster turbulent breakdown of large scale

structures in the flow, more closely resembling real-world turbulence. The small-

scale structures did not generate large force fluctuation, but did significantly alter

boundary layer evolution. The background turbulence from the turbulence gener-

ator caused the flow to remain attached on the suction side of the airfoil at high

angles of attack, while at the similar angles this same airfoil in a uniform freestream

was stalled. Due to this the lift coefficient was also higher with turbulence compared

to the uniform freestream case.

The 3D simulation results agree reasonably well with the experimental results

for both baseline and turbulence generator cases, with some discrepancies at higher

angles of attack. Additionally, these results demonstrate that in the presence of

background turbulence, high Reynolds number features similar to those observed in

chapter 5 for 2D oscillating airfoils are observed.

To summarize, the thesis’s key conclusions clearly demonstrate that unsteadi-

ness caused by vertical gusts and freestream turbulence can profoundly modify the

aerodynamic performance of an airfoil at low Reynolds numbers. These findings will
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potentially help improve design and control of future unconventional UAVs by re-

vealing unsteady aerodynamics in highly unstructured real-world flow environments.

7.1.1 Original Contributions

This subsection highlights for the reader new contributions of this work to the

field. These contributions are briefly described below:

1. This work reports for the first time that an oscillating wing with a high reduced

frequency can effectively mitigate the detrimental effects of gusts, resulting in

a predictable oscillatory lift and drag/thrust behavior. This effect was shown

to be dominated by the reduced frequency, and is relatively insensitive to

varying the Strouhal number. These results suggest there may be effective

gust mitigation strategies leveraging oscillating wing behaviors on MAVs.

2. This study documents the impact of unsteady flow environments on the propul-

sive performance of a pitching NACA0012 airfoil and identifies key flow dy-

namics in the unsteady environment that can enhance pitching airfoil thrust

production. By incorporating a turbulence intensity correction into the orig-

inal scaling laws, the author successfully extends Sentruk and Smits’ [123]

recent work on scaling laws of the propulsive performance of a pitching airfoil

under uniform upstream flow conditions to those applicable in highly unsteady

flow environments.

3. The required model fidelity for accurately representing turbulence in CFD

at low Reynolds number was demonstrated. Both 2D and 3D simulations
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were evaluated along with comparisons to experimental results. The results

of the study showed that higher-order 3D simulations are required to accu-

rately model the effects of turbulence on airfoil performance at low Reynolds

numbers.

7.2 Future Works

The current research demonstrated the mitigation of gusts by generating large-

scale unsteady features around the airfoil. However, the underlying flow physics

generating these structures, such as that from the nonlinear vortex interaction at

different spatiotemporal scales, is beyond the scope of this study and is left for

discussion in future work on this topic.

For data-driven control algorithms, current research on gust mitigation mea-

sures provides a framework. Furthermore, the robust gust mitigation with data

driven control algorithm should be connected with the fluid solver in order to im-

plement the effective control mechanism for gust mitigation.

The scientific community can benefit from an extension of the current work

into fully 3D gust studies and 3D oscillating wings in turbulence environments,

specifically to learn more about the effects of three-dimensionality on motions in

unsteady environments. Chapter 6 showed that the 3D analysis of stationary wings

in turbulence situations has considerable impacts, and suggests that many future

studies should focus on this type of simulation. However, in order to properly

comprehend the vast spectrum of affects on both large and small scale eddies, it is
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necessary to investigate how these small scale turbulence eddies may impact for the

unsteady motions in complex, dynamic and chaotic environments.
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